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Abstract

In this paper, we design two laboratory experiments to analyze the causal effects of competition on step-by-step innovation. Innovations result from costly R&D investments and move technology up one step. Competition is inversely measured by the ex post rents for firms that operate at the same technological level, i.e. for neck and neck firms. First, we find that increased competition leads to a significant increase in R&D investments by neck and neck firms. Second, increased competition decreases R&D investments by firms that are lagging behind, in particular if the time horizon is short. Third, we find that increased competition affects industry composition by reducing the fraction of sectors where firms are neck and neck. All these results are consistent with the predictions of step-by-step innovation models.
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1 Introduction

The relationship between competition and innovation has long been of interest to economists and motivated numerous studies, both theoretical and empirical, over the past three decades (e.g., Hart (1980); Schmidt (1997); Aghion et al. (2001); Vives (2008); Schmutzler (2009, 2013) and Nickell (1996); Blundell et al. (1999); Aghion et al. (2005); Aghion and Griffith (2006)). However, the existing empirical studies on this subject face the issue that the relationship between competition and innovation is endogenous (Jaffe (2000); Hall and Harhoff (2012)).\footnote{See Blundell et al. (1999) and Aghion et al. (2005) for a discussion of the endogeneity issue and for attempts at addressing it. For various empirical approaches to identify causal relationships between patenting activities and innovation, see Murray and Stern (2007); Williams (2013); Galasso and Schankerman (2013).} Moreover, clean and direct measures of innovation and competition are usually not available in field data, which can lead to the additional problem of measurement error.

To address these two issues head on, in this paper we employ the methods of experimental economics to analyze the effects of competition on step-by-step innovation. The predictions we submit to our experiments are drawn from the step-by-step innovation models of Aghion et al. (1997, 2001) and Aghion and Howitt (2009). These models predict that product market competition should foster innovation in neck-and-neck sectors where firms operate at the same technological level: in such sectors, increased product market competition reduces pre-innovation rents, thereby increasing the incremental profits from innovating and becoming a leader. This is known as the “escape-competition effect”. On the other hand, these models predict a negative “Schumpeterian effect” on laggard firms in unleveled sectors: increased competition reduces the post-innovation rents of laggard firms and thus their incentive to catch up with the leader. However, this effect is (partly) counteracted by an “anticipated escape-competition effect” once the laggard has caught up with the current leader in the sector. The escape-competition and Schumpeterian effects, together with the fact that the equilibrium fraction of neck-and-neck sectors depends positively on the laggards’ innovation incentives in unleveled sectors and negatively on neck-and-neck firms’ innovation incentives in leveled sectors, imply that the equilibrium fraction of sectors where firms are neck and neck should decrease with competition: this is the “composition effect” of competition.

To test these predictions, we design two laboratory experiments. In both
experiments, pairs of subjects are matched for a number of periods, forming a sector. In each period, one of the two subjects can choose an R&D investment which determines the probability of a successful innovation in that period. Innovation is costly and has an associated cost generated via a quadratic cost function. If innovation is successful, the technological level of the innovative subject increases by one step. At the end of each period, rents are distributed to each subject according to her relative technological location in her sector. If the two subjects are in an unleveled sector, then the subject ahead (the “leader”) receives a positive monopoly rent, whereas the other subject in the same sector (the “laggard”) makes zero profit. If subjects in the same sector are neck and neck, their rents are equal and depend on the degree of competition. In the no competition treatment, these firms are able to split the monopoly rent between them, whereas under the full competition treatment the neck-and-neck firms’ profits are zero. In the intermediate competition treatment, neck-and-neck subjects are able to split half the monopoly rent between them.

We conduct an “infinite horizon” experiment to bring out the escape-competition and the Schumpeterian effects most clearly and a “finite horizon” experiment to assess the composition effect. In the infinite horizon experiment, we exogenously vary the subjects’ (or “firms’”) starting positions. That is, some pairs of subjects start as unleveled sectors while other pairs start as neck-and-neck sectors. This design feature, together with the treatment variation in the degree of competition, allows us to causally assess the escape-competition effect and the Schumpeterian effect. After every period, the interaction between two paired subjects ends with a positive stopping probability: in other words, the time horizon is infinite but we exogenously vary the expected time horizon across sessions. Pairs either faced a short time horizon - a 80% probability of ending the game after each round – or a long time horizon – a 10% probability of ending the game after each round. This set up allows us to test an additional prediction from the theory: We should expect a more negative impact of competition on laggards’ innovation intensity in the short horizon treatment than in the long horizon treatment, since the longer the time horizon, the more the anticipated escape-competition effect may counteract the Schumpeterian effect.

In the finite horizon experiment, all subjects faced the same finite time horizon of 50 periods. Each pair starts as a neck-and-neck sector, and the ability to innovate alternates between the two subjects across periods. Be-
cause of the exogenous variation of competition across treatments, this design allows us to cleanly identify the causal effect of competition on industry composition and also on aggregate innovation outcomes.

The results can be summarized as follows. First, an increase in competition leads to a significant increase in R&D investments by neck-and-neck firms. Second, an increase in competition decreases R&D investments by laggard firms. Moreover, this Schumpeterian effect is significantly stronger the shorter the time horizon. Third, increased competition affects industry composition by reducing the fraction of neck-and-neck sectors, and overall, competition increases aggregate innovation. All these results are consistent with the predictions of the step-by-step innovation model.

This paper relates to several strands of literature. First, it contributes to an extensive theoretical industrial organization literature on competition, rent dissipation, and research and development (see Tirole (1988)), and to the patent race literature (Harris and Vickers (1985a,b, 1987)). Second, it relates to the endogenous growth literature and more specifically to its Schumpeterian growth branch (see Aghion et al. (2013)).

Third, the paper contributes to the existing empirical literature on the relationship between competition and innovation (see Nickell (1996), Blundell et al. (1999), Aghion et al. (2005); Aghion and Griffith (2006); Acemoglu and Akcigit (2012)). Our laboratory setting and the investment game that we study are stylized, yet competition and the time horizon both vary exogenously and moreover R&D investments are directly observed. This in turn allows us to complement the existing field evidence by shedding further light on the causal rather than correlational relationship between competition and innovation.

Fourth, the paper contributes to an emerging experimental literature on competition and innovation. Our experimental study differs from this literature.

\footnote{Thus Isaac and Reynolds (1988) analyze the effects of competition and appropriability in simultaneous investment, one-period patent races. They show that per-capita investments are decreasing with the number of contestants, whereas the aggregate level of investment increases. Darai et al. (2010) find similar results in a two-stage game in which R&D investment choices are followed by product market competition. Moreover, in a two-stage game with cost-reducing investments followed by a differentiated Cournot duopoly, Sacco and Schmutzler (2011) find a U-shape relationship between competition and innovation, the former being defined as the degree of product differentiation. Finally, Suetens and Potters (2007) finds that tacit collusion is higher in Bertrand competition than in Cournot competition. However, the study does not look at the effect of competition on innovation.}
erature in particular by focusing on an environment in which innovation is cumulative over time.\textsuperscript{3} And to our knowledge, we are the first to design a laboratory experiment to examine the escape competition and Schumpeterian effects in a dynamic investment environment with different time horizons, and to assess the composition effect.

The remaining part of the paper is organized as follows. Section 2 lays out the basic step-by-step innovation model and derives its main predictions. Section 3 presents the setup for the two experiments. Section 4 outlays the results, and Section 5 concludes.

2 Theoretical predictions

To motivate and guide our experiment, and to derive our main predictions, we first present a simple version of the model with step-by-step innovations. While we chose to write the simplest possible model for pedagogical purposes, the predictions derived in this Section are robust to generalizations of the environment (see, for example, Aghion et al. (2001)).

In this model, a “laggard firm”, i.e. a firm that is currently behind the technological leader in the same sector must catch up with the leader before becoming a leader itself. This step-by-step assumption implies that, in a positive fraction of sectors, firms will be neck and neck, i.e. at the same technology level. By making life more difficult for neck-and-neck firms, a higher degree of product market competition will encourage them to innovate in order to acquire a significant lead over their rivals. However, higher competition may have a discouraging effect on innovation by laggard firms in unleveled sectors.

2.1 Basic environment

We consider a simple Schumpeterian growth model in continuous time. There is a continuous measure $L$ of infinitely-lived individuals each of whom supplies

\textsuperscript{3}Isaac and Reynolds (1992) also study innovation investments over time. However, the authors do not distinguish between the escape-competition and the Schumpeterian effect, nor do they test the composition effect of competition. Similarly, Zizzo (2002) and Breitmoser et al. (2010) study innovation investments in a multi-stage patent race. These papers, however, do not look at the effect of varying competition and therefore cannot address the Schumpeterian-, escape competition- and composition effects.
one unit of labor per unit of time. Each individual has intertemporal utility

\[ u_t = \int_0^1 \ln C_t e^{-\rho t} dt \]

where

\[ \ln C_t = \int_0^1 \ln y_{jt} dj, \]

and where each \( y_j \) is the sum of two goods produced by (infinitely-lived) duopolists in sector \( j \):

\[ y_j = y_{Aj} + y_{Bj}. \]

The logarithmic structure of the utility function implies that in equilibrium individuals spend the same amount on each basket \( y_j \).\(^4\) We choose this expenditure as the numeraire, so that a consumer chooses each \( y_{Aj} \) and \( y_{Bj} \) to maximize \( y_{Aj} + y_{Bj} \) subject to the budget constraint: \( p_{Aj}y_{Aj} + p_{Bj}y_{Bj} = 1 \); that is, she will devote the entire unit of expenditure to the least expensive of the two goods.

### 2.1.1 Technology and innovation

Each firm takes the wage rate as given and produces using labor as the only input according to the following linear production function,

\[ y_{it} = \gamma^{k_{it}} l_{it}, \quad i \in \{A, B\} \]

where \( l_{jt} \) is the labor employed, \( k_{it} \) denote the technology level of duopoly firm \( i \) at date \( t \), and \( \gamma > 1 \) is a parameter that measures the size of a leading-edge innovation. Equivalently, it takes \( \gamma^{-k_i} \) units of labor for firm \( i \) to produce one unit of output. Thus the unit costs of production is simply \( c_i = w\gamma^{-k_i} \) which is independent of the quantity produced.

\(^4\)To see this, note that a final good producer will choose the \( y_j \)'s to maximize \( u = \int \ln y_j dj \) subject to the budget constraint \( \int p_j y_j dj = E \), where \( E \) denotes current expenditures. The first-order condition for this is:

\[ \partial u / \partial y_j = 1 / y_j = \lambda p_j \text{ for all } j \]

where \( \lambda \) is a Lagrange multiplier. Together with the budget constraint this first-order condition implies

\[ p_j y_j = 1 / \lambda = E \text{ for all } j. \]
An industry $j$ is thus fully characterized by a pair of integers $(k_j, m_j)$ where $k_j$ is the leader’s technology and $m_j$ is the technological gap between the leader and the follower.\(^5\)

For expositional simplicity, we assume that knowledge spillovers between the two firms in any intermediate industry are such that neither firm can get more than one technological level ahead of the other, that is:

$$m \leq 1.$$ 

In other words, if a firm already one step ahead innovates, the lagging firm will automatically learn to copy the leader’s previous technology and thereby remain only one step behind. Thus, at any point in time, there will be two kinds of intermediate sectors in the economy: (i) level or neck-and-neck sectors where both firms are at technological par with one another, and (ii) unleveled sectors, where one firm (the leader) lies one step ahead of its competitor (the laggard or follower) in the same industry.\(^6\)

To complete the description of the model, we just need to specify the innovation technology. Here we simply assume that by spending the R&D cost $\psi(z) = z^2/2$ in units of labor, a leader firm moves one technological step ahead, with probability $z$. We call $z$ the “innovation rate” or “R&D intensity” of the firm. We assume that a laggard firm can move one step ahead with probability $h$, even if it spends nothing on R&D, by copying the leader’s technology. In other words, it is easier to reinvent the wheel than to invent the wheel. Thus $z^2/2$ is the R&D cost (in units of labor) of a laggard firm moving ahead with probability $z + h$. Let $z_0$ denote the R&D intensity of each firm in a neck-and-neck industry; and let $z_{-1}$ denote the R&D intensity of a follower firm in an unleveled industry; if $z_1$ denotes the R&D intensity of the leader in an unleveled industry, note that $z_1 = 0$, since our assumption of automatic catch-up means that a leader cannot gain any further advantage by innovating.

\(^5\)The above logarithmic final good technology together with the linear production cost structure for intermediate goods implies that the equilibrium profit flows of the leader and the follower in an industry depends only upon the technological gap $m$ between the two firms (see Aghion and Howitt (1998, 2009)).

\(^6\)See Aghion et al (2001) for an analysis of the more general case where there is no limit to the technological gap between leaders and laggards in unleveled sectors.
2.2 Equilibrium profits and competition in level and unleveled sectors

One can show that the equilibrium profits are as follows (see Aghion and Howitt (2009)). First, in an unleveled sector, the leader’s profit is equal to

\[ \pi_1 = 1 - \frac{1}{\gamma}, \]

whereas the laggard in the unleveled sector will be priced out of the market and hence will earn a zero profit:

\[ \pi_{-1} = 0 \]

Consider now a level (or neck-and-neck) sector. If the two firms engaged in open price competition with no collusion, then Bertrand competition will bring (neck-and-neck) firms’ profits down to zero. At the other extreme, if the two firms collude so effectively as to maximize their joint profits and shared the proceeds, then they would together act like the leader in an unleveled sector, so that each firm will earn \( \pi_1/2 \).

Now, if we model the degree of product market competition inversely by the degree to which the two firms in a neck-and-neck industry are able to collude, the normalized profit of a neck-and-neck firm will be of the form:

\[ \pi_0 = (1 - \Delta) \pi_1, \quad 1/2 \leq \Delta \leq 1, \]

where \( \Delta \) parameterizes product market competition.

We next analyze how the equilibrium research intensities \( z_0 \) and \( z_{-1} \) of neck-and-neck and laggard firms respectively, vary with our measure of competition \( \Delta \).

2.3 The Schumpeterian and escape competition effects

Let \( V_m \) (resp. \( V_{-m} \)) denote the normalized steady-state value of being currently a leader (resp. a laggard) in an industry with technological gap \( m \), and let \( w \) denote the steady-state wage rate. We have the following Bellman
\[ \rho V_0 = \pi_0 + z_0(V_{-1} - V_0) + z_0(V_1 - V_0) - wz_0^2/2 \quad (1) \]
\[ \rho V_{-1} = \pi_{-1} + (z_{-1} + h)(V_0 - V_{-1}) - wz_{-1}^2/2 \quad (2) \]
\[ \rho V_1 = \pi_1 + (z_{-1} + h)(V_0 - V_1) \quad (3) \]

where \( z_0 \) denotes the R&D intensity of the other firm in a neck-and-neck industry (we focus on a symmetric equilibrium where \( z_0 = z_0 \)).

In words, the growth-adjusted annuity value \( \rho V_0 \) of currently being neck-and-neck is equal to the corresponding profit flow \( \pi_0 \) plus the expected capital gain \( z_0(V_1 - V_0) \) of acquiring a lead over the rival plus the expected capital loss \( z_0(V_{-1} - V_0) \) if the rival innovates and thereby becomes the leader, minus the R&D cost \( wz_0^2/2 \). Similarly, the annuity value \( \rho V_{-1} \) of being a technological leader in an unleveled industry is equal to the current profit flow \( \pi_{-1} \) plus the expected capital loss \( z_{-1}(V_0 - V_1) \) if the leader is being caught up by the laggard (recall that a leader does not invest in R&D); finally, the annuity value \( \rho V_1 \) of currently being a laggard in an unleveled industry, is equal to the corresponding profit flow \( \pi_1 \) plus the expected capital gain \( (z_{-1} + h)(V_0 - V_{-1}) \) of catching up with the leader, minus the R&D cost \( wz_{-1}^2/2 \).

Using the fact that \( z_0 \) maximizes the RHS of (1) and \( z_{-1} \) maximizes the RHS of (2), we have the first order conditions:

\[ wz_0 = V_1 - V_0 \quad (4) \]
\[ wz_{-1} = V_0 - V_{-1}. \quad (5) \]

In Aghion, Harris and Vickers (1997) the model is closed by a labor market clearing equation which determines \( \omega \) as a function of the aggregate demand for R&D plus the aggregate demand for manufacturing labor. Here, for simplicity we shall ignore that equation and take the wage rate \( w \) as given, normalizing it at \( w = 1 \).

Then, using (4) and (5) to eliminate the \( V \)'s from the system of equations (1)-(3), we obtain a system of two equations in the two unknowns \( z_0 \) and \( z_{-1} \):

\[ z_0^2/2 + (\rho + h)z_0 - (\pi_1 - \pi_0) = 0 \quad (6) \]
\[ z_{-1}^2/2 + (\rho + z_0 + h)z_{-1} - (\pi_0 - \pi_{-1}) - z_0^2/2 = 0 \quad (7) \]

---

7Note that the left-hand-side of the Bellman equations should first be written as \( rV_0 - \dot{V}_0 \). Then, using the fact that on a balanced growth path \( \dot{V}_0 = gV_0 \), and using the Euler equation \( r - g = \rho \), yields the Bellman equations in the text.
These equations can be solved recursively for unique positive values of $z_0$ and $z_{-1}$, and we are mainly interested by how these are affected by an increase in product market competition $\Delta$. It is straightforward to see from equation (6) and the fact that

$$\pi_1 - \pi_0 = \Delta \pi_1$$

that an increase in $\Delta$ will increase the innovation intensity $z_0(\Delta)$ of a neck-and-neck firm. This is the escape competition effect:

**Prediction 1 (Escape-competition effect):** Innovation by neck and neck firms is always stimulated by higher competition.

Because competition negatively affects pre-innovation rents, competition induces innovation in neck-and-neck sectors since firms are particularly attracted by the monopoly rent.

One can express $z_0(\Delta)$ as

$$z_0(\Delta) = -(\rho + h) + \sqrt{(\rho + h)^2 + 2\Delta \pi_1}$$

Taking the derivative

$$\frac{\partial z_0}{\partial \Delta} = \frac{\pi_1}{\sqrt{(\rho + h)^2 + 2\Delta \pi_1}}$$

In particular, $\frac{\partial z_0}{\partial \Delta}$ can be shown to decrease when the rate of time preference $\rho$ increases. This generates the next prediction:

**Prediction 2 (Escape-competition effect by rate of time preference)** The escape-competition effect is weaker for firms with high rate of time preference.

In other words, patient neck-and-neck firms put more weight on the future post-innovation rents after having become a leader, and therefore, react more positively to an increase in competition than impatient neck-and-neck firms.

Then, plugging $z_0(\Delta)$ into (7), we can look at the effect of an increase in competition $\Delta$ on the innovation intensity $z_{-1}$ of a laggard. This effect is ambiguous in general: in particular, for sufficiently high $\rho$, the effect is negative as then $z_{-1}$ varies like

$$\pi_0 - \pi_{-1} = (1 - \Delta) \pi_1.$$
In this case the laggard is very impatient and thus looks at its short term net profit flow if it catches up with the leader, which in turn decreases when competition increases. This is the Schumpeterian effect:

**Prediction 3 (Schumpeterian effect):** *Innovation by laggard firms in unleveled sectors is discouraged by higher competition.*

Since competition negatively affects the post-innovation rents of laggards, competition reduces innovation of laggards. However, for low values of $\rho$, this effect is counteracted by an anticipated escape competition effect:

**Prediction 4 (Anticipated escape-competition effect):** *The effect of competition on laggards’ innovation is less negative for firms with low rate of time preference.*

In other words, patient laggards take into account their potential future reincarnation as neck-and-neck firms, and therefore react less negatively to an increase in competition than impatient laggards. The lower the rate of time preference, the stronger the (positive) anticipated escape-competition effect and therefore the more it mitigates the (negative) Schumpeterian effect of competition on laggards’ innovation incentives.

Thus the effect of competition on innovation depends on the situation in which a sector is. In unleveled sectors, the Schumpeterian effect is at work even if it does not always dominate. But in level (or neck-and-neck) sectors, the escape-competition effect is the only effect at work; that is, more competition always induces neck-and-neck firms to innovate more in order to escape from tougher competition.

### 2.4 Composition effect

In steady state, the fraction of sectors $\mu_1$ that are unleveled is constant, as is the fraction $\mu_0 = 1 - \mu_1$ of sectors that are leveled. The fraction of unleveled sectors that become leveled each period will be $z_{-1} + h$, so the sectors moving from unleveled to leveled represent the fraction $(z_{-1} + h) \mu_1$ of all sectors. Likewise, the fraction of all sectors moving in the opposite direction is $2z_0\mu_0$, since each of the two neck-and-neck firms innovates with probability $z_0$. In steady state, the fraction of firms moving in one direction must equal the fraction moving in the other direction:

$$(z_{-1} + h)\mu_1 = 2z_0 (1 - \mu_1),$$
which can be solved for the steady state fraction of unleveled sectors:

\[ \mu_1 = \frac{2z_0}{z_1 + h + 2z_0} \]  

(8)

This fraction is increasing in competition as measured by \( \Delta \) since a higher \( \Delta \) increases R&D intensity \( 2z_0 \) in neck-and-neck sectors (the escape-competition effect) whereas it tends to reduce R&D intensity \( z_1 + h \) in unleveled sectors (the Schumpeterian effect). This positive effect of competition on the steady-state equilibrium fraction of neck-and-neck sectors we refer to as the composition effect of competition:

**Prediction 5 (Composition effect):** The higher the degree of competition, the smaller the equilibrium fraction of neck-and-neck sectors in the economy.

More competition increases innovation incentives for neck-and-neck firms whereas it reduces innovation incentives of laggard firms in unleveled sectors. Consequently this reduces the flow of sectors from unleveled to leveled whereas it increases the flow of sectors from leveled to unleveled.

We now proceed to confront these predictions with experimental evidence.

### 3 The experiments

We conduct two separate experiments, the “infinite horizon” and the “finite horizon” experiments, that are based on the same step-by-step innovation game. The purpose of the infinite horizon experiment is to provide causal evidence for the escape-competition and Schumpeterian effects, both when the time horizon is long and when it is short. Exogenous variations in the time horizon can equivalently be interpreted as exogenous variations in firms’ rate of time preference. The purpose of the finite horizon experiment is to observe duopolies over a long period of time in order to provide causal evidence for the composition effect. We first present the basic features of our laboratory step-by-step innovation game, and will then describe the specific features of the two experiments in more detail.

#### 3.1 The step-by-step innovation game

At the center of our experimental design is a computerized step-by-step innovation game with the following features: Two subjects \( i \) and \( j \) are randomly
matched with each other, forming a sector. Before period 1, both subjects are exogenously assigned to technology levels $\tau_i$ and $\tau_j$. In each period, one of the two subjects can choose an R&D investment $n \in \{0, 5, 10, \ldots, 80\}$, which determines the probability of a successful innovation in this period. Each subject is informed that the common quadratic R&D cost function is given by:

$$C(n) = 600 \left( \frac{n}{100} \right)^2.$$  \hspace{1cm} (9)

At the beginning of period 1, it is randomly determined which subject can invest in innovation in that period. If innovation is successful, the innovator moves up one step from $\theta$ to $\theta + 1$. Thus, in our experiments only one subject could innovate at a time. This reduces the computational complexity of the game by fixing subjects’ beliefs about their opponents’ current action and therefore about the expected returns in that period from innovating. However, precluding simultaneous moves in our experiment does not qualitatively affect the theoretical predictions of the model.

To account for technology spillovers which may occur from leaders to laggards, laggards are automatically granted with an additional innovation probability of $h = 30$. Thus, the overall innovation probability is given by $n + h$, where $n$ can be chosen from $n \in \{0, 5, 10, \ldots, 50\}$, so that the maximal probability of innovating is still given by $n + h = 80$.

At the end of each period, payments are made to both subjects. Payments depend on the technology levels $\theta_i$ and $\theta_j$ of subjects $i$ and $j$. Payments after every period to subject $i$ are determined by the following function:

$$\pi_i = \begin{cases} 
200 - C(n) & \text{if } \theta_i > \theta_j \\
(1 - \Delta)200 - C(n) & \text{if } \theta_i = \theta_j \\
0 - C(n) & \text{if } \theta_i < \theta_j.
\end{cases}$$

\hspace{1cm} 8We have deliberately excluded the possibility to choose an investment in R&D of 100, i.e. to innovate with certainty. We believe that certain innovation would be an unrealistic feature of the environment which we are studying.

\hspace{1cm} 9Indeed, while our experiments were conducted in discrete time, the model described in Section 2 is in continuous time. A continuous time implementation of the experiments was technically not feasible. Since the probability of simultaneous innovation is negligible when time is continuous, alternating moves are in fact a closer experimental implementation of the continuous time model. Also note that Aghion and Howitt (2009) specify a step-by-step innovation model in which time is discrete, only one firm innovates in each period, and the basic theoretical predictions remain the same.
Subjects are symmetric, and payments to subject $j$ are determined in exactly the same way. This profit function implies that the leader is always able to earn a monopoly rent of 200 points. If subjects are neck and neck, their payoffs depend on the degree of competition in the sector, which is measured by $\Delta$. If $\Delta = 0.5$, subjects are able to split the monopoly rent between them, whereas if $\Delta = 1$, subjects face perfect competition and rents in neck-and-neck states are 0. Finally, if a subject is lagging behind his competitor in terms of technology, her profit is 0. The costs associated with R&D are always subtracted from the rent earned.

After each period, each subject receives information about the behavior of the other subject in the preceding period. In particular, she sees which investment level the other subject has chosen, what the costs of innovation were, whether the other subject benefited from a laggard innovation bonus of $h = 30$ in the preceding round, and whether she will benefit from a laggard innovation bonus in the current period. In addition, each subject sees the payment of both subjects in the preceding period as well as the current technology level and the overall income of both subjects over the entire treatment. Based on this information, subjects can decide how much to invest in the current period.

### 3.2 The infinite horizon experiment

The infinite horizon experiment consisted of three different treatment variations, some of which within subjects, and others across subjects. First, all subjects participated in a full competition ($\Delta = 1$) and in a no competition treatment ($\Delta = 0.5$), which were played sequentially in varying order across sessions.

Second, each subject made decisions conditional on being a laggard or being neck-and-neck in the first round. I.e., the starting position was randomly varied within subject. In each treatment, it was randomly determined

---

---

whether both subjects were assigned to technology levels of $\tau_i = 0$, or whether one of the subjects was given a head start and assigned to a technology level of $\tau_i = 1$. If the sector was leveled at the start, it was randomly determined which of the two firms could invest in the first round. If the sector was un-leveled, the subject that was randomly put into the laggard position could invest in the first period. We elicited the first round investment decisions of all subjects using the strategy method. That is, we asked the subjects how much they want to invest if they start in a neck-and-neck sector, and how much they want to invest if they start as laggards. After choices were made, the computer would randomly select the initial state of the sector and which of the two firms could invest. The investment choice associated with the chosen state was then automatically implemented. The strategy method was only used for first round investment choices. The exogenous variation in competition and starting position allows us to causally test the escape-competition and Schumpeterian effects.

Third, the time horizon was varied across sessions. At the end of each period, the game would end with a fixed and known stopping probability $p$. This procedure enables us to exogenously impose an infinite time horizon and exogenously vary the stopping probability $p$, which can be equivalently interpreted as exogenous variation in the rate of time preference $\rho$. In some sessions subjects faced a short time horizon – 80% probability of ending the game after each round– while in other sessions the subjects faced a long time horizon – 10% probability of ending the game after each round. In the short time horizon treatment, a game lasted on average 2.2 rounds, whereas in the long time horizon treatment, a game lasted on average 10 rounds. This design feature allows us to test whether the escape-competition and Schumpeterian effects vary conditional on the time horizon.

Table 3.2 summarizes the four treatment variations. Remember that in each treatment, subjects made first period decisions conditional on being in the laggard state and being in the neck-and-neck state.

Once the second period was entered into, the game progressed as follows: If a subject is lagging behind, that subject is given the right to invest.\footnote{This design feature is equivalent of the automatic catch-up assumption in the theory, that is, firms cannot be more than one technological level apart.} If the sector is neck-and-neck, it is randomly determined at the beginning of the round which subject is able to invest. To make sure that subjects understood the experiment well, in particular the random stopping rule, they practiced
the game against a computer opponent for a period of 3 minutes before the experiment started.\footnote{They were informed that the computer’s investment decisions would be determined randomly, i. e., nothing could be learned from the computer’s strategy. If a game ended within the 3 minutes, they were informed about the final outcomes of that game and a new game would start. This procedure allowed them to get familiar with the computer interface and in particular with the random stopping rule, so that they could form expectations about the length of the game.}

The infinite horizon experiment is specifically designed to address the escape competition and the Schumpeterian effects. In order to obtain clean causal evidence, exogenous assignment of subjects to neck-and-neck and laggard states in different competition and time horizon treatments is absolutely crucial. Because subjects are only truly randomly assigned to the neck-and-neck or laggard state in the first period of the interaction, we restrict our attention in the analysis to first period investments. To allow for some learning, we repeated each competition treatment three times. So overall, each subject made six first-round investment decisions as a neck-and-neck firm and six first-round investment decisions as a laggard firm, three for each competition treatment.

Once a game ends, subjects are re-matched with another subject whom they have not been matched with previously. More specifically, we designed matching groups and divided subjects within a matching group into a group A and a group B. Each group A subject would only be matched with group B subjects from the same matching group, but no subject would be matched twice with the same subject. 200 points were exchanged to SFr. 1 at the end of the experiment, and subjects were endowed with 5000 points at the

<table>
<thead>
<tr>
<th>Competition</th>
<th>Time horizon</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>long (p = 0.1)</td>
<td>short (p = 0.8)</td>
</tr>
<tr>
<td>no comp.</td>
<td>long horizon /</td>
<td>short horizon /</td>
</tr>
<tr>
<td>(Δ = 0.5)</td>
<td>no competition</td>
<td>no competition</td>
</tr>
<tr>
<td>full comp.</td>
<td>long horizon /</td>
<td>short horizon</td>
</tr>
<tr>
<td>(Δ = 1)</td>
<td>full competition</td>
<td>full competition</td>
</tr>
</tbody>
</table>

Table 1: Treatment variation: Infinite time horizon experiment
beginning of the session, to ensure them against potential losses.

### 3.3 The finite horizon experiment

The finite horizon experiment involves three different competition treatments: No Competition ($\Delta = 0.5$), Intermediate Competition ($\Delta = 0.75$) and Full Competition ($\Delta = 1$). We again employ a within subjects design, i.e., all subjects participate in all three treatments. This treatment variation is summarized in the table below:

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Competition</td>
<td>$\Delta = 0.5$</td>
</tr>
<tr>
<td>Intermediate Competition</td>
<td>$\Delta = 0.75$</td>
</tr>
<tr>
<td>Full Competition</td>
<td>$\Delta = 1$</td>
</tr>
</tbody>
</table>

Table 2: Treatment variation: Finite time horizon experiment

Our main interest in the finite time horizon experiment is in analyzing predictions that stem from the dynamics within sectors over an extended number of periods. An infinite time horizon would have yielded a large number of practical problems in terms of conducting the experiment as well as in analyzing the data. The finite time horizon experiment consisted of 50 periods in each treatment. To simulate an infinite game with expected time horizon of 50 periods, the probability of ending the game after each period would have needed to be only 2%. This would have implied an expected standard deviation in treatment length of 50 periods. Consequently, the finite time horizon experiment is better suited to address the causal effect of competition on industry competition and aggregate innovation.

At the beginning of each treatment, all subjects are assigned to technology levels $\tau_i = 0$, i.e., all sectors start neck-and-neck. One subject is then randomly determined to invest in the first period. Thereafter, subjects alternate in their ability to invest. There was no automatic catch-up, i.e., subjects could theoretically move more than one technological step apart from each other. This is consistent with the most general version of the model presented in Aghion et al. (2001) and generates the same predictions as simpler versions of the model.\(^{13}\)

\(^{13}\text{See Aghion et al. (2001) for a generalization of the model in Section 2 which allows for more than one gap and derives similar results using calibrations. It is noteworthy,}


To be ensured against potential losses, each subject was endowed with 3000 points at the beginning of the first period. The exchange rate from points to SFr was 300:1.\textsuperscript{14} Subjects within a session are initially divided into group A and group B. In each treatment, a subject from group A is matched with a subject from group B. Between treatments, subjects are randomly rematched with another subject from the other group whom they have not been matched with previously.

### 3.4 Experimental procedures

Between 18 and 22 subjects participated in each experimental session. In total, 4 experimental sessions of the infinite horizon experiment were conducted. To control for treatment order effects, each potential sequence of the two competition treatments was used in one session both for the long and for the short time horizon. Moreover, 6 experimental sessions of the finite horizon experiment were conducted. Again, to control for treatment order effects, sessions were designed such that each potential sequence of the three treatments was used in one session.

The experiments were programmed and conducted with the software z-Tree (Fischbacher (2007)). All experimental sessions were conducted at the experimental laboratory of the Swiss Federal Institute of Technology (ETH) in Zurich. Our subject pool consisted primarily of students at the University of Zurich and ETH Zurich and were recruited using the ORSEE software (Greiner (2004)). The finite horizon experiment took place in February 2012, and the infinite horizon experiment took place in December 2013. 118 subjects participated in the finite horizon experiment, and 86 subjects participated in the infinite horizon experiment. Payment was determined by the sum of the final amounts of points a subject received in all treatments played during a session. In addition, each subject received a show-up fee of 10 SFr. On average, an experimental session lasted 1.5 hours. The average payment in the finite horizon experiment was 45 SFr ($50.00), and 40.8 SFr ($44.7) in the infinite horizon experiment.

\textsuperscript{14}However, that in about 80\% of our experimental observations subjects are at most one technological gap apart from each other.

\textsuperscript{14}Because the expected number of periods each subject plays in the finite and infinite experiments, the exchange rate was modified in order to provide subjects with appropriate earnings for participation in the experiments.
4 Results

In this section, we present our empirical results and compare them to the above predictions. We will first discuss the effects of competition on R&D investments in leveled and unleveled sectors by reporting the findings from the infinite horizon experiment. Thereafter, we will present the effects of competition on industry composition as well as the overall effect of competition on innovation outcomes resulting from the finite horizon experiment.

4.1 Evidence from the infinite horizon experiment

4.1.1 The escape-competition effect

Increased competition should have a positive effect on R&D investments if firms are neck and neck. Empirically, we find in our experiment:

Result 1 (Escape-competition effect): An increase in competition leads to a significant increase in R&D investments by neck-and-neck firms.

Figure 1 shows the average first round investments in neck-and-neck states in the infinite horizon experiment by competition and time horizon. It can be seen that average first round R&D investment in the full competition treatment is approximately 10 percentage points (or 35.2 percent) higher than in the no competition treatment when the time horizon is long, and approximately 6 percentage points (or 28 percent) higher when the time horizon is short. To test the significance of each of these two differences, we use a one-sided clustered version of the signed-rank test proposed by Datta and Satten (2008), which controls for potential dependencies between observations. Recall that the game was repeated 3 times (periods) per treatment. Thus, we elicited three first round R&D investment decisions per subject (conditional on being neck-and neck) per competition treatment, in either of the two time horizons. For each individual and period, we then calculate the difference between first round R&D investment in the high competition treatment and in the no competition treatment. This generates three observations per subject. Clustering at the individual level, we find that these differences are highly significant in both the short and long time horizons ($p < 0.01$). Thus, consistent with the theory, we find an escape competition effect for both time horizons. This result confirms the causal nature of the positive effect of competition on the R&D investments of neck-and-neck firms.
Figure 1: **Average R&D investments in neck-and-neck industries**
Averages are calculated using the average individual first round investments in neck-and-neck states in each treatment. The bars display one standard deviation of the mean.

Furthermore, we can test if the size of the escape-competition effect varies with the time horizon. According to the theory, the escape competition effect should be stronger in the long time horizon than in the short time horizon. To test this prediction, we compare the differences in first round R&D investments across competition treatments, as defined above, between subjects that participated in the short horizon treatment and subjects that participated in the long horizon treatment, using the one-sided clustered version of the rank-sum test proposed by Datta and Satten (2005). While we do observe a larger effect of competition on investment in the long time horizon than in the short time horizon (10 versus 6 percentage points), clustering at the individual level, we find that this difference is not statistically significant ($p = 0.26$).

**Result 2 (Escape-competition effect and time horizon):** We find no significant difference in the escape competition effect between the short time horizon and the long time horizon.

Similar results are found by running OLS regressions, which are reported in Table 3. It can be seen that the escape-competition effect is very robust across different regression specifications. More specifically, average first
round investments in the full competition treatment are between 6 and 8 percentage points higher than average first round investments in the no competition treatment, and the difference is highly significant. This holds whether we use all first round observations, or whether we restrict our analysis to the third repetition only, after some learning has taken place. Finally, notice that the coefficient of the interaction term of competition and time horizon is large and positive in all regression specifications. However, we cannot establish significance.

Table 3: Investments in Round 1 Neck-and-Neck

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full comp</td>
<td>8.139***</td>
<td>6.148**</td>
<td>6.729**</td>
</tr>
<tr>
<td></td>
<td>(2.091)</td>
<td>(2.340)</td>
<td>(2.917)</td>
</tr>
<tr>
<td>long horizon</td>
<td>9.005***</td>
<td>7.060**</td>
<td>9.880**</td>
</tr>
<tr>
<td></td>
<td>(2.766)</td>
<td>(3.443)</td>
<td>(3.774)</td>
</tr>
<tr>
<td>full comp*long horizon</td>
<td>3.890</td>
<td>5.316</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.117)</td>
<td>(4.888)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>21.243***</td>
<td>22.216***</td>
<td>21.462***</td>
</tr>
<tr>
<td></td>
<td>(2.500)</td>
<td>(2.481)</td>
<td>(3.027)</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.097</td>
<td>0.098</td>
<td>0.148</td>
</tr>
<tr>
<td>Observations</td>
<td>516</td>
<td>516</td>
<td>172</td>
</tr>
</tbody>
</table>

Standard errors are clustered at the individual level. Regressions (1) and (2) consider all repetitions. Regression (3) only considers the third repetition. Treatment order fixed effects and repetition fixed effects (only in regressions (1) and (2)) are included. Significance levels: *** p < .01, ** p < .05, * p < .1.

4.1.2 The Schumpeterian and anticipated escape-competition effects

Increased competition is expected to have a negative effect on R&D investments if firms are lagging behind. Empirically, we find in our experiments:

Result 3 (Schumpeterian effect): An increase in competition decreases R&D investments of laggards.

Figure 2 shows the average first round investments of laggard firms in unleveled states in the infinite time horizon experiment, divided by competition and time horizon. It can be seen that average first round R&D investments
in the full competition treatment is approximately 6 percentage points (or 20 percent) lower than in the no competition treatment when the time horizon is long, and approximately 11 percentage points (or 42.3 percent) lower when the time horizon is short. To test the significance of each of these two differences, we again use the one-sided clustered version of the signed-rank test proposed by Datta and Satten (2008). As for the neck-and-neck case, we collected three first round R&D investment decisions per subject (conditional on being a laggard) per competition treatment, in either of the two time horizons. For each individual and period, we then calculate the difference between first round R&D investment in the high competition treatment and in the no competition treatment. This generates three observations per subject. Clustering at the individual level, we find that these differences are highly significant in both the short and long time horizons ($p < 0.01$). Thus, consistent with the theory, we find evidence of a Schumpeterian effect in unlevelled sectors.

![Figure 2: Average R&D investments of laggards in unlevelled industries](image)

Averages are calculated using the average individual first round investments of laggards in unlevelled states in each treatment. The bars display one standard deviation of the mean.

Furthermore, by comparing the effect of competition on laggards’ investment across time horizons, we find:

**Result 4 (Anticipated escape-competition effect):** The Schumpeterian effect
The Schumpeterian effect is stronger the shorter a firm’s time horizon.

According to the theory, the Schumpeterian effect should decrease as the time horizon increases. To test this prediction, we compare the differences in first round R&D investments across competition treatments, as defined above, between subjects that participated in the short horizon treatment and subjects that participated in the long horizon treatment, again using the one-sided clustered version of the rank-sum test (Datta and Satten (2005)). Clustering at the individual level, we find that this difference is statistically significant ($p = 0.02$).

Similar results are found by running OLS regressions. These are reported in Table 4. Average first round investments in the full competition treatment are between 10 and 13 percentage points lower than average first round investments in the no competition treatment, when the time horizon is short. Consistent with the theory, when the time horizon is long, the Schumpeterian effect is less pronounced by approximately 4.8 to 5.5 percentage points, as reflected in the statistical significance of the interaction term in regressions (2) and (3). This significance is, however, only marginal ($p < 0.1$).

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>full comp</td>
<td>$-8.170^{***}$</td>
<td>$-10.621^{***}$</td>
<td>$-12.902^{***}$</td>
</tr>
<tr>
<td></td>
<td>(1.474)</td>
<td>(1.686)</td>
<td>(1.909)</td>
</tr>
<tr>
<td>long horizon</td>
<td>$6.232^{***}$</td>
<td>3.838</td>
<td>3.067</td>
</tr>
<tr>
<td></td>
<td>(2.122)</td>
<td>(2.440)</td>
<td>(2.779)</td>
</tr>
<tr>
<td>full comp*long horizon</td>
<td>4.788*</td>
<td>5.516*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.864)</td>
<td>(3.256)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>$25.414^{***}$</td>
<td>$26.611^{***}$</td>
<td>$26.576^{***}$</td>
</tr>
<tr>
<td></td>
<td>(1.761)</td>
<td>(1.753)</td>
<td>(2.037)</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.113</td>
<td>0.117</td>
<td>0.136</td>
</tr>
<tr>
<td>Observations</td>
<td>516</td>
<td>516</td>
<td>172</td>
</tr>
</tbody>
</table>

Table 4: Laggard Investments

Standard errors are clustered at the individual level. Regressions (1) and (2) consider all repetitions. Regression (3) only considers the third repetition. Treatment order fixed effects and repetition fixed effects (only in regressions (1) and (2)) are included. Significance levels: $*** p<.01$, $** p<.05$, $* p<.1$. 
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4.2 Evidence from the finite horizon experiment

4.2.1 The composition effect

The exogenous variation of competition across treatments in the finite horizon experiment allows us to also identify the causal effect of competition on industry composition as well as on aggregate innovation outcomes.

According to the theory, we should observe a larger fraction of sectors being neck-and-neck the smaller the degree of competition. This is indeed what we find and is summarized below.\textsuperscript{15}

\textbf{Result 5 (Composition effect):} As competition increases, sectors become less likely to be neck and neck, and subjects are more likely to be technologically apart from each other.

Evidence for the composition effect can be seen in Figure 3, which shows the average fraction of periods in which sectors were neck and neck, conditional on the degree of competition. As the Figure shows, the frequency of

\textsuperscript{15}Remember that a sector is equal to one duopoly in the experiment, formed by two subjects.
observing leveled sectors decreases by approximately 5 percentage points as the degree of competition in the industry increases by 0.25.

Table 5: Composition effect

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta )</td>
<td>-0.205 ***</td>
</tr>
<tr>
<td></td>
<td>(0.044)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.588 ***</td>
</tr>
<tr>
<td></td>
<td>(0.075)</td>
</tr>
<tr>
<td>Adj. ( R^2 )</td>
<td>0.019</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
</tr>
</tbody>
</table>

A sector in a competition treatment accounts for one observation in these regressions. Regression (1) uses the frequency of neck-and-neck states in a sector during the 50 periods as the outcome variable. Treatment order fixed effects are included. Standard errors are clustered on the session level. Significance levels: *** \( p < .01 \), ** \( p < .05 \), * \( p < .1 \).

To assess the statistical significance of these effects, we compare the frequency of neck-and-neck states in a sector across the different competition treatments using regression analysis. The dependent variable is the fraction of observed neck-and-neck states within a sector. The regression includes treatment-order fixed effects, and standard errors are clustered on the session level. Results are shown in Table 5. We find that when our competition measure increases by 0.25, the relative frequency of sectors being neck and neck decreases by 5.1 percentage points, and this decrease is highly significant.

4.2.2 The effect of competition on aggregate outcomes

Next, we can look at the effect of competition on aggregate R&D investments in our finite horizon experiment.

**Result 6 (Aggregate innovation):** Competition increases average R&D investments and, as a result, the average level of technology that is ultimately reached in a sector in our experiment.

Figure 4 shows the average final technology level of the leading firm within a sector across competition treatments. The figure shows that the average final technology level of the leading firm increases by 0.5 points, from 11.7
to 12.2, when competition increases from no competition to intermediate competition. The average final technology level increases by another 1.4 points to 13.5 when competition increases to full competition. Again, we can evaluate the statistical significance of these effects using regression analysis. The regression includes treatment order fixed effects, and standard errors are clustered on the session level. Results are shown in Table 6.

Column (1) in Table 6 provides strong empirical support for Result 6. As $\Delta$ increases by 0.25 points, the final technology level of the leading firm increases by 0.9 points, and this increase is significant. Column (2) in Table 6 shows results from a regression of R&D investments on the degree of competition. This regression uses all observations, and besides individual fixed effects and treatment order fixed effects, no controls are included in the regression specification. Therefore, the coefficient on $\Delta$ can be interpreted as the average effect of competition on R&D investments over the course of our 50 round experiment. It can be seen that R&D investments on average increase by 3 percentage points (roughly 10 percent) as $\Delta$ increases by 0.25 points.

Hence, our setup provides evidence of a positive impact of competition on R&D investments as well as on the maximal technology level reached within a sector.

Figure 4: **Average technology level reached within a sector.** The maximum level of technology reached in a sector over 50 periods constitutes one observation. The bars display one standard deviation of the mean.
Table 6: Overall technological progress

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. Tech. Level</td>
<td>3.597**</td>
<td>11.926***</td>
</tr>
<tr>
<td>Δ</td>
<td>(1.124)</td>
<td>(3.821)</td>
</tr>
<tr>
<td>Constant</td>
<td>9.812***</td>
<td>28.300***</td>
</tr>
<tr>
<td></td>
<td>(1.243)</td>
<td>(3.156)</td>
</tr>
<tr>
<td>Adj. $R^2$</td>
<td>0.007</td>
<td>0.012</td>
</tr>
<tr>
<td>Observations</td>
<td>177</td>
<td>8850</td>
</tr>
</tbody>
</table>

A sector in a competition treatment accounts for one observation in these regressions. Regression (1) uses the maximum final technology level in a sector as the outcome variable. Regression (2) uses all individual R&D investment choices as observations. Treatment order fixed effects and individual fixed effects are included. Standard errors are clustered on the session level. Significance levels: *** $p < .01$, ** $p < .05$, * $p < .1$.

5 Conclusion

In this paper, we provided a first attempt at analyzing the effect of competition on step-by-step innovation in the laboratory. Using the lab instead of field data has several advantages. First, it addresses the endogeneity issue head on: our results do capture causal effects of competition on innovation incentives. Second, the lab experiment allows us to disentangle the effects of competition on innovation in leveled and unleveled sectors. In particular, we find strong evidence of an escape-competition effect in neck-and-neck sectors. Third, our design allows us to study how the effect of competition on innovation varies with the time horizon. Consistent with theory, we show that the Schumpeterian effect is stronger in the short horizon treatment than in long horizon treatment, suggesting that in the latter case, an anticipated escape-competition effect is also at work. Fourth, we are able to identify the causal effect of competition on industry composition and on aggregate outcomes. We find that, as competition increases, sectors become less likely to be neck and neck, and the average technology level of the leading firm increases.

The methodology used in the paper can be used to sort out other open debates in industrial organization and law & economics. For example, one could
use experiments to study the effects of patent protection or R&D subsidies,\textsuperscript{16} or the relative performance of various intellectual property legislations or the impact of various antitrust policies,\textsuperscript{17} or the effects of various contractual or institutional arrangements, on innovation and entry. The industrial organization and law & economics literatures often point to counteracting effects without always spelling out the circumstances under which one particular effect should be expected to dominate. We believe that lab experiments can fill this gap by providing more precise predictions as to when such or such effect should indeed dominate. This and other extensions of our analysis in this paper are left to future research.

\textsuperscript{16}In Acemoglu and Akcigit (2012), this corresponds to our parameter $h$.

\textsuperscript{17}Experimental testing may be particularly interesting given the low variance of intellectual property regimes across countries which results from international harmonization efforts.
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