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Abstract

Objective. There is great interest in closed-loop neurostimulators that sense and respond to a patient’s brain state. Such systems may have value for neurological and psychiatric illnesses where symptoms have high intraday variability. Animal models of closed-loop stimulators would aid preclinical testing. We therefore sought to demonstrate that rodents can directly control a closed-loop limbic neurostimulator via a brain–computer interface (BCI).

Approach. We trained rats to use an auditory BCI controlled by single units in prefrontal cortex (PFC). The BCI controlled electrical stimulation in the medial forebrain bundle, a limbic structure involved in reward-seeking. Rigorous offline analyses were performed to confirm volitional control of the neurostimulator. Main results. All animals successfully learned to use the BCI and neurostimulator, with closed-loop control of this challenging task demonstrated at 80% of PFC recording locations. Analysis across sessions and animals confirmed statistically robust BCI control and specific, rapid modulation of PFC activity. Significance. Our results provide a preliminary demonstration of a method for emotion-regulating closed-loop neurostimulation. They further suggest that activity in PFC can be used to control a BCI without pre-training on a predicate task. This offers the potential for BCI-based treatments in refractory neurological and mental illness.
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Introduction

Deep brain stimulators (DBSs) have continued to demonstrate efficacy in degenerative movement disorders (Bronstein and Tagliati 2011), and have also shown promise in psychiatric illness. Multiple targets, including the subgenual cingulate gyrus (Kennedy et al 2011, Holtzheimer et al 2012), ventral striatum (Malone et al 2009, Goodman et al 2010), nucleus accumbens (Bewernick et al 2012), and medial forebrain bundle (MFB) (Schlaepfer et al 2013) have shown promise in treating depression. The striatal site has approval in the United States for treating obsessive-compulsive disorder (OCD) (Goodman et al 2010), and there is evidence for accumbens efficacy in OCD as well (Denys et al 2010). While these trials are encouraging, invasive psychiatric neurostimulation still has notable limitations. We present preliminary evidence that brain–computer interfaces (BCIs) may help address those
limits by contributing to the next generation of closed-loop stimulators.

A cardinal limitation of psychiatric DBS is the stimulator’s inability to adapt to a patient’s needs. Depression and OCD fluctuate on timescales of days to weeks. Other illnesses, including post-traumatic stress disorder (PTSD) and various anxiety disorders, can flare and remit much more rapidly, in minutes to hours. Clinician adjustment of DBS parameters cannot track these rapid changes in brain state. While in theory transient on severe symptoms could be controlled by increasing the stimulation ‘dose’ (pulse width or amplitude), in practice this leads to side effects and rapid battery depletion (Haq et al 2010, Goodman et al 2010, Holtzheimer et al 2012). The latter drives symptom recurrence and surgical morbidity from replacements. Even ‘patient controlled’ stimulators only offer a choice between a few pre-programmed settings, which may not be adequate for the heterogeneity of psychiatric illness. Furthermore, given that mental disorders still carry stigma, patients are unlikely to wish to frequently use a visible external controller in public (e.g., pressing a button to ward off an impending anxious episode).

Similar problems in other clinical domains are being addressed with closed-loop neurostimulators that sense and respond to patients’ needs in real-time. A DBS platform has been created by a major manufacturer to enable such devices (Afshar et al 2013), and there have been encouraging results in suppressing epileptic seizures (Morrell 2011) and Parkinsonian tremor (Rosin et al 2011, Little et al 2013). Unfortunately, those algorithms are not promising for control of psychiatric symptoms. First, although some disorders (most notably depression) have candidate electrographic biomarkers (Ward and Irazoqui 2010, McLoughlin et al 2014), these markers change slowly and without tight correlation to symptoms or response (Baskaran et al 2012, McLoughlin et al 2014). Moreover, aside from a few well-established findings such as cingulate hyperactivity, biomarkers have usually been reported in small studies, and may not hold up to larger-scale validation (Nesse and Stein 2012, Whelan and Garavan 2013, Widge et al 2013). Finally, existing closed-loop brain stimulators operate on passive features of neural activity; they do not allow the user to stop or modify stimulation. While modern psychosurgical research is conducted to high ethical standards, the field has a history of inappropriate paternalism (Feldman and Goodrich 2001). In that context, extraordinary transparency may be warranted, particularly as proponents encourage DBS for syndromes such as addiction or aggression (Pisapia et al 2013, Torres et al 2013).

BCI may offer a way past these dilemmas. BCIs also attempt to decode a patient’s instantaneous clinical need, but do so by requiring users to volitionally alter neural activity. This volitional control could have three major advantages in psychiatric brain stimulation. First, rather than requiring validation of a specific biomarker for each disorder, a single decoding strategy could address a broad set of conditions. Second, because a BCI is constantly under the user’s control, it achieves the desired transparency. Third, BCIs have already been demonstrated to provide volitional control over paralyzed body parts and artificial devices (Moritz et al 2008, Ethier et al 2012, Hochberg et al 2012, Collinger et al 2013). In the long run, this approach may give patients fine-grained control over stimulus parameters (and thus more precisely targeting the window between relief and side effects), although care would be needed to prevent complications (Haq et al 2010).

We therefore envision a BCI-based, closed-loop neurostimulator for psychiatric disorders. In this system, patients would volitionally alter a recorded neural signal in response to uncontrolled symptoms or anticipation thereof. This would activate stimulation within the limbic circuit, which in turn would relieve symptoms. We believe such a device could increase patients’ sense of agency, reduce stimulator on-time compared to open-loop control (Little et al 2013), and mitigate undesired side effects.

Just as BCIs for paralysis use motor cortex as a ‘natural’ source of control signals, a closed-loop neurostimulator for emotion regulation may be best controlled by signals from prefrontal cortex (PFC). Various PFC subdomains are implicated in emotion regulation, suggesting that the intention we seek to decode (desire to suppress pathologic emotional experiences) is already represented. Furthermore, there is growing evidence that descending pathways from PFC to limbic structures are a key anatomic substrate for that regulation. Functional imaging in multiple psychiatric disorders has shown hypoconnectivity specific to fronto-limbic tracts (Etkin and Wager 2007, Price and Drevets 2012). This raises an analogy to spinal cord injury, where motor cortex is disconnected from distal spinal cord and muscles. If we consider mental disorders as a similar connectivity deficit from PFC to the limbic loop, a BCI-based DBS system could play the same functional role as an idealized corticospinal prosthesis that treats paralysis.

PFC may be particularly suited for BCI control given the emerging finding that active plasticity and re-tuning of neurons routinely occurs during motor BCI use (Ganguly et al 2011, Koralek et al 2012). There is evidence that PFC neurons specialize in rapid re-configuration to meet task demands (Warden and Miller 2007, Cromer et al 2010). Controllable neurons have been found in primate PFC, although that work selected for neurons that were specifically responding to an existing BCI paradigm (Kobayashi et al 2010).

A rodent BCI platform would be particularly valuable for developing treatments targeting mental illness, as there are a wide variety of available rodent models of psychiatric disorders and behavioral tasks (Kalueff et al 2007, Cohen et al 2012, Milad and Quirk 2012). Therefore, as a proof of concept, we developed a paradigm in which rats used PFC signals to control a BCI that in turn triggered deep-brain stimulation in the limbic circuit. By linking the PFC-controlled BCI to MFB stimulation, we created an environment in which animals could use neural activity to electrically modulate limbic structures involved in pleasure and reward (Olds 1958, Carlezon and Chartoff 2007). That same structure is currently under trial as a stimulation site for human psychiatric patients (Schlaepfer et al 2013).
Methods

Female Long–Evans rats (300–350 g) were trained to control implanted stimulating electrodes via a one-dimensional BCI based on single unit action potentials recorded from PFC. Successful neural modulation in the BCI task triggered stimulation in MFB, a reinforcing limbic site. All experimental procedures were approved by the University of Washington Institutional Animal Care and Use Committee.

Surgery

Animals were deeply anesthetized by isoflurane inhalation and implanted in prelimbic/infralimbic cortex with custom-built 2 × 8 arrays of tungsten microwire electrodes. Electrodes were stereotaxically placed with the medial row of electrode tips 3.5 mm anterior to bregma, 0.5 mm lateral from midline, and 4 mm below the pia (Paxinos and Watson 2009).

Deep brain stimulating electrodes were implanted in the same procedure. Twisted monopolar stimulating electrodes (plastics one) were placed bilaterally targeting MFB (2.8 mm posterior to bregma, 1.7 mm lateral to midline, 7.8 mm below dura). MFB is a key pathway in the hedonic and appetite components of the limbic circuit, and stimulation produces a rewarding emotional experience (Olds 1958, Carlezon and Chartoff 2007). Animals recovered for at least one week postoperatively before the electrodes were tested.

Prefrontal recording

After recovery, animals were connected via an active headstage and pre-amplifier to a Tucker-Davis Technologies (TDT) RZ5 biosignal processor controlled by a dedicated computer. Signals were filtered (1–8 kHz bandpass) and spikes discriminated with time-voltage windows. Detected spike events were streamed to a data acquisition system (DAQ, National Instruments, USB-6229) which transformed neural activity into audio feedback delivered within the experimental arena. The DAQ, computer, and TDT processor were simultaneously controlled by custom-written LabVIEW software (National Instruments).

Limbic stimulation from behavioral triggers

All training and testing was conducted in the dark in a video-monitored acrylic arena, with a white noise source to mask environmental distractors. Sessions lasted a minimum of 60 min, but could extend up to 150 min if the animal was sustaining task performance.

Prior to implantation, all animals were trained to press two levers to deliver chocolate-flavored food pellets (BioServ). Beginning one week after surgery, animals were offered the same two levers, but one lever now triggered electrical stimulation of MFB via a stimulus isolator (A-M Systems Model 2200). Stimulus parameters were titrated until the animal reliably pressed the MFB-stimulation lever to the exclusion of food reward. Pulse trains could be monophasic or biphasic (cathodal leading). Stimulus parameters were adjusted at most weekly, if needed, to sustain behavior.

Electrodes in both hemispheres were tested to determine the maximally reinforcing site, but stimuli were only delivered unilaterally in a given session.

Brain-computer interface

The BCI task was adapted from Gage et al (2005), and is illustrated in figure 1(A). A single recorded unit directly controlled a single degree of freedom (the frequency of an audio tone). Neural firing rate, smoothed over the shorter of a 50-spikes or 2 s window, was logarithmically mapped onto a frequency ladder. The tone was then played to the animal; the computational simplicity of the algorithm enabled updates every 10 ms.

Animals used the BCI in self-paced trials, illustrated in figure 1(B). Each BCI session began with identification of a single unit in PFC. The mean and standard deviation (SD) of that unit’s spike rate were measured for at least 3 min while the animal behaved freely in the arena. These parameters established the session baseline. Animals were then offered the BCI task. They were first required to maintain their firing rate within 0.3 SDs of the baseline mean for at least 500 ms. No cursor feedback occurred during the baseline-hold period. Once baseline rate was maintained, a tone played for 1–2 s, cueing the animal to increase the unit’s firing rate to match the cue tone frequency. The auditory cursor provided the animal continuous feedback of neural activity during this period. The cursor was available for a 5–10 s trial window, and silenced if the animal acquired the target within that window. Maintaining rate within the target for at least 500 ms (success) was rewarded with a pulse train delivered to MFB. No stimulus occurred if the animal failed to reach the target before the trial expired (failure). A random-duration timeout followed each trial (5–10 s), after which the animal was once again required to hold baseline to initiate a new trial.

BCI shaping and testing protocol

Animals were initially trained without the baseline hold, and were presented with targets that could easily be acquired by chance. Once an animal demonstrated success rates above 80% at any given difficulty, target parameters were titrated until she reliably could acquire targets at least 1.5 SD above baseline with a dwell time of at least 500 ms. The baseline-hold requirement was then added, and the animal allowed to learn this component through further operant sessions.

Once animals learned the task, they were only presented with targets whose minimum acceptable firing rate was at least 1.5 SD above baseline, with the highest targets having a floor of 3 SD. The tolerance (target width above the minimum) ranged from 1–2 SD. Dwell time for successful target acquisition was 500–1000 ms. Each day started with a target extending from 1.5–3.5 SD with a 500 ms dwell time, and the experimenter manually increased target distance and/or dwell time whenever the animal showed high performance (generally 80% or higher success rate over a 20-trial block). The modal increases of difficulty were +1.25 SD of required discharge rate and +500 ms of hold duration.
Figure 1. Methods. (A) BCI transform from brain activity to control an auditory cursor. Real-time sorted spikes from an isolated unit are transformed to an instantaneous rate, which is then linearly scaled into the 0–100 range. Cursor values from 0 to 100 are mapped onto a logarithmic frequency ladder from 200 to 10 000 Hz and continuously presented to the animal during trials. (B) BCI trials for brain stimulation reward. The animal is required to maintain the controlled unit’s firing rate at a pre-established baseline for at least 500 ms (yellow zone). A cue tone then indicates a target that is at least 1.5 SDs from baseline. The auditory cursor must be controlled (by increasing firing rate) to remain within the target (red zone). Maintaining rate in target for at least 500 ms leads to trial ‘Success’ and subsequent brain stimulation; failure to do during the trial duration (here, 10 s) leads to ‘Failure’ and no stimulation. Trials are followed by a 5–10 s random duration timeout period.

We selected the best-isolated single unit for training during each daily session. There was no bias toward using the same electrode or unit on successive days, and 73% of training sessions involved a unit recorded at a different electrode site than the previous day. This substantially increased the task difficulty, as the animals were required to learn to modulate a new pre-frontal unit on most testing sessions. Animals participated in the study until the PFC array no longer recorded discriminable units or the MFB stimulation failed to produce lever-pressing.

To verify that the animal was using the auditory BCI above chance performance, 20% of trials were randomly designated as ‘catch’ trials. In catch trials, neural firing rate and target acquisition were tracked as in a regular BCI trial, but cue tone and audio cursor were not presented.

Statistical methods

All animals in which we obtained both well-isolated PFC recordings and reinforcing MFB sites are reported ($n = 4$). During each session, chance performance was assessed using randomly-inserted catch trials. Formal testing for BCI control was only performed if the animal’s trial success rate exceeded the catch success rate for at least 20 trials and 15 min; control was otherwise presumptively declared absent. As there was no other behavioral indication of engagement in this purely cognitive BCI task, we considered animals to have been putatively using the BCI and controlling the stimulator only once their on-line target acquisition rate gave evidence of exceeding the corresponding on-line chance estimate. Within-session statistical tests were only applied to these ‘task performance’ periods, during which there were grounds to hypothesize that the animals’ neural activity differed from background fluctuations.

Within individual sessions, control was tested with a bootstrap analysis that randomly shuffled trial times across the recorded spike train. To increase stringency, we only tested time periods where the baseline-hold criterion had recently been satisfied, and laid a putative target over the record at an appropriate delay after the baseline hold. The set of task performance trials was randomly replicated 10 000 times, generating a distribution of the possible success rates that could be expected by chance. A one-tailed $t$-test was then performed for the hypothesis that the success rate actually observed during task performance was not contained within the chance distribution. If the observed success rate was greater than the
Figure 2. Example of pre-frontal single-unit control for limbic reward. (A) Smoothed success rate over a single testing session, compared to real-time (catch) and offline (bootstrap) measures of chance performance. In this session, the animal begins to acquire targets after approximately 10 min of practice, rapidly separating from chance levels. Performance continues to climb until approximately 30 min, then sustains until nearly the end of the 90 min session. (B) Spike rate during a string of successful trials from a subsection of (A), illustrating a series of successes as well as an example of catch trial and a missed target trial. (C) Spike rate during string of unsuccessful trials from an earlier subsection of (A), illustrating a long period where animal held baseline but did not produce spike rate excursions of sufficient duration to satisfy the target.

bootstrapped chance distribution ($p < 0.05$, Z-score above 2), the animal was deemed to have successfully controlled the BCI and neurostimulator during that session.

In pooled analyses across all animals and sessions, paired-sample t-tests were used to test for differences between actual and bootstrapped data. For variables that were best represented as distributions, the two-sample Kolmogorov–Smirnov (K–S) test for equality of distributions was used.

Results

All animals controlled pre-frontal cortex BCI to trigger limbic stimulation

Figure 2 illustrates a typical day on which an animal successfully modulated PFC activity to receive MFB stimulation. Animals started at chance performance during early learning, then gained control of the PFC unit activity
Figure 3. Aggregate analysis of animals’ BCI performance. (A) Trial success rates from onset of performance period to end of session, for all testing sessions. Error bars represent standard error of the mean. Trials with active neural cursor feedback (actual) showed significantly higher hit rates than Bootstrap chance (\(\ast\ast, p = 0.0054\), paired-sample two-tailed \(t\)-test). (B) Mean time to success during task performance in same trials and sessions as (A). Times are normalized by the maximum allowed duration (after which the trial times out). Error bars represent standard error of the mean, and the Bootstrap error bar is very small and thus not visible above the mean. Performance with active cursor is significantly faster than chance (\(\ast, p = 0.017\), two-sided K–S test).

Table 1. Closed-loop neurostimulator control by individual animal and grand total. All animals achieved control of the system using single PFC units. Overall performance as measured by number of controllable sessions was variable, but animals achieved control at an average of 80% of tested sites within PFC.

<table>
<thead>
<tr>
<th>Animal</th>
<th>Total sessions</th>
<th>Sessions with control</th>
<th>Total sites</th>
<th>Sites with control</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7</td>
<td>4 (57%)</td>
<td>4</td>
<td>4 (100%)</td>
</tr>
<tr>
<td>B</td>
<td>11</td>
<td>3 (27%)</td>
<td>6</td>
<td>3 (50%)</td>
</tr>
<tr>
<td>C</td>
<td>9</td>
<td>4 (44%)</td>
<td>6</td>
<td>5 (83%)</td>
</tr>
<tr>
<td>D</td>
<td>24</td>
<td>10 (42%)</td>
<td>9</td>
<td>8 (89%)</td>
</tr>
<tr>
<td>Total</td>
<td>51</td>
<td>21 (41.18%)</td>
<td>25</td>
<td>20 (80%)</td>
</tr>
</tbody>
</table>

and increased their trial success rates well above chance. As seen in the figure 2 example, this could occur quite rapidly in some cases. As the training session continued, the success rate generally rose to a sustained maximum, then declined toward chance levels as the animal either fatigued or was satiated by the reward (see Discussion). All animals successfully controlled the BCI, with task performance beginning after 34 ± 23 min (mean ± SD) on average. This reflects the lead-in period associated with the selection of a new PFC unit for most sessions. Across animals, 25 electrode sites had discriminable PFC units, and 20 of these sites (80%) were controllable during at least one experimental session. Animals met stringent tests for BCI control in 21 of 51 experimental sessions (41%). Table 1 presents per-animal performance and average data.

BCI control was verified in aggregate analyses across animals and sessions. In the aggregate analysis, we tested not only the task performance period, but all trials from the onset of task performance to the end of the testing session. The period before task onset was not tested, as it often represented the animals’ first opportunity to learn control of the unit at a newly selected PFC recording site. We included data from all sessions, including those where animals’ success rates did not verify BCI control within that single day. We thus ensured that our analysis reflected overall performance, not merely times when the animal happened to be acquiring targets well. As shown in figure 3, overall target acquisition rates using the BCI were significantly greater than bootstrapped chance (\(p = 0.0054\), two-tailed paired-sample \(t\)-test).

Time-to-target analyses verify animals’ use of BCI feedback

When animals were actively attending to and controlling the BCI cursor to trigger the stimulator, they also reached targets faster than predicted by a chance distribution. Figure 3 also shows aggregate trial success times, normalized by the maximum allowed trial duration. Animals acquired the target significantly faster than bootstrapped chance (two-sided K–S test, \(p = 0.017\), consistent with use of the BCI cursor feedback. Combined with the success rates, these findings support a conclusion that animals were volitionally controlling the PFC BCI to obtain brain stimulation rewards.

Peri-reward averages demonstrate smooth control without stimulation-related activation feed-forward

Agile control of a BCI cursor is indicated by a deliberate increase in firing rate to acquire the target (when available), followed by an equally rapid decline once the target is satisfied. Figure 4 shows such a trajectory in the average peri-reward cursor trajectory of all successful trials after performance onset.
on all testing days. In addition, the peri-reward average verifies that there was no direct effect of MFB stimulation on PFC activity. We saw no sustained firing that would indicate activity induced by the stimulator. Similar averages on electrodes/units not involved in the BCI were flat (not shown), demonstrating that control was specific to the selected PFC unit.

Discussion

Rodents learned to modulate individual prefrontal cortex (PFC) units to control an implanted limbic stimulator via a brain–computer interface (BCI). Control of the closed-loop system was robust across days and animals. Time-to-target and peri-reward analyses provided additional evidence that the animals were aware of and volitionally controlling the neurostimulator via isolated PFC activity.

This preliminary demonstration is highly relevant to neural engineering in two ways. First, it represents an important step for BCI into the cognitive-emotional domain. Rather than controlling a computer or limb, these animals learned to control an element of their limbic circuit. The system demonstrated here could be a testbed for technologies targeting refractory mental illness. Second, our results indicate that even relatively unsophisticated animals can generate BCI control signals from non-motor cortex. This extends prior findings that a variety of cortical areas can be used for motor BCI control (Marzullo et al 2006, Kobayashi et al 2010), and may inform ongoing research on PFC plasticity and function. These results were also achieved without prior training on a motor task, suggesting that it is possible to directly train animals on a BCI.

An interesting observation from the present study was that BCI control often declined after a period of sustained performance. This was surprising, as MFB stimulation usually drives sustained performance of a simple motor task (Olds 1958, Carlezon and Chartoff 2007). This does not appear to be simple reward satiation; at effective parameters, our rats would lever-press to self-administer far more stimuli than they received during a typical BCI session. Depletion of the phasic dopamine pool is not generally seen with MFB stimulation, as this would lead to rapid loss of effect. Habituation to the rewarding effect is possible, but again would be inconsistent with the substantial MFB literature. We considered that the single decoded neuron might become metabolically exhausted, but saw no global change in firing rates over the course of a session. The closest explanation is the report that humans often find BCI use effortful and mentally fatiguing (Curran and Stokes 2003, Birbaumer 2006). We speculate that animals continued to desire the reward, but that continuous BCI use became increasingly effortful, to the point that the required effort exceeded MFB’s hedonic value. In the current experiment, we were not able to perform reward and task difficulty titrations to investigate this hypothesis. Its clinical significance, however, may not be great. We observed performance decline after requiring animals to perform the tasks multiple times per minute. A patient would likely not need to use a BCI to adjust emotion-regulating stimulation that frequently, and thus likely would not fatigue. Furthermore, we employed a challenging BCI task in which animals had to re-learn the decoder on a daily basis. A human implementation could use a more stable and sophisticated decoder that would likely place less burden on the patient.

The long-range prospect of human use raises some practical questions. First, mental illness has been viewed as a ‘‘hypofrontality’’, suggesting that those patients may not be able to modulate frontal signals well (George et al 1994). However, there is also specific imaging evidence that even depressed patients increase PFC activity when asked to perform emotional tasks (Johnstone et al 2007, Greening et al 2013). The PFC BCI proposed here should therefore still be usable, as it is calibrated to changes relative to baseline rather than absolute activity. Second, because PFC is involved in many cognitive functions, these neurons frequently respond to complex stimuli (Rigotti et al 2013). One might worry that the BCI would somehow interfere with, or be confounded by, ongoing PFC activity. Motor cortical BCIs provide some reassurance. Recent work has found that the brain is readily able to learn novel and abstract associations between neural activity and BCI control, and to alternate between separate mappings of activity to manual and BCI control tasks (Ganguly et al 2011, Koralek et al 2012). This implies that there is sufficient neural capacity to devote a subset of cells to BCI control without impairing other performance. We would expect the same in PFC, which is evolutionarily newer and more flexible.

In summary, we have demonstrated a proof-of-concept closed-loop neurostimulator in which prefrontal neural activity can drive limbic stimulation. We have further demonstrated that effective BCI control signals can be found in anterior prefrontal regions. Numerous refinements can be envisioned in electrode placement, neural cursor algorithms, and stimulation parameters, but these results represent an important step towards closed-loop systems for treating psychiatric and neurological disorders.
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