Have Individual Stocks Become More Volatile?
An Empirical Exploration of Idiosyncratic Risk

JOHN Y. CAMPBELL, MARTIN LETTAU, BURTON G. MALKIEL, and YEXIAO XU*

ABSTRACT
This paper uses a disaggregated approach to study the volatility of common stocks at the market, industry, and firm levels. Over the period from 1962 to 1997 there has been a noticeable increase in firm-level volatility relative to market volatility. Accordingly, correlations among individual stocks and the explanatory power of the market model for a typical stock have declined, whereas the number of stocks needed to achieve a given level of diversification has increased. All the volatility measures move together countercyclically and help to predict GDP growth. Market volatility tends to lead the other volatility series. Factors that may be responsible for these findings are suggested.

It is by now a commonplace observation that the volatility of the aggregate stock market is not constant, but changes over time. Economists have built increasingly sophisticated statistical models to capture this time variation in volatility. Simple filters such as the rolling standard deviation used by Officer (1973) have given way to parametric ARCH or stochastic-volatility models. Partial surveys of the enormous literature on these models are given by Bollerslev, Chou, and Kroner (1992), Hentschel (1995), Ghysels, Harvey, and Renault (1996), and Campbell, Lo, and MacKinlay (1997, Chapter 12).

Aggregate volatility is, of course, important in almost any theory of risk and return, and it is the volatility experienced by holders of aggregate index funds. But the aggregate market return is only one component of the return to an individual stock. Industry-level and idiosyncratic firm-level shocks are also important components of individual stock returns. There are several reasons to be interested in the volatilities of these components.
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First, many investors have large holdings of individual stocks; they may fail to diversify in the manner recommended by financial theory, or their holdings may be restricted by corporate compensation policies. These investors are affected by shifts in industry-level and idiosyncratic volatility, just as much as by shifts in market volatility. Second, some investors who do try to diversify do so by holding a portfolio of 20 or 30 stocks. Conventional wisdom holds that such a portfolio closely approximates a well-diversified portfolio in which all idiosyncratic risk is eliminated. However, the adequacy of this approximation depends on the level of idiosyncratic volatility in the stocks making up the portfolio. Third, arbitrageurs who trade to exploit the mispricing of an individual stock (as opposed to a pattern of mispricing across many stocks) face risks that are related to idiosyncratic return volatility, not aggregate market volatility. Larger pricing errors are possible when idiosyncratic firm-level volatility is high (Ingersoll (1987), Chapter 7, Shleifer and Vishny (1997)). Fourth, firm-level volatility is important in event studies. Events affect individual stocks, and the statistical significance of abnormal event-related returns is determined by the volatility of individual stock returns relative to the market or industry (Campbell et al. (1997), Chapter 4). Finally, the price of an option on an individual stock depends on the total volatility of the stock return, including industry-level and idiosyncratic volatility as well as market volatility.

Disaggregated volatility measures also have important relations with aggregate output in some macroeconomic models. Models of sectoral reallocation, following Lilien (1982), imply that an increase in the industry-level volatility of productivity growth may reduce output as resources are diverted from production to costly reallocation across sectors. Models of “cleaning recessions” (Caballero and Hammour (1994), Eden and Jovanovic (1994)) emphasize similar effects at the level of the firm. An exogenous increase in the arrival rate of information about management quality may temporarily reduce output as resources are reallocated from low-quality to high-quality firms; alternatively, a recession that occurs for some other reason may reveal information about management quality and increase the pace of reallocation across firms.

There is surprisingly little empirical research on volatility at the level of the industry or firm. A few papers use disaggregated data to study the “leverage” effect, the tendency for volatility to rise following negative returns (Black (1976), Christie (1982), Duffee (1995)). Engle and Lee (1993) use a factor ARCH model to study the persistence properties of firm-level volatility for a few large stocks. Some researchers have used stock market data to test macroeconomic models of reallocation across industries or firms (Lougani, Rush, and Tave (1990), Bernard and Steigerwald (1993), Brainard and Cutler (1993)), or to explore the firm-level relation between volatility and investment (Leahy and Whited (1996)). Roll (1992) and Heston and Rouwenhorst (1994) decompose world market volatility into industry and country-specific effects and study the implications for international diversification. Bekaert and Harvey (1997) construct a measure of individual firm dispersion to study the volatility in emerging markets.
The purpose of this paper is to provide a simple summary of historical movements in market, industry, and firm-level volatility. We provide a decomposition of volatility that does not require the estimation of covariances or betas for industries or firms. In the interest of simplicity we follow Merton (1980), Poterba and Summers (1986), French, Schwert, and Stambaugh (1987), Schwert (1989), and Schwert and Seguin (1990) and use daily data within each month to construct sample variances for that month, without imposing any parametric model to describe the evolution of variances over time. Multivariate volatility models are notoriously complicated and difficult to estimate. Furthermore, although the choice of a parametric model may be essential for volatility forecasting, it is less important for describing historical movements in volatility, because all models tend to produce historical fitted volatilities that move closely together. The reason for this was first given by Merton (1980) and was elaborated by Nelson (1992): with sufficiently high-frequency data, volatility can be estimated arbitrarily accurately over an arbitrarily short time interval. Recently Andersen et al. (1999) have used a similar approach to produce daily volatilities from intra-daily data on the prices of large individual stocks.

We first confirm and update Schwert's (1989) finding that market volatility has no significant trend using monthly data from 1926 to 1997. We next estimate market, industry, and firm-level variances using daily CRSP data ranging from 1962 to 1997. We find that market and industry variances have been fairly stable in that sample period also. However, firm-level variance displays a large and significant positive trend, more than doubling between 1962 and 1997. This finding is robust to plausible variations in our methodology, for example, downweighting the influence of the 1987 crash, fixing the number of firms in the sample, or using weekly or monthly returns instead of daily returns to estimate volatility. We conclude that, although the market as a whole has not become more volatile, uncertainty on the level of individual firms has increased substantially over a 35-year period. Consistent with this observation, we find declines over time in the correlations among individual stocks and in the explanatory power of the market model for a typical stock.

We also study the variations of the volatility measures around their long-term trends. The three volatility measures are positively correlated with each other as well as autocorrelated. Granger-causality tests suggest that market volatility tends to lead the other volatility series. All three volatility measures increase substantially in economic downturns and tend to lead recessions. The volatility measures—particularly industry-level volatility—help to forecast economic activity and reduce the significance of other commonly used forecasting variables.

The paper is organized as follows. In Section I we present the basic decomposition of volatility into market, industry, and idiosyncratic components. Section II directly measures trends in volatility. In Section III, we provide alternative indirect evidence of increased idiosyncratic volatility. Here we study correlations across individual stocks, the explanatory power of the market model for individual stocks, and the number of stocks needed to
achieve a given level of diversification. Section IV studies the lead-lag relations among our volatility measures as well as their cyclical properties. In Section V, we suggest some factors that may have influenced the apparent increase in idiosyncratic volatility. Section VI presents concluding comments.

I. Estimation of Volatility Components

A. Volatility Decomposition

We decompose the return on a “typical” stock into three components: the market-wide return, an industry-specific residual, and a firm-specific residual. Based on this return decomposition, we construct time series of volatility measures of the three components for a typical firm. Our goal is to define volatility measures that sum to the total return volatility of a typical firm, without having to keep track of covariances and without having to estimate betas for firms or industries. In this subsection, we discuss how we can achieve such a representation of volatility. The next subsection presents the estimation procedure and some details of the data sample.

Industries are denoted by an $i$ subscript and individual firms are indexed by $j$. The simple excess return of firm $j$ that belongs to industry $i$ in period $t$ is denoted as $R_{jit}$. This excess return, like all others in the paper, is measured as an excess return over the Treasury bill rate. Let $w_{jit}$ be the weight of firm $j$ in industry $i$. Our methodology is valid for any arbitrary weighting scheme provided that we compute the market return using the same weights; in this application we use market value weights. The excess return of industry $i$ in period $t$ is given by $R_{it} = \sum_{j \in i} w_{jit} R_{jit}$. Industries are aggregated correspondingly. The weight of industry $i$ in the total market is denoted by $w_{it}$, and the excess market return is $R_{mt} = \sum_i w_{it} R_{it}$.

The next step is the decomposition of firm and industry returns into the three components. We first write down a decomposition based on the CAPM, and we then modify it for empirical implementation. The CAPM implies that we can set intercepts to zero in the following equations:

$$ R_{it} = \beta_{im} R_{mt} + \tilde{\epsilon}_{it} $$

for industry returns and

$$ R_{jit} = \beta_{ji} R_{it} + \tilde{\eta}_{jit} $$

$$ = \beta_{ji} \beta_{im} R_{mt} + \beta_{ji} \tilde{\epsilon}_{it} + \tilde{\eta}_{jit} $$

for individual firm returns.\(^1\) In equation (1) $\beta_{im}$ denotes the beta for industry $i$ with respect to the market return, and $\tilde{\epsilon}_{it}$ is the industry-specific residual. Similarly, in equation (2) $\beta_{ji}$ is the beta of firm $j$ in industry $i$ with

\(^1\)We could work with the market model, not imposing the mean restrictions of the CAPM, and allow free intercepts $\alpha_i$ and $\alpha_j$ in equations (1) and (2). However our goal is to avoid estimating firm-specific parameters; despite the well-known empirical deficiencies of the CAPM, we feel that the zero-intercept restriction is reasonable in this context.
Have Individual Stocks Become More Volatile?

respect to its industry, and \( \hat{R}_{jit} \) is the firm-specific residual. \( \hat{R}_{jit} \) is orthogonal by construction to the industry return \( R_{it} \); we assume that it is also orthogonal to the components \( R_{mt} \) and \( \epsilon_{it} \). In other words, we assume that the beta of firm \( j \) with respect to the market, \( \beta_{jm} \), satisfies \( \beta_{jm} = \beta_{ji} \beta_{im} \). The weighted sums of the different betas equal unity:

\[
\sum_i w_{it} \beta_{im} = 1, \quad \sum_{j \in i} w_{jit} \beta_{ji} = 1. \tag{3}
\]

The CAPM decomposition (1) and (2) guarantees that the different components of a firm’s return are orthogonal to one another. Hence it permits a simple variance decomposition in which all covariance terms are zero:

\[
\text{Var}(R_{it}) = \beta_{im}^2 \text{Var}(R_{mt}) + \text{Var}(\epsilon_{it}), \tag{4}
\]

\[
\text{Var}(R_{jit}) = \beta_{jm}^2 \text{Var}(R_{mt}) + \beta_{ji}^2 \text{Var}(\epsilon_{it}) + \text{Var}(\hat{R}_{jit}). \tag{5}
\]

The problem with this decomposition, however, is that it requires knowledge of firm-specific betas that are difficult to estimate and may well be unstable over time. Therefore we work with a simplified model that does not require any information about betas. We show that this model permits a variance decomposition similar to equations (4) and (5) on an appropriate aggregate level.

First, consider the following simplified industry return decomposition that drops the industry beta coefficient \( \beta_{im} \) from equation (1):

\[
R_{it} = R_{mt} + \epsilon_{it}. \tag{6}
\]

Equation (6) defines \( \epsilon_{it} \) as the difference between the industry return \( R_{it} \) and the market return \( R_{mt} \). Campbell et al. (1997, Chapter 4, p. 156) refer to equation (6) as a “market-adjusted-return model” in contrast to the market model of equation (1).

Comparing equations (1) and (6), we have

\[
\epsilon_{it} = \bar{\epsilon}_{it} + (\beta_{im} - 1)R_{mt}. \tag{7}
\]

The market-adjusted-return residual \( \epsilon_{it} \) equals the CAPM residual of equation (4) only if the industry beta \( \beta_{im} = 1 \) or the market return \( R_{mt} = 0 \).

The apparent drawback of the decomposition (6) is that \( R_{mt} \) and \( \epsilon_{it} \) are not orthogonal, and so one cannot ignore the covariance between them. Computing the variance of the industry return yields

\[
\text{Var}(R_{it}) = \text{Var}(R_{mt}) + \text{Var}(\epsilon_{it}) + 2 \text{Cov}(R_{mt}, \epsilon_{it})
= \text{Var}(R_{mt}) + \text{Var}(\epsilon_{it}) + 2(\beta_{im} - 1)\text{Var}(R_{mt}). \tag{8}
\]
where taking account of the covariance term once again introduces the industry beta into the variance decomposition.

Note, however, that although the variance of an individual industry return contains covariance terms, the weighted average of variances across industries is free of the individual covariances:

\[
\sum_i w_{it} \text{Var}(R_{it}) = \text{Var}(R_{mt}) + \sum_i w_{it} \text{Var}(\epsilon_{it})
\]

\[
= \sigma_{mt}^2 + \sigma_{et}^2,
\]

(9)

where \( \sigma_{mt}^2 = \text{Var}(R_{mt}) \) and \( \sigma_{et}^2 = \sum_i w_{it} \text{Var}(\epsilon_{it}) \). The terms involving betas aggregate out because from equation (3) \( \sum_i w_{it} \beta_{im} = 1 \). Therefore we can use the residual \( \epsilon_{it} \) in equation (6) to construct a measure of average industry-level volatility that does not require any estimation of betas. The weighted average \( \sum_i w_{it} \text{Var}(R_{it}) \) can be interpreted as the expected volatility of a randomly drawn industry (with the probability of drawing industry \( i \) equal to its weight \( w_{it} \)).

We can proceed in the same fashion for individual firm returns. Consider a firm return decomposition that drops \( \beta_{ji} \) from equation (2):

\[
R_{jit} = R_{it} + \eta_{jit},
\]

(10)

where \( \eta_{jit} \) is defined as

\[
\eta_{jit} = \tilde{\eta}_{jit} + (\beta_{ji} - 1)R_{it}.
\]

(11)

The variance of the firm return is

\[
\text{Var}(R_{jit}) = \text{Var}(R_{it}) + \text{Var}(\eta_{jit}) + 2 \text{Cov}(R_{it}, \eta_{jit})
\]

\[
= \text{Var}(R_{it}) + \text{Var}(\eta_{jit}) + 2(\beta_{ji} - 1)\text{Var}(R_{it}).
\]

(12)

The weighted average of firm variances in industry \( i \) is therefore

\[
\sum_{j \in i} w_{jit} \text{Var}(R_{jit}) = \text{Var}(R_{it}) + \sigma_{jit}^2,
\]

(13)

where \( \sigma_{jit}^2 = \sum_{j \in i} w_{jit} \text{Var}(\eta_{jit}) \) is the weighted average of firm-level volatility in industry \( i \). Computing the weighted average across industries, using equation (9), yields again a beta-free variance decomposition:

\[
\sum_i w_{it} \sum_{j \in i} w_{jit} \text{Var}(R_{jit}) = \sum_i w_{it} \text{Var}(R_{it}) + \sum_i w_{it} \sum_{j \in i} w_{jit} \text{Var}(\eta_{jit})
\]

\[
= \text{Var}(R_{mt}) + \sum_i w_{it} \text{Var}(\epsilon_{it}) + \sum_i w_{it} \sigma_{jit}^2
\]

\[
= \sigma_{mt}^2 + \sigma_{et}^2 + \sigma_{jit}^2,
\]

(14)
where $\sigma_{it}^2 = \sum_i w_{it} \sigma_{mt}^2 = \sum_i w_{it} \sum_i w_{jit} \text{Var}(\eta_{jit})$ is the weighted average of firm-level volatility across all firms. As in the case of industry returns, the simplified decomposition of firm returns (10) yields a measure of average firm-level volatility that does not require estimation of betas.

We can gain further insight into the relation between our volatility decomposition and that based on the CAPM if we aggregate the latter (equations (4) and (5)) across industries and firms. When we do this we find that

$$\sigma_{it}^2 = \tilde{\sigma}_{it}^2 + \text{CSV}_i(\beta_{im}) \sigma_{mt}^2,$$

where $\tilde{\sigma}_{it}^2 = \sum_i w_{it} \text{Var}(\bar{\epsilon}_{it})$ is the average variance of the CAPM industry shock $\bar{\epsilon}_{it}$, and $\text{CSV}_i(\beta_{im}) = \sum_i w_{it} (\beta_{im} - 1)^2$ is the cross-sectional variance of industry betas across industries. Similarly,

$$\sigma_{jt}^2 = \tilde{\sigma}_{jt}^2 + \text{CSV}_j(\beta_{jm}) \sigma_{mt}^2 + \text{CSV}_j(\beta_{ji}) \tilde{\sigma}_{jt}^2,$$

where $\tilde{\sigma}_{jt}^2 = \sum_i w_{jt} \sum_{j\in i} w_{jit} \text{Var}(\bar{\eta}_{jit})$, $\text{CSV}_j(\beta_{jm}) = \sum_i w_{jt} \sum_i w_{jit} (\beta_{jm} - 1)^2$ is the cross-sectional variance of firm betas on the market across all firms in all industries, and $\text{CSV}_j(\beta_{ji}) = \sum_i w_{jt} \sum_i w_{jit} (\beta_{ji} - 1)^2$ is the cross-sectional variance of firm betas on industry shocks across all firms in all industries.

Equations (15) and (16) show that cross-sectional variation in betas can produce common movements in our variance components $\sigma_{mt}^2$, $\sigma_{it}^2$, and $\sigma_{jt}^2$, even if the CAPM variance components $\tilde{\sigma}_{it}^2$ and $\tilde{\sigma}_{jt}^2$ do not move at all with the market variance $\sigma_{mt}^2$. We return to this issue in Section IV.A, where we show that realistic cross-sectional variation in betas has only small effects on the time-series movements of our volatility components.

**B. Estimation**

We use firm-level return data in the CRSP data set, including firms traded on the NYSE, the AMEX, and the Nasdaq, to estimate the volatility components in equation (14) based on the return decomposition (6) and (10). We aggregate individual firms into 49 industries according to the classification scheme in Fama and French (1997). We refer to their paper for the SIC classification. Our sample period runs from July 1962 to December 1997. Obviously, the composition of firms in individual industries has changed dramatically over the sample period. The total number of firms covered by the CRSP data set increased from 2,047 in July 1962 to 8,927 in December 1997. The industry with the most firms on average over the sample is Financial Services with 628 (increasing from 43 to 1,525 over the sample), and the industry with the fewest firms is Defense with 8 (increasing from 3 to 12 over the sample). Based on average market capitalization, the three largest
industries on average over the sample are Petroleum/Gas (11 percent), Financial Services (7.8 percent) and Utilities (7.4 percent). Table 4 includes a list of the 10 largest industries. To get daily excess return, we subtract the 30-day T-bill return divided by the number of trading days in a month.

We use the following procedure to estimate the three volatility components in equation (14). Let \( s \) denote the interval at which returns are measured. We will use daily returns for most estimates but also consider weekly and monthly returns to check the sensitivity of our results with respect to the return interval. Using returns of interval \( s \), we construct volatility estimates at intervals \( t \). Unless otherwise noted, \( t \) refers to months. To estimate the variance components in equation (14) we use time-series variation of the individual return components within each period \( t \). The sample volatility of the market return in period \( t \), which we denote from now on as \( \text{MKT}_t \), is computed as

\[
\text{MKT}_t = \hat{\sigma}_{mt}^2 = \sum_{s \in t} (R_{ms} - \mu_m)^2,
\]

(17)

where \( \mu_m \) is defined as the mean of the market return \( R_{ms} \) over the sample.\(^3\) To be consistent with the methodology presented above, we construct the market returns as the weighted average using all firms in the sample in a given period. The weights are based on market capitalization. Although this market index differs slightly from the value-weighted index provided in the CRSP data set, the correlation is almost perfect at 0.997. For weights in period \( t \) we use the market capitalization of a firm in period \( t - 1 \) and take the weights as constant within period \( t \).

For volatility in industry \( i \), we sum the squares of the industry-specific residual in equation (6) within a period \( t \):

\[
\hat{\sigma}_{sit}^2 = \sum_{s \in t} \epsilon_{is}^2.
\]

(18)

As shown above, we have to average over industries to ensure that the covariances of individual industries cancel out. This yields the following measure for average industry volatility \( \text{IND}_t \):

\[
\text{IND}_t = \sum_i w_{it} \hat{\sigma}_{sit}^2.
\]

(19)

\(^3\) We also experimented with time-varying means but the results are almost identical. Foster and Nelson (1996) have recently provided a more comprehensive study of rolling regressions to estimate volatility. They show that under quite general conditions a two-sided rolling regression will be optimal. However, such a technique causes serious problems for the study of lead–lag relationships that is one focus of this paper.
Estimating firm-specific volatility is done in a similar way. First we sum the squares of the firm-specific residual in equation (10) for each firm in the sample:

\[ \hat{\sigma}_{sjit}^2 = \sum_{s \in t} \eta_{jis}^2. \] (20)

Next, we compute the weighted average of the firm-specific volatilities within an industry:

\[ \hat{\sigma}_{jit}^2 = \sum_{jis} w_{jit} \hat{\sigma}_{sjit}^2. \] (21)

And lastly we average over industries to obtain a measure of average firm-level volatility \( \text{FIRM}_t \) as

\[ \text{FIRM}_t = \sum_i w_{it} \hat{\sigma}_{jit}^2. \] (22)

As with industry volatility, this procedure ensures that the firm-specific covariances cancel out.

II. Measuring Trends in Volatility

A. Graphical Analysis

Popular discussions of the stock market often suggest that the volatility of the market has increased over time. At the aggregate level, however, this is simply untrue. The percentage volatility of market index returns shows no systematic tendency to increase over time. To be sure, there have been episodes of increased volatility, but they have not persisted. Schwert (1989) presented a particularly clear and forceful demonstration of this fact, and we begin by updating his analysis.

In Figure 1 we plot the volatility of the value weighted NYSE/AMEX/Nasdaq composite index for the period 1926 through 1997. For consistency with Schwert, we compute annual standard deviations based on monthly data. The figure shows the huge spikes in volatility during the late 1920s and 1930s as well as the higher levels of volatility during the oil and food shocks of the 1970s and the stock market crash of 1987. In general, however, there is no discernible trend in market volatility. The average annual standard deviation for the period from 1990 to 1997 is 11 percent, which is actually lower than that for either the 1970s (14 percent) or the 1980s (16 percent).

These results raise the question of why the public has such a strong impression of increased volatility. One possibility is that increased index levels have increased the volatility of absolute changes, measured in index points, and that the public does not understand the need to measure percentage returns. An-
other possibility is that public impressions are formed in part by the behavior of individual stocks rather than the market as a whole. Casual empiricism does suggest increasing volatility for individual stocks. On any specific day, the most volatile individual stocks move by extremely large percentages, often 25 percent or more. The question remains whether such impressions from casual empiricism can be documented rigorously and, if so, whether these patterns of volatility for individual stocks are different from those existing in earlier periods. With this motivation, we now present a graphical summary of the three volatility components described in the previous section.

Figures 2 to 4 plot the three variance components, estimated monthly, using daily data over the period from 1962 to 1997: market volatility MKT, industry-level volatility IND, and firm-level volatility FIRM. All three series are annualized (multiplied by 12). The top panels show the raw monthly time series and the bottom panels plot a lagged moving average of order 12. Note that the vertical scales differ in each figure and cannot be compared with Figure 1 (because we are now plotting variances rather than a standard deviation).

Market volatility shows the well-known patterns that have been studied in countless papers on the time variation of index return variances. Comparing the monthly series with the smoothed version in the bottom panel suggests that market volatility has a slow-moving component along with a
fair amount of high-frequency noise. Market volatility was particularly high around 1970, in the mid-1970s, around 1980, and at the very end of the sample. The stock market crash in October 1987 caused an enormous spike in market volatility which is cut off in the plot. The value of MKT in October 1987 is 0.672, about six times as high as the second highest value. The plot also shows NBER-dated recessions shaded in gray. A casual look at the plot suggests that market volatility increases in recessions. We will study the cyclical behavior of MKT and the other volatility measures below.

Next, consider the behavior of industry volatility IND in Figure 3. Compared with market volatility, industry volatility is slightly lower on average. As for MKT, there is a slow-moving component and some high-frequency
noise. IND was particularly high in the mid-1970s and around 1980. The
effect of the crash in October 1987 is quite significant for IND, although not
as much as for MKT. More generally, industry volatility seems to increase
during macroeconomic downturns.

Figure 4 plots firm-level volatility FIRM. The first striking feature is that
FIRM is on average much higher than MKT and IND. This implies that
firm-specific volatility is the largest component of the total volatility of an
average firm. The second important characteristic of FIRM is that it trends
up over the sample. The plots of MKT and IND do not exhibit any visible
upward slope whereas for FIRM it is clearly visible. This indicates that the

---

**Figure 3. Annualized industry-level volatility IND.** The top panel shows the annualized variance within each month of daily industry returns relative to the market, calculated using equations (18) and (19), for the period from July 1962 to December 1997. The bottom panel shows a backwards 12-month moving average of IND. NBER-dated recessions are shaded in gray to illustrate cyclical movements in volatility.
The stock market has become more volatile over the sample but on a firm level instead of a market or industry level. Apart from the trend, the plot of FIRM looks similar to MKT and IND. Firm-level volatility seems to be higher in NBER-dated recessions and the crash also has a significant effect.

Looking at the three volatility plots together, it is clear that the different volatility measures tend to move together, particularly at lower frequencies. For example, all three volatility measures increase during the oil price shocks in the early to mid-1970s. However, there are also some periods in which the volatility measures move differently. For example, IND is very high compared to its long-term mean during the early 1980s while MKT and FIRM

Figure 4. Annualized firm-level volatility FIRM. The top panel shows the annualized variance within each month of daily firm returns relative to the firm’s industry, calculated using equations (20)–(22), for the period from July 1962 to December 1997. The bottom panel shows a backwards 12-month moving average of FIRM. NBER-dated recessions are shaded in gray to illustrate cyclical movements in volatility.
remain fairly low during this period. Another interesting episode is the last year of our sample. Market volatility increased significantly in 1997 while IND and FIRM did not.

It is evident from the plots that the stock market crash in October 1987 had a significant effect on all three volatility series. This raises the issue whether this one-time event might overshadow the rest of the sample and distort some of the results. To avoid this we report many results for both the raw data set and a modified version where we replace the October 1987 observation with the second-largest observation in the respective series. $\rho_i$ denotes the $i$th monthly autocorrelation.

### B. Stochastic versus Deterministic Trends

Figures 2 to 4 suggest the strong possibility of an upward trend in idiosyncratic firm-level volatility. A first important question is whether such a trend is stochastic or deterministic in nature. The possibility of a stochastic trend is suggested by the persistent fluctuations in volatility shown in the figures.

Table I reports autocorrelation coefficients for the three volatility measures using both the raw data and the data set that downweights the crash. Because the crash had an enormous but short-lived effect on market volatility, the autocorrelation of MKT is considerably larger when the crash is downweighted. The effect of the crash is much smaller for IND and FIRM. All these series exhibit fairly high serial correlation, which raises the possibility that they contain unit roots.

To check this, in Table II we employ augmented Dickey and Fuller (1979) $\rho$-tests and $t$-tests, based on regressions of time series on their lagged values and lagged difference terms that account for serial correlation. The number

### Table I

<table>
<thead>
<tr>
<th>Autocorrelation</th>
<th>Raw Data</th>
<th></th>
<th>Downweighted Crash</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MKT</td>
<td>IND</td>
<td>FIRM</td>
<td>MKT</td>
</tr>
<tr>
<td>$\rho_1$</td>
<td>0.149</td>
<td>0.529</td>
<td>0.591</td>
<td>0.494</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.115</td>
<td>0.419</td>
<td>0.560</td>
<td>0.383</td>
</tr>
<tr>
<td>$\rho_3$</td>
<td>0.113</td>
<td>0.393</td>
<td>0.514</td>
<td>0.313</td>
</tr>
<tr>
<td>$\rho_4$</td>
<td>0.020</td>
<td>0.364</td>
<td>0.418</td>
<td>0.160</td>
</tr>
<tr>
<td>$\rho_6$</td>
<td>0.069</td>
<td>0.339</td>
<td>0.414</td>
<td>0.183</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.004</td>
<td>0.275</td>
<td>0.340</td>
<td>0.087</td>
</tr>
</tbody>
</table>

Note: This table reports the autocorrelation structure of monthly volatility measures constructed from daily data. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All measures are value-weighted variances. The columns denoted “downweighted crash” replace the observation in October 1987 with the second-largest observation in the respective series. $\rho_i$ denotes the $i$th monthly autocorrelation.
of lagged differences to be included can be determined by the standard $t$-test of significance on the last lagged difference term, and is also reported in Table II. The hypothesis of a unit root is rejected for all three volatility series at the 5 percent level, whether a deterministic time trend is allowed or not, and regardless of the treatment of the 1987 crash. Given these results, we proceed to analyze the volatility series in levels rather than first differences. We report some descriptive statistics and trend regressions in Table III. The top panel presents results for annualized volatility series based on daily returns and the two following panels report results for annualized volatility series based on weekly and monthly returns, respectively. Consider first the absolute magnitudes of the volatility components in our benchmark sample based on daily returns. The annualized mean of MKT is about 0.015, which implies an annual standard deviation of 12.3 percent. IND has a slightly lower mean of 0.010, implying an annual standard deviation of about 10 percent, whereas FIRM is on average substantially larger than both MKT and IND, with a mean of 0.064 implying an annual standard deviation of 25 percent. These numbers imply that over the whole sample the share of the total unconditional variance that is due to the market variance, or the $R^2$ of a market model, is only about 17 percent. Thus industry and particularly firm-level uncertainty are important com-

<table>
<thead>
<tr>
<th>Table II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit Root Tests</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Data</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$-test</td>
<td>-328</td>
<td>-103</td>
<td>-80.3</td>
<td>-175</td>
<td>-88.5</td>
<td>-46.5</td>
</tr>
<tr>
<td>$t$-test</td>
<td>-12.17</td>
<td>-4.59</td>
<td>-3.98</td>
<td>-8.55</td>
<td>-4.28</td>
<td>-3.29</td>
</tr>
<tr>
<td>Lag order</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Constant &amp; trend</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$p$-test</td>
<td>-330</td>
<td>-125</td>
<td>-145</td>
<td>-177</td>
<td>-91.7</td>
<td>-79.1</td>
</tr>
<tr>
<td>$t$-test</td>
<td>-12.24</td>
<td>-5.60</td>
<td>-6.35</td>
<td>-8.60</td>
<td>-4.36</td>
<td>-4.34</td>
</tr>
<tr>
<td>Lag order</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Note: This table reports unit-root tests for monthly volatility series constructed from daily data. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All measures are value-weighted variances. The columns denoted “down-weighted crash” replace the observation in October 1987 with the second-largest observation in the respective series. The unit-root tests are based on regressions that include a constant, or a constant and time trend. The 5 percent critical values for the Dickey-Fuller $p$-test are $-8.00$ when a constant is included in the regression and $-21.5$ when a constant and a linear trend are included. The 5 percent critical values for the $t$-test are $-2.87$ with a constant and $-3.42$ with a constant and a trend. The number of lags is determined by the “general to specific” method recommended in Campbell and Perron (1991).
Table III
Descriptive Statistics and Linear Trends

<table>
<thead>
<tr>
<th></th>
<th>Raw Data Downweighted Crash</th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Daily</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean * 10^2</td>
<td>1.542</td>
<td>1.032</td>
<td>6.436</td>
<td>1.409</td>
<td>1.027</td>
<td>6.383</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2</td>
<td>3.500</td>
<td>0.663</td>
<td>2.912</td>
<td>1.469</td>
<td>0.623</td>
<td>2.446</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2 detrended</td>
<td>3.488</td>
<td>0.663</td>
<td>2.536</td>
<td>1.463</td>
<td>0.619</td>
<td>2.013</td>
<td></td>
</tr>
<tr>
<td>Linear trend * 10^5</td>
<td>0.156</td>
<td>0.062</td>
<td>0.965</td>
<td>0.090</td>
<td>0.060</td>
<td>0.939</td>
<td></td>
</tr>
<tr>
<td>PS-statistic</td>
<td>0.261</td>
<td>0.086</td>
<td>1.005</td>
<td>0.144</td>
<td>0.082</td>
<td>0.958</td>
<td></td>
</tr>
<tr>
<td>Confidence interval</td>
<td>(-0.07, 0.60)</td>
<td>(-0.10, 0.27)</td>
<td>(0.55, 1.47)</td>
<td>(-0.12, 0.41)</td>
<td>(-0.10, 0.27)</td>
<td>(0.49, 1.42)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Weekly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean * 10^2</td>
<td>1.897</td>
<td>1.218</td>
<td>5.842</td>
<td>1.858</td>
<td>1.218</td>
<td>5.842</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2</td>
<td>2.522</td>
<td>0.727</td>
<td>2.210</td>
<td>2.158</td>
<td>0.727</td>
<td>2.210</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2 detrended</td>
<td>2.522</td>
<td>0.724</td>
<td>1.923</td>
<td>2.158</td>
<td>0.721</td>
<td>1.919</td>
<td></td>
</tr>
<tr>
<td>Linear trend * 10^5</td>
<td>0.003</td>
<td>0.053</td>
<td>0.737</td>
<td>-0.017</td>
<td>0.053</td>
<td>0.737</td>
<td></td>
</tr>
<tr>
<td>PS-statistic</td>
<td>0.116</td>
<td>0.096</td>
<td>0.410</td>
<td>0.082</td>
<td>0.096</td>
<td>0.410</td>
<td></td>
</tr>
<tr>
<td>Confidence interval</td>
<td>(-0.33, 0.56)</td>
<td>(-0.13, 0.32)</td>
<td>(0.13, 0.69)</td>
<td>(-0.36, 0.52)</td>
<td>(-0.13, 0.32)</td>
<td>(0.13, 0.69)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean * 10^2</td>
<td>N/A</td>
<td>1.269</td>
<td>5.039</td>
<td>N/A</td>
<td>1.269</td>
<td>5.039</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2</td>
<td>N/A</td>
<td>1.032</td>
<td>2.203</td>
<td>N/A</td>
<td>1.032</td>
<td>2.203</td>
<td></td>
</tr>
<tr>
<td>Std. dev. * 10^2 detrended</td>
<td>N/A</td>
<td>1.032</td>
<td>1.930</td>
<td>N/A</td>
<td>1.032</td>
<td>1.929</td>
<td></td>
</tr>
<tr>
<td>Linear trend * 10^5</td>
<td>N/A</td>
<td>0.926</td>
<td>0.720</td>
<td>N/A</td>
<td>0.926</td>
<td>0.720</td>
<td></td>
</tr>
<tr>
<td>PS-statistic</td>
<td>N/A</td>
<td>0.094</td>
<td>0.780</td>
<td>N/A</td>
<td>0.093</td>
<td>0.780</td>
<td></td>
</tr>
<tr>
<td>Confidence interval</td>
<td>N/A</td>
<td>(-0.20, 0.39)</td>
<td>(0.28, 1.28)</td>
<td>N/A</td>
<td>(-0.20, 0.39)</td>
<td>(0.28, 1.28)</td>
<td></td>
</tr>
</tbody>
</table>
### Daily—large firms

<table>
<thead>
<tr>
<th></th>
<th>$10^2$</th>
<th>1.090</th>
<th>5.877</th>
<th>1.145</th>
<th>1.086</th>
<th>5.828</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $10^2$</td>
<td>1.599</td>
<td>1.090</td>
<td>5.877</td>
<td>1.145</td>
<td>1.086</td>
<td>5.828</td>
</tr>
<tr>
<td>Std. dev. $10^2$</td>
<td>3.675</td>
<td>0.744</td>
<td>2.671</td>
<td>1.507</td>
<td>0.675</td>
<td>2.210</td>
</tr>
<tr>
<td>Std. dev. $10^2$ detrended</td>
<td>3.464</td>
<td>0.693</td>
<td>2.557</td>
<td>1.498</td>
<td>0.658</td>
<td>2.080</td>
</tr>
<tr>
<td>Linear trend $10^5$</td>
<td>0.185</td>
<td>0.087</td>
<td>0.524</td>
<td>0.116</td>
<td>0.085</td>
<td>0.499</td>
</tr>
<tr>
<td>PS-statistic</td>
<td>0.296</td>
<td>0.111</td>
<td>0.590</td>
<td>0.172</td>
<td>0.107</td>
<td>0.055</td>
</tr>
<tr>
<td>Confidence interval</td>
<td>(-0.06, 0.65)</td>
<td>(-0.08, 0.31)</td>
<td>(0.03, 1.15)</td>
<td>(-0.10, 0.45)</td>
<td>(-0.09, 0.30)</td>
<td>(-0.02, 1.11)</td>
</tr>
</tbody>
</table>

### Daily—EW

<table>
<thead>
<tr>
<th></th>
<th>$10^2$</th>
<th>1.251</th>
<th>33.903</th>
<th>1.149</th>
<th>1.251</th>
<th>33.903</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean $10^2$</td>
<td>1.211</td>
<td>1.251</td>
<td>33.903</td>
<td>1.149</td>
<td>1.251</td>
<td>33.903</td>
</tr>
<tr>
<td>Std. dev. $10^2$</td>
<td>2.619</td>
<td>0.554</td>
<td>23.112</td>
<td>1.718</td>
<td>0.412</td>
<td>23.112</td>
</tr>
<tr>
<td>Std. dev. $10^2$ detrended</td>
<td>2.612</td>
<td>0.554</td>
<td>14.116</td>
<td>1.704</td>
<td>0.554</td>
<td>14.116</td>
</tr>
<tr>
<td>Linear trend $10^5$</td>
<td>-0.114</td>
<td>0.022</td>
<td>12.386</td>
<td>-0.145</td>
<td>0.022</td>
<td>12.386</td>
</tr>
<tr>
<td>PS-statistic</td>
<td>-0.076</td>
<td>-0.004</td>
<td>11.231</td>
<td>-0.132</td>
<td>-0.004</td>
<td>11.219</td>
</tr>
<tr>
<td>Confidence interval</td>
<td>(-0.33, 0.17)</td>
<td>(-0.15, 0.14)</td>
<td>(5.29, 17.17)</td>
<td>(-0.38, 0.11)</td>
<td>(-0.15, 0.14)</td>
<td>(5.30, 17.14)</td>
</tr>
</tbody>
</table>

Note: This table reports descriptive statistics and the results of a linear trend regression for monthly volatility measures. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All measures are value-weighted variances. The top panel uses daily data to construct monthly volatilities, the second panel uses weekly data, and the third panel uses monthly data. The panel denoted “large firms” uses only the 2,026 firms with the largest capitalization in each month (2,026 is the total number of firms at the start of the sample in July 1962). The bottom panel is based on an equal-weighting scheme (denoted EW) as opposed to value weighting for all other results. The columns denoted “downweighted crash” replace the observation in October 1987 with the second-largest observation in the respective series. Monthly variances are annualized (multiplied by 12). Means and standard deviations of the annualized variances are multiplied by 100 in this table. The table also reports estimates of a linear trend coefficient (multiplied by 10$^5$), the PS-statistic developed by Vogelsang (1998) to test for the significance of the trend, and the implied 90 percent confidence interval for the trend coefficient.
ponents of the total volatility of an average firm. The means for the data
downweighting the crash are, of course, somewhat lower because the crash
is replaced by the second largest observation.

All three volatility measures exhibit substantial variation over time. The
second row in each panel of Table III reports unconditional standard devi-
ations of the variance series. Market and firm volatility are more variable
over time than industry volatility, but a large portion of the time-series vari-
atation in market volatility is due to the crash in October 1987. Downweight-
ing the crash reduces the standard deviation of market volatility by 60 percent.
The crash has much smaller effects on industry and firm volatility.

Next we revisit the issue of trends. In Table II we rejected the unit root
hypothesis for all three volatility series. An alternative hypothesis is the
existence of a deterministic linear time trend. Since all volatility series are
fairly persistent, standard trend tests are not valid. Hence we employ the
procedure suggested in Vogelsang (1998), which is robust to various forms of
serial correlation. Vogelsang suggests a Wald-type test based on the following
model

\[
v_t = \mu + gt + \rho v_{t-1} + u_t
\]

\[
u_t = au_{t-1} + d(L)e_t,
\]

(23)

where \( v \in \{\text{MKT, IND, FIRM}\} \), \( \mu \) is an intercept, \( g \) is the linear trend coeffi-
cient, and \( \rho \) captures the dependence of \( v \) on its own first lag. The error term
\( u \) itself depends on its own first lag through the coefficient \( a \), and on an
infinite moving average of the white-noise innovation \( e \) through coefficients
\( d(L) = \sum_{i=0}^{\infty} d_i L^i \), where \( L \) is the lag operator. This test is robust to both I(0)
and I(1) errors. Because we rejected a unit root in all volatility series, we use
Vogelsang’s PS\(^1\) test to obtain the best power. Table III reports the trend
coefficient from a simple OLS regression of volatility on time, the value of
the Vogelsang test statistic, and the associated (two-sided) 90 percent con-
fidence interval for the trend coefficient \( g \) in equation (23).

The top panel reports results for our benchmark case, the monthly vola-
tility series estimated from daily data. Consider first the raw data. The
trend regression for daily data confirms the visual evidence from the plots.
MKT and IND have a small positive but insignificant trend coefficient whereas
the trend in FIRM is much larger. The PS test statistic for FIRM is positive
and significant. Note that the large trend coefficient does not depend on the
treatment of the crash.

Our coefficient estimates for data downweighting the crash imply that the
firm-level component of variance has more than doubled over the sample,
whereas the market and industry components of variance have increased by
only about one-third. The total return variance of a randomly selected firm
(picking each firm with a probability equal to its market capitalization weight)
has also roughly doubled over the sample; our estimates imply that this
increase is almost entirely due to the higher level of idiosyncratic firm-level volatility. Another way to make the same point, again using data that downweight the crash, is to note that, from 1962 to 1997, the share of FIRM volatility in total volatility has increased from 65 percent to 76 percent whereas the shares of MKT and IND have decreased from 20 percent to 14 percent and 15 percent to 10 percent, respectively.

Table III also reports standard deviations of the detrended volatility series. A time trend biases the unconditional time-series variation upwards. Because FIRM has the largest trend among the three measures, the standard deviation decreases the most when the data are detrended. The effects of detrending are modest for MKT and IND. Even for detrended data, however, FIRM exhibits the greatest time-series variation once the crash is downweighted.

It is well known that daily stock returns exhibit significant short-run serial correlation. This might affect our volatility series, in particular if the pattern of serial correlation is changing over time (Froot and Perold (1995) document that market-level serial correlation has declined in the postwar period). To check the robustness of the results based on daily returns, we construct volatility series based on weekly and monthly returns for which autocorrelation is much weaker. That is, we change the time interval \( s \) in equations (17), (18), and (19) from daily to weekly or monthly, while still keeping the time interval \( t \) equal to one month.\(^4\) The second and third panels in Table III show that the means of MKT and IND increase somewhat for longer horizon returns, confirming the fact that daily index and industry returns are positively autocorrelated. Firm-specific returns, by contrast, are negatively autocorrelated (French and Roll (1986)), so the mean of FIRM decreases when weekly and monthly returns are used. It is interesting to note that the treatment of the crash has little effect on IND and FIRM once weekly or monthly returns are used. This suggests that industry and firm returns took a few days to adjust, but within a week the effect of the crash died out at the industry and firm level.

The return horizon does affect our estimates of volatility trends. Trends are weaker in volatility series based on weekly and monthly data than in the series based on daily data. The point estimate of the trend coefficient for weekly market volatility is even negative (but insignificant) if the crash is downweighted. However, the Vogelsang PS test shows that the trend in FIRM is significantly positive for all three horizons; thus our key result on the upward trend in idiosyncratic volatility is robust to the use of daily, weekly, or monthly returns.

We perform two additional sensitivity checks. As noted above, the number of firms in the data set has more than quadrupled over the sample. Thus many smaller firms are now listed on stock markets. To see how this influences our results, we compute the volatility series using only the 2,047 larg-

\(^4\) When \( s = t \) our volatility measures are just squared monthly returns. These are obviously noisy measures of volatility, but they still enable us to estimate long-run means and trends.
est firms (the minimum number of firms in a month of our sample). The results are shown in the Table III panel denoted “large firms.” In contrast to MKT and IND, which are not much affected by the exclusion of smaller firms, the mean and trend of FIRM are somewhat lower for large firms. The trend of FIRM is still positive but the PS statistic is significant only at the 10 percent level.

The effect of firm size can also be seen in the last panel of Table III, which reports results for equally weighted series. As in the large-firm case, MKT and IND are not affected much by the weighting scheme. However, the impact on FIRM is enormous. The mean is 5 times larger, the standard deviation is 8 times larger, and the trend coefficient is a startling 12 times larger than for the value-weighted series. The estimated trend implies that firm-level variance is about 30 times higher in 1997 than in 1962 for a typical firm, selected randomly from among all firms with equal probability. This demonstrates the significant effect on volatility of many small firms entering the market over our sample period.

C. Individual Industries

So far we have studied volatilities averaged over industries. Although such aggregated volatility measures contain information about an average industry, there is obviously a great deal of variation across industries. The nature and composition of the industries in our sample differ tremendously, and there is little reason to believe that industry and firm-level volatility in the agricultural sector behave in the same way as volatility in the computer industry. We now examine the 10 largest industries separately, selecting the industries according to their average market capitalization over the entire sample. Table IV lists the individual industries by weight.

Constructing volatility measures for individual industries requires an adjustment in our estimation procedure. In Section I we showed that the three return components in equation (10) are orthogonal when we average over firms and industries. Once we study individual industries we no longer average over industries. Therefore, we have to alter the return composition in the following way. Consider a decomposition that includes a beta for each industry:

\[ R_{it} = \beta_{im} R_{mt} + \bar{\epsilon}_{it}, \quad (24) \]

\[ R_{jit} = \beta_{im} R_{mt} + \bar{\epsilon}_{it} + \eta_{jit}. \quad (25) \]

Note that \( R_{mt} \) and \( \bar{\epsilon}_{it} \) are by construction orthogonal and therefore the volatility of the industry return is

\[ \text{Var}(R_{it}) = \beta_{im}^2 \text{Var}(R_{mt}) + \sigma_{it}^2, \quad (26) \]
### Table IV  
**Individual Industries**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Weight</th>
<th>β</th>
<th>Mean</th>
<th>s.d.</th>
<th>Trend</th>
<th>PS-stat</th>
<th>Mean</th>
<th>s.d.</th>
<th>Trend</th>
<th>PS-stat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petroleum/Gas</td>
<td>11.031</td>
<td>0.86</td>
<td>1.013</td>
<td>0.302</td>
<td>0.249</td>
<td>0.334</td>
<td>5.498</td>
<td>0.774</td>
<td>0.583</td>
<td>0.946</td>
</tr>
<tr>
<td>Fin. Services</td>
<td>7.833</td>
<td>0.97</td>
<td>0.362</td>
<td>0.102</td>
<td>-0.125</td>
<td>-0.158</td>
<td>4.613</td>
<td>0.871</td>
<td>0.224</td>
<td>0.484</td>
</tr>
<tr>
<td>Utilities</td>
<td>7.446</td>
<td>0.66</td>
<td>0.311</td>
<td>0.097</td>
<td>0.033</td>
<td>0.030</td>
<td>4.032</td>
<td>0.500</td>
<td>0.125</td>
<td>0.228</td>
</tr>
<tr>
<td>Consumer Goods</td>
<td>6.117</td>
<td>1.02</td>
<td>0.562</td>
<td>0.122</td>
<td>0.016</td>
<td>0.090</td>
<td>3.900</td>
<td>0.598</td>
<td>-0.006</td>
<td>0.157</td>
</tr>
<tr>
<td>Telecomm.</td>
<td>5.699</td>
<td>0.70</td>
<td>0.811</td>
<td>0.176</td>
<td>-0.065</td>
<td>-0.067</td>
<td>5.729</td>
<td>0.826</td>
<td>1.555</td>
<td>1.334</td>
</tr>
<tr>
<td>Computer</td>
<td>4.995</td>
<td>1.06</td>
<td>1.654</td>
<td>0.388</td>
<td>0.070</td>
<td>-0.001</td>
<td>6.123</td>
<td>1.536</td>
<td>2.867</td>
<td>2.311</td>
</tr>
<tr>
<td>Retail</td>
<td>4.596</td>
<td>1.09</td>
<td>0.986</td>
<td>0.132</td>
<td>0.049</td>
<td>0.028</td>
<td>0.732</td>
<td>0.919</td>
<td>1.367</td>
<td>1.465</td>
</tr>
<tr>
<td>Auto</td>
<td>4.295</td>
<td>1.02</td>
<td>1.115</td>
<td>0.231</td>
<td>0.138</td>
<td>0.117</td>
<td>4.862</td>
<td>0.695</td>
<td>0.754</td>
<td>0.922</td>
</tr>
<tr>
<td>Pharmaceutical</td>
<td>4.206</td>
<td>1.00</td>
<td>0.792</td>
<td>0.228</td>
<td>0.167</td>
<td>0.133</td>
<td>6.126</td>
<td>0.745</td>
<td>0.780</td>
<td>0.578</td>
</tr>
<tr>
<td>Chemical</td>
<td>3.812</td>
<td>1.05</td>
<td>0.517</td>
<td>0.103</td>
<td>0.077</td>
<td>0.064</td>
<td>5.281</td>
<td>0.618</td>
<td>0.448</td>
<td>0.655</td>
</tr>
</tbody>
</table>

Note: This table reports descriptive statistics for industry and firm volatilities in the 10 industries with the largest average market capitalization. Industry volatility IND is constructed using equation (26), and firm volatility FIRM is constructed using equation (27). All volatilities are measured monthly, on a value-weighted basis, using daily data. Weight is computed as the ratio of the average market value of firms in an industry to the average total market value of all firms. Beta is computed using a regression of monthly industry excess returns on the monthly excess return of the CRSP value-weighted index. Monthly variances are annualized (multiplied by 12). Means and standard deviations of the annualized variances are multiplied by 100 in this table. The table also reports estimates of a linear trend coefficient (multiplied by 105), and the PS-statistic developed by Vogelsang (1998) to test for the significance of the trend. A bold statistic indicates that a zero trend is outside the 90 percent confidence interval.
where $\tilde{\sigma}_{it}^2$ is the variance of $\tilde{\epsilon}_{it}$. We still sum over all firms in the industry. Therefore we have for the average firm volatility in industry $i$ (from equation (13)):

$$\sum_{j \in i} w_{jit} \text{Var}(R_{jit}) = \beta_{im}^2 \text{Var}(R_{mt}) + \tilde{\sigma}_{it}^2 + \sigma_{qit}^2,$$

(27)

where $\sigma_{qit}^2$ is defined as before. We can use the residuals $\tilde{\epsilon}_{it}$ in equation (24) and $\eta_{jit}$ in equation (25) to construct industry and firm-level volatility for individual industries without having to estimate covariances or firm-level betas. The only additional parameters to be estimated are the industry betas on the market $\beta_{im}$. We use OLS regressions assuming that the betas are constant over the sample.

Table IV shows that Petroleum/Gas is the largest industry in our sample with an average share of 11 percent of the total market capitalization over the whole sample period followed by Financial Services and Utilities. Most of the large industries have industry betas around unity, with the exception of both Utilities and Telecommunications firms, which have substantially lower betas. Next, consider the descriptive statistics of industry and firm-level volatility. As in the aggregated data, FIRM is, on average, substantially larger than IND. However, the means of IND vary much more from industry to industry than do the means of FIRM. For example, the mean of IND for Utilities is only about one-third of IND in aggregated data. The spread for firm-level volatility is much lower. Overall, industries with a high average industry-level volatility also tend to have a high firm-level volatility (the correlation of the means of IND and FIRM across industries is 0.32). Moreover, large industries tend to have low IND and FIRM on average (the correlations of industry weights with the means of IND and FIRM are $-0.39$ and $-0.49$). This may be due in part to the fact that shocks to large industries move the market as a whole, so MKT reflects shocks to these industries.

Previously we established the existence of an upward trend in FIRM volatility for aggregated data. Now we ask whether individual industries also exhibit significant trends in volatility. First, we perform unit root tests on all industry and firm volatility series. The results are not reported here, but we reject the unit-root hypothesis for all industries. In regressions on a linear time trend, 4 of the 10 largest industries show a significant positive trend in IND, whereas one has a significant negative trend. Among all 49 industries 14 (7) have a significant positive (negative) trend. This confirms the finding that the properties of industry-level volatility vary considerably among industries. The picture for FIRM is more uniform. We find that the time trend coefficient is significantly positive for 6 of the 10 largest industries and 24 out of all 49 industries, whereas none of the industries in the entire sample exhibits a negative trend. We do not attempt to interpret the results for individual industries in detail, but it might not be surprising that the telecommunications, computer, and retail sectors exhibit a particularly large upward trend in firm-specific volatility. We should stress that this fact
is not the result of an unusual increase in the number of listed firms in these industries. The time trend in the sample that includes only large firms shows the same large trend in firm-level volatility for these industries.

III. Portfolio Implications of the Increase in Idiosyncratic Volatility

We have shown that aggregate stock market volatility has been quite stable over time, whereas firm-level volatility has trended upwards. An implication of this finding is that there should be a declining trend in the correlations among individual stock returns. Declining correlations allow the volatility of the market portfolio to remain the same even if there is an increase in each individual stock’s volatility.

We document the evolution of correlations among individual stocks by calculating all pairwise correlations among stocks traded on the NYSE, AMEX, and Nasdaq. We use both daily and monthly data. Correlations using daily data are calculated each month, using the previous 12 months of daily observations (or as many months as are available at the beginning of the data set). The number of stocks in the sample at each month ranges from about 1,500 to about 8,000, so the number of pairwise correlations ranges from just over 1 million to 32 million. We calculate an equally weighted average of these correlations. Correlations using monthly data are again calculated each month, but they use the previous 60 months of monthly returns. Somewhat fewer stocks have a complete five-year history than have a one-year history, so the number of stocks in the sample ranges from 1,000 to 4,500, and the number of pairwise correlations from half a million to just over 10 million. Again we calculate an equally weighted average for the month. The results are reported in the top panel of Figure 5.

The figure shows a clear tendency for correlations among individual stock returns to decline over time. Correlations based on five years of monthly data decline from 0.28 in the early 1960s to 0.08 in 1997, and correlations based on one year of daily data decline from 0.12 in the early 1960s to between 0.02 and 0.04 in the 1990s. The former correlations are larger than the latter, both because daily stock returns contain negatively autocorrelated idiosyncratic components, and because correlations are lower in more recent data, which receive greater weight in the daily calculation.

The bottom panel of Figure 5 plots the average $R^2$ statistic for the market model, using the same stocks as the top panel. For each stock, the market model is estimated using five years of monthly or one year of daily data, and using the NYSE/AMEX/Nasdaq composite index as the market index. The resulting $R^2$ statistic is averaged across stocks. The two panels of the figure are almost indistinguishable from one another. This is not surprising; if all

---

5 We exclude stocks with daily returns exceeding 200 percent, or with zero returns on at least 75 percent of the days in the last 12 months. These filters exclude spurious returns resulting from missing data, and stocks that are traded very infrequently.
Figure 5. Average correlations and $R^2$ statistics of market model for individual stocks.
The top panel reports the equally weighted average pairwise correlation across stocks traded on the NYSE, AMEX, and Nasdaq. The solid line is the average correlation over the past 60 months of monthly data, and the dotted line is the average correlation over the past 12 months of daily data. The bottom panel reports the equally weighted average $R^2$ statistic of a market model, estimated using the past 60 months of monthly data (solid line) or the past 12 months of daily data (dotted line). Stocks included in the calculation at each point in time are required to have a complete return history over the past 60 months (solid line) or 12 months (dotted line).
stocks were identical and had the same correlation $\rho$ with each other, then the variance of the market portfolio would be $\rho$ times the variance of any individual stock, and the $R^2$ of the market model would be $\rho$. While stocks are not of course identical, this relationship remains a good approximation.

Declining correlations among stocks imply that the benefits of portfolio diversification have increased over time. An investor who holds only one stock bears the full risk of the individual stock, whereas an investor who holds a sufficient number of stocks bears only market risk. As individual stock volatility has increased relative to market volatility, the difference between these risks has increased. We illustrate this point in Figure 6, which shows the excess standard deviations of portfolios containing different numbers of randomly selected stocks—that is, the differences between the standard deviations of such portfolios and the standard deviation of an equally weighted index of all stocks.

The top panel of Figure 6 shows the annualized excess standard deviation each year, calculated from daily data during the year, of equally weighted portfolios containing 2, 5, 20, and 50 stocks over the standard deviation of an equally weighted index. We use the same universe of stocks as for Figure 5, randomly grouping them into portfolios without replacement and calculating a simple average of portfolio standard deviations across portfolios. The figure shows a modest increase in the excess standard deviation of a typical 50-stock portfolio, but a much more dramatic increase in the excess standard deviation of a typical 2-stock portfolio, from about 25 percent in the early 1960s to a peak of 50 percent in the early 1990s.

The bottom panel of Figure 6 makes the same point in a different way. The full sample is broken into three subsamples, 1963 to 1973, 1974 to 1985, and 1986 to 1997. For each subsample the average annualized excess standard deviation of an equally weighted portfolio is plotted against the number of stocks in the portfolio. Diagrams of this sort are often used in textbooks to illustrate the benefits of portfolio diversification (see, e.g., Bodie, Kane, and Marcus (1999), p. 203). A conventional rule of thumb, supported by the results of Bloomfield, Leftwich, and Long (1977), is that a portfolio of 20 stocks attains a large fraction of the total benefits of diversification. Figure 6 shows, however, that the increase in idiosyncratic risk has increased the number of stocks needed to reduce excess standard deviation to any given level. In the first two subsamples a portfolio of 20 stocks reduced annualized excess standard deviation to about five percent, but in the 1986 to 1997 subsample, this level of excess standard deviation required almost 50 stocks. To put the result another way, the increase in idiosyncratic volatility over time has increased the number of randomly selected stocks needed to achieve relatively complete portfolio diversification.

6 Bloomfield et al. (1977) report lower standard deviations for small equally weighted portfolios. The difference is probably due to their 1965 to 1970 sample period and their use of stocks with continuous price histories. However our results for 1963 to 1973 confirm their conclusion that substantial diversification could be achieved in the late 1960s with portfolios of fewer than 20 stocks.
Figure 6. Excess standard deviation against time and number of stocks. The excess standard deviation of a portfolio is the difference between the portfolio's standard deviation and the standard deviation of an equally weighted index. The top panel plots annualized excess standard deviation against time. Excess standard deviation is calculated each year from daily data within the year, for randomly selected portfolios containing two stocks (solid line), five stocks (top dashed line), 20 stocks (long dashed line), and 50 stocks (bottom dashed line). The bottom panel plots annualized excess standard deviation against the number of stocks in the portfolio, for sample periods 1963 to 1973 (solid line), 1974 to 1985 (bottom dashed line), and 1986 to 1997 (top dashed line).
IV. Short-Run Volatility Dynamics

A. Covariation and Lead-Lag Relationships

We have emphasized trends in volatility over time. But it is clear from Figures 2 to 4 that there are many short-run movements around these trends, and these movements tend to be correlated across our three volatility measures. We examine this aspect of the data in Table V, both for raw and detrended data. Here and in all subsequent tables we downweight the crash of 1987 in the manner previously described. Table V shows contemporaneous correlations of volatility measures around 0.7, and even slightly higher for detrended data.

Table VI asks how important the three volatility components are relative to the total volatility of an average firm. First, consider the mean. Over the whole sample, market volatility accounts for about 16 percent of the unconditional mean of total volatility, whereas IND accounts for 12 percent. However, by far the largest portion of total volatility is firm-level volatility, with about 72 percent. Consistent with the observation of trends in the three series, the share of firm-level volatility has increased from 71 percent in the first nine years of the sample to 77 percent in the last nine years.

A variance decomposition shows that most of the time-series variation in total volatility is due to variation in MKT and FIRM. Industry volatility is more stable over time. The two largest components are FIRM variance and the covariation of MKT and FIRM; together they account for about 60 percent of the total time-series variation in volatility. The market component by itself is much less important, only 15 percent of the total variation in volatility. Relative to its mean, however, MKT shows the greatest time-series variation.

Table V
Correlation Structure

<table>
<thead>
<tr>
<th></th>
<th>With Trend</th>
<th>Detrended</th>
</tr>
</thead>
<tbody>
<tr>
<td>MKT</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>IND</td>
<td>0.645</td>
<td>0.641</td>
</tr>
<tr>
<td>FIRM</td>
<td>0.708</td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.000</td>
</tr>
</tbody>
</table>

Note: This table reports the contemporaneous correlation structure of monthly volatility measures constructed from daily data, downweighting the crash of October 1987 by replacing it with the second largest observation in the time series. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All measures are value-weighted variances. The left panel reports correlations of the series themselves, the right panel reports correlations of the detrended series.
Given the substantial low-frequency variation in our volatility measures, it may be of interest to isolate the longer-run movements. One crude way to do this is to compute moving averages as we did in the lower panels of Figures 2 to 4. Of course, this approach is ad hoc. An alternative natural way

---

**Table VI**

**Mean and Variance Decomposition**

<table>
<thead>
<tr>
<th></th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7/62–12/97</td>
<td>0.160</td>
<td>0.116</td>
<td>0.724</td>
</tr>
<tr>
<td>7/62–6/71</td>
<td>0.162</td>
<td>0.126</td>
<td>0.712</td>
</tr>
<tr>
<td>1/88–12/97</td>
<td>0.134</td>
<td>0.097</td>
<td>0.769</td>
</tr>
<tr>
<td>Variance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Raw series</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKT</td>
<td>0.149</td>
<td>0.081</td>
<td>0.328</td>
</tr>
<tr>
<td>IND</td>
<td>0.027</td>
<td>0.133</td>
<td></td>
</tr>
<tr>
<td>FIRM</td>
<td>0.282</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditional means</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKT</td>
<td>0.099</td>
<td>0.067</td>
<td>0.334</td>
</tr>
<tr>
<td>IND</td>
<td>0.026</td>
<td>0.137</td>
<td></td>
</tr>
<tr>
<td>FIRM</td>
<td>0.337</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Entries are the shares of MKT, IND, and FIRM in the total mean and variance of the volatility of a typical stock. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All three measures are value-weighted variances, constructed from daily data and downweighting the crash of October 1987. We define the volatility of a typical stock \( \sigma^2_t = \text{MKT}_t + \text{IND}_t + \text{FIRM}_t \). Then for the mean of volatility,

\[
1 = E(\text{MKT}_t)/E(\sigma^2_t) + E(\text{IND}_t)/E(\sigma^2_t) + E(\text{FIRM}_t)/E(\sigma^2_t).
\]

The three shares are reported in the columns headed MKT, IND, and FIRM, respectively, for the full sample July 1962 to December 1997, an early subsample July 1962 to June 1971, and a late subsample January 1988 to December 1997. No linear trends are removed before performing this calculation. For the variance of volatility,

\[
1 = \frac{\text{Var}(\text{MKT}_t)}{\text{Var}(\sigma^2_t)} + \frac{\text{Var}(\text{IND}_t)}{\text{Var}(\sigma^2_t)} + \frac{\text{Var}(\text{FIRM}_t)}{\text{Var}(\sigma^2_t)}
\]

\[
+ 2 \frac{\text{Cov}(\text{MKT}_t, \text{IND}_t)}{\text{Var}(\sigma^2_t)} + 2 \frac{\text{Cov}(\text{MKT}_t, \text{FIRM}_t)}{\text{Var}(\sigma^2_t)} + 2 \frac{\text{Cov}(\text{IND}_t, \text{FIRM}_t)}{\text{Var}(\sigma^2_t)}.
\]

We report the share of the variance of MKT in the MKT row and MKT column, the share of the covariance of MKT and IND in the MKT row and IND column, and so forth. All series are linearly detrended before performing this calculation. Finally, we calculate conditional means of MKT, IND, and FIRM by regressing each detrended volatility series on four lags of all three detrended volatility series, and we report the variance decomposition for conditional means.
to smooth the series is to decompose each volatility time series into an expected and an unexpected part:

$$v_t = E_{t-1} v_t + \xi_t,$$  \hspace{1cm} (28)

where $v \in \{\text{MKT, IND, FIRM}\}$. We compute the conditional expectation of each volatility series by regressing it on its own lags and on the lags of the other series. Based on the significance of individual lags, we choose a lag length of four when forming the conditional expectations.

At the bottom of Table VI we report a variance decomposition for the conditional expectations of the volatility series. This puts even more weight on the terms involving FIRM; about 80 percent of the total variation is due to variance and covariance terms of FIRM. The contribution of MKT is below 10 percent. The industry-level terms for conditional expectations are more or less unchanged compared to the raw data.

One issue that arises in interpreting these results is whether the common variation in MKT, IND, and FIRM might be explained by cross-sectional variation in betas. In equation (15), we showed that movements in MKT might produce variation in IND if betas differ across industries and the volatility of industries’ CAPM residuals is independent of MKT. Under this hypothesis, the coefficient in a regression of IND on MKT would equal the cross-sectional variance of betas across industries. Empirically, the regression coefficient is 0.27 in our full sample whereas a direct estimate of cross-sectional variance of industry betas is only 0.03; this calculation suggests that cross-sectional variation in betas cannot explain more than a small fraction of the common movement in MKT and IND. A similar calculation based on equation (16) gives the same result for covariation between FIRM and the other two volatility measures. In our full sample, a regression of FIRM on MKT and IND gives coefficients of 0.72 and 1.40, respectively, much too large to be explained by plausible cross-sectional variation in firms’ beta coefficients.

As a final exercise in this section, we ask whether the volatility measures help to forecast each other. Table VII investigates this question using Granger-causality tests. The top panel reports $p$-values for bivariate VARs and the bottom panel uses trivariate VARs including all three series. The data are detrended and downweight the crash. The VAR lag length was chosen using the Akaike information criterion. In bivariate VARs, MKT appears to Granger-cause both IND and FIRM at very high significance levels. IND does not help to predict MKT or FIRM, but FIRM helps significantly to forecast MKT and IND. Much of the causality survives in trivariate systems. MKT Granger-causes IND and FIRM (although at lower significance levels than in the bivariate case). FIRM Granger-causes MKT but the effect on IND is now insignificant. IND fails to Granger-cause the other series as in the bivariate case. Overall, market volatility appears to lead the other volatility measures, whereas industry volatility tends to lag. Firm-level volatility helps to predict market volatility as well as the other way round.
B. Cyclical Behavior of Aggregate Volatility Measures

Studies of financial volatility in relation to the business cycle have historically focused on aggregate volatility using a broad stock market index. Schwert (1989) presents an extensive analysis of the relation of market volatility with economic activity confirming Officer’s (1973) earlier results that market volatility is higher in economic downturns. In response to Officer (1973), Christie (1982) argues that this effect is the result of increased financial leverage in recessions. However, Schwert (1989) shows that leverage by itself cannot account for the strong negative correlation of market volatility with economic activity. More recently, Hamilton and Lin (1996) model the joint behavior of stock returns and industrial production growth in a regime-switching model. They find that economic recessions are the single most important factor explaining market volatility, accounting for about 60 percent of its variation. In this section we extend the Schwert (1989) results and study the cyclical behavior of market, industry, and firm-level volatility.

### Table VII

**Granger Causality**

<table>
<thead>
<tr>
<th></th>
<th>MKT&lt;sub&gt;t&lt;/sub&gt;</th>
<th>IND&lt;sub&gt;t&lt;/sub&gt;</th>
<th>FIRM&lt;sub&gt;t&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bivariate VAR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKT&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>—</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>(—)</td>
<td>(5)</td>
<td>(4)</td>
</tr>
<tr>
<td>IND&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.548</td>
<td>—</td>
<td>0.472</td>
</tr>
<tr>
<td></td>
<td>(5)</td>
<td>(5)</td>
<td></td>
</tr>
<tr>
<td>FIRM&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.008</td>
<td>0.002</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(2)</td>
<td>(5)</td>
<td></td>
</tr>
<tr>
<td><strong>Trivariate VAR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MKT&lt;sub&gt;t&lt;/sub&gt;</td>
<td>—</td>
<td>0.027</td>
<td>0.004</td>
</tr>
<tr>
<td>IND&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.416</td>
<td>—</td>
<td>0.155</td>
</tr>
<tr>
<td>FIRM&lt;sub&gt;t-1&lt;/sub&gt;</td>
<td>0.016</td>
<td>0.108</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>(4)</td>
<td>(5)</td>
<td>(5)</td>
</tr>
</tbody>
</table>

Note: This table reports the p-values of Granger-causality VAR tests. The null hypothesis is that lags 1 through <i>l</i> of the series indicated in the row do not help to forecast the series indicated in the column, conditional on the other variables in the VAR. In the top panel, only the row and column series are included in the VAR; in the bottom panel, all three series are included. For each VAR equation, the lag length <i>l</i> is chosen using the Akaike information criterion, and is reported in parentheses. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All three measures are value-weighted variances, constructed from daily data downweighting the crash of October 1987, and are linearly detrended before inclusion in the VAR system.
Figures 2 to 4 suggest that all three volatility components tend to be higher in NBER-dated recessions (shaded in gray). We now characterize this relation more rigorously.

We start by reporting simple correlations of the volatility series with NBER business cycle dates in the top panel of Table VIII. The table reports correlations of the volatility series at various leads and lags with a variable that is set to one in NBER-dated expansions and zero in recessions. Hence a negative correlation implies that volatility tends to be higher in recessions. In addition to correlations for the raw series we also include results for conditional expectations and innovations of volatility (all series are detrended and downweight the crash).

Consider first the raw series. All lead and lag correlations up to a year are negative; hence stock market volatility at the market, industry, and firm level is higher in economic contractions. All three raw series have a strongly negative contemporaneous correlation between $-0.420$ for MKT and $-0.508$ for FIRM. The correlation is decreasing in absolute value when volatility is lagged or led (we highlight the most negative correlation in each column in bold). Among the three volatility measures, FIRM tends to have the most negative correlation with NBER dates.

The pattern for conditional expectations is more or less the same as for the raw data. The values tend to be slightly more negative than for the raw data, which is not surprising as the conditional expectations are less noisy. The innovations of volatility are also negatively correlated with NBER dates. But in contrast to the raw data and conditional expectations, the correlations peak (in absolute value) when innovations lead the NBER dates by three months. This pattern holds for all three volatility measures. These results are consistent with Whitelaw (1994), who analyzes the properties of conditional expectations and innovations of market volatility in more detail.

These results provide strong evidence that market, industry, and firm-level volatility are all higher in economic downturns. But how big are the magnitudes? For raw data, the level of market variance is about three times as high in NBER-dated recessions as in expansions. Although this ratio is surprisingly high, Schwert (1989) shows that it is even higher if the Great Depression is included in the sample. Industry-level and firm-level variances roughly double in recessions. Recessions have a somewhat smaller effect on the predictable component of volatility; for conditional expectations, MKT is about 1.9 times higher in recessions than in booms, IND about 1.6 times and FIRM about 1.5 times.

Although the NBER dates provide a benchmark case, some useful information is probably lost in the binary NBER classification scheme. Therefore, we next study the cyclical behavior of volatility using GDP data. GDP is measured on a quarterly frequency; hence we construct new volatility series on that frequency. We use daily returns within each quarter as before. The quarterly series behave very much like the monthly ones. The pattern of correlations of volatility with GDP growth, in the bottom panel of Table VIII, is almost identical to the pattern of correlations with NBER dates. All vol-
### Table VIII
**Cyclical Behavior**

Correlation with NBER Dates

<table>
<thead>
<tr>
<th>Volatility Lead (Months)</th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_t$</td>
<td>$E_{t-1}v_t$</td>
<td>$\xi_t$</td>
</tr>
<tr>
<td>+12</td>
<td>-0.091</td>
<td>-0.075</td>
<td>-0.063</td>
</tr>
<tr>
<td>+6</td>
<td>-0.162</td>
<td>-0.149</td>
<td>-0.098</td>
</tr>
<tr>
<td>+3</td>
<td>-0.354</td>
<td>-0.346</td>
<td><strong>-0.198</strong></td>
</tr>
<tr>
<td>+1</td>
<td>-0.413</td>
<td>-0.466</td>
<td>-0.192</td>
</tr>
<tr>
<td>0</td>
<td><strong>-0.420</strong></td>
<td><strong>-0.498</strong></td>
<td>-0.178</td>
</tr>
<tr>
<td>-1</td>
<td>-0.381</td>
<td>-0.498</td>
<td>-0.131</td>
</tr>
<tr>
<td>-3</td>
<td>-0.316</td>
<td>-0.417</td>
<td>-0.099</td>
</tr>
<tr>
<td>-6</td>
<td>-0.248</td>
<td>-0.322</td>
<td>-0.085</td>
</tr>
<tr>
<td>-12</td>
<td>-0.083</td>
<td>-0.135</td>
<td>-0.008</td>
</tr>
</tbody>
</table>
Correlation with GDP Growth

<table>
<thead>
<tr>
<th>Volatility Lead (Quarters)</th>
<th>MKT ( v_t )</th>
<th>( E_{t-1} v_t )</th>
<th>( \xi_t )</th>
<th>IND ( v_t )</th>
<th>( E_{t-1} v_t )</th>
<th>( \xi_t )</th>
<th>FIRM ( v_t )</th>
<th>( E_{t-1} v_t )</th>
<th>( \xi_t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>+4</td>
<td>-0.021</td>
<td>-0.022</td>
<td>-0.001</td>
<td>-0.060</td>
<td>-0.003</td>
<td>-0.059</td>
<td>-0.023</td>
<td>0.033</td>
<td>-0.037</td>
</tr>
<tr>
<td>+2</td>
<td>-0.226</td>
<td>-0.023</td>
<td>-0.260</td>
<td>-0.262</td>
<td>-0.103</td>
<td>-0.260</td>
<td>-0.223</td>
<td>-0.048</td>
<td>-0.253</td>
</tr>
<tr>
<td>+1</td>
<td><strong>-0.359</strong></td>
<td><strong>-0.208</strong></td>
<td><strong>-0.289</strong></td>
<td>-0.399</td>
<td>-0.227</td>
<td><strong>-0.328</strong></td>
<td><strong>-0.381</strong></td>
<td>-0.180</td>
<td><strong>-0.345</strong></td>
</tr>
<tr>
<td>0</td>
<td>-0.321</td>
<td>-0.335</td>
<td>-0.162</td>
<td><strong>-0.412</strong></td>
<td>-0.368</td>
<td>-0.214</td>
<td>-0.342</td>
<td><strong>-0.341</strong></td>
<td>-0.146</td>
</tr>
<tr>
<td>-1</td>
<td>-0.258</td>
<td><strong>-0.369</strong></td>
<td>-0.073</td>
<td>-0.328</td>
<td><strong>-0.369</strong></td>
<td>-0.102</td>
<td>-0.297</td>
<td>-0.312</td>
<td>-0.114</td>
</tr>
<tr>
<td>-2</td>
<td>-0.216</td>
<td>-0.352</td>
<td>-0.038</td>
<td>-0.214</td>
<td>-0.324</td>
<td>0.006</td>
<td>-0.235</td>
<td>-0.292</td>
<td>-0.053</td>
</tr>
<tr>
<td>-4</td>
<td>-0.151</td>
<td>-0.278</td>
<td>0.033</td>
<td>-0.254</td>
<td>-0.285</td>
<td>-0.073</td>
<td>-0.195</td>
<td>-0.262</td>
<td>-0.018</td>
</tr>
</tbody>
</table>

Note: This table reports correlations of MKT, IND, and FIRM with cyclical indicators. In the top panel the cyclical indicator is a dummy variable that is one during an NBER-dated expansion and zero during an NBER-dated recession. The dummy and all volatility series are measured monthly. In the bottom panel the cyclical indicator is quarterly GDP growth, and the volatility series are aggregated to a quarterly frequency. The cyclical indicators are measured with a lag of \( j \) months relative to the volatility series; thus the correlations with positive \( j \) at the top of each panel measure the extent to which the volatility series lead the business cycle, whereas the correlations with negative \( j \) at the bottom of each panel measure the extent to which the volatility series lag the cycle. The largest correlation (in absolute value) for each column is indicated in bold. For each volatility measure, \( v_t = \text{MKT, IND, or FIRM} \), we calculate a conditional expectation \( E_{t-1} v_t \) by regressing the volatility series on four lags of all three volatility series. The innovation to volatility \( \xi_t \) is then defined as \( v_t - E_{t-1} v_t \). MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All three measures are value-weighted variances, constructed from daily data downweighting the crash of October 1987, and are linearly detrended.
atility series are negatively correlated with GDP growth up to a lead and lag of about one year. The absolute values of the correlations are somewhat lower than before; this is not surprising given the noisiness of GDP data. As before, innovations in volatility show the highest correlation (in absolute value) leading GDP growth by one quarter.

This countercyclical behavior of all volatility measures has important implications for diversification of risk at different stages of the business cycle. Because market volatility is substantially higher in recessions, even a well-diversified portfolio is exposed to more volatility when the economy turns down. The increase in volatility is stronger for an undiversified portfolio, because industry and firm-level volatility also increase in economic downturns. Thus diversification is more important, and requires more individual stock holdings to achieve, when the economy turns down.

After establishing that all three volatility measures move countercyclically, we now ask whether they have any power to forecast GDP growth. In Table IX we present the results of OLS regressions with GDP growth as a dependent variable. As regressors, we use lagged GDP growth and the lagged return on the value-weighted CRSP index as well as combinations of lagged volatility series. All t-statistics are Newey-West corrected with the optimal lag length chosen according to Newey and West (1994). The volatility series are detrended and downweight the crash. Regressing GDP growth on its own lag and the lagged CRSP index return yields an $R^2$ of 14 percent. Both variables are individually significant. Next, we add each of the lagged volatility measures in turn. Each is individually significant and the $R^2$ increases to around 20 percent. Interestingly, each volatility variable drives out the return of the CRSP value-weighted portfolio, whereas lagged GDP growth remains significant.

Next, we include pairs of volatility variables as regressors. Because all three series are positively correlated, it is not surprising that the individual significance levels are lower when more than one volatility series is included. Although none of them is individually significant, they are strongly jointly significant. The $p$-values for $F$-tests that all coefficients of the volatility variables are zero are between 0.2 percent and 0.8 percent. Furthermore, the $R^2$'s increase to up to 22.2 percent when IND and FIRM are included in the regression. The results are similar when all three volatility variables are included. None of them is individually significant but the joint significance level is 0.6 percent. There is no conclusive evidence indicating which of the three volatility measures has the most forecasting power, but the $t$-values of IND are slightly higher (in absolute value) than those of MKT and FIRM and the $R^2$ is higher once IND is included in the regression.\footnote{We have also checked whether GDP growth has any ability to forecast volatility, but found no significant results.}

\footnote{We have also checked whether GDP growth has any ability to forecast volatility, but found no significant results.}
C. Cyclical Behavior of Volatility Measures in Individual Industries

In the previous section, we showed that aggregate volatility measures are strongly countercyclical and have some ability to forecast aggregate GDP growth. Now we examine whether there are similar patterns on the level of individual industries. Because output data for individual industries are only available on an annual basis, we convert all volatility series accordingly. The output data were obtained from the BLS and range from 1972 to 1997. Data for industries 23 (miscellaneous manufacturing) and 49 (miscellaneous firms) were not available. To construct industry-specific output data we first regress the output growth rate in industry $i$, $\Delta y_{it}$, on total industrial output growth $\Delta y_t$. Denote the industry-specific residual $v_{it}$. Table X reports simple correlations of $v_{it}$ with contemporaneous and one-period lagged industry and firm-specific volatility for the 10 largest industries. Almost all of the corre-

### Table IX

**Cyclical Behavior: GDP Growth**

<table>
<thead>
<tr>
<th>GDP</th>
<th>RVW</th>
<th>MKT</th>
<th>IND</th>
<th>FIRM</th>
<th>$R^2$ ($p$-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.330</td>
<td>0.020</td>
<td>0.251</td>
<td>0.143</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4.200)</td>
<td>(2.548)</td>
<td>(2.947)</td>
<td>(2.190)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.211</td>
<td>0.014</td>
<td>0.238</td>
<td>0.213</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.270)</td>
<td>(1.762)</td>
<td>(1.583)</td>
<td>(1.920)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.199</td>
<td>0.013</td>
<td>0.236</td>
<td>0.206</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2.450)</td>
<td>(1.631)</td>
<td>(1.562)</td>
<td>(1.590)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: This table reports OLS regressions with GDP growth $GDP_t$ as the dependent variable. All regressors are lagged by one quarter. MKT is market volatility constructed from equation (17), IND is industry-level volatility constructed from equations (18) and (19), and FIRM is firm-level volatility constructed from equations (20)–(22). All three measures are value-weighted variances, constructed from daily data downweighting the crash of October 1987, and are linearly detrended and time-aggregated to a quarterly frequency. RVW denotes the quarterly return on the CRSP value-weighted portfolio. Coefficients are reported with heteroskedasticity-consistent $t$-statistics in parentheses. The last column reports the regression $R^2$ and the $p$-value for a heteroskedasticity-consistent test of the joint significance of the volatility measures.
lations are negative, indicating that industry and firm-level volatility are countercyclical even at the industry level. A similar picture holds for the sample of all industries. For IND, 33 (14) of the 47 industries have a negative (positive) contemporaneous correlation with industry output, and 36 (11) have a negative (positive) correlation when volatility is lagged relative to output. For FIRM, the corresponding numbers are 36 (11) and 35 (12), respectively.

Next, we investigate whether the volatility components have forecasting power for future industry-specific output. As regressors, we use lagged values of the industry output residual, the return on the industry portfolio, and the three aggregate volatility measures, as well as industry and firm-specific volatility in the particular industry. The annual sample contains 26 years of data; hence separate estimation for each industry is not feasible. We therefore pool the data cross-sectionally and perform a restricted estimation. For an industry $i$, consider the following regression:

$$v_{it} = \alpha_0 + \alpha_1 v_{i,t-1} + \alpha_2 R_{i,t-1} + \alpha_3 \text{MKT}_{t-1} + \alpha_4 \text{IND}_{t-1} + \alpha_5 \text{FIRM}_{t-1} + \alpha_6 \text{IND}_{i,t-1} + \alpha_7 \text{FIRM}_{i,t-1} + \omega_{it},$$

(29)
where $R_{i,t-1}$ is the return on the industry portfolio, and $\text{IND}_{i,t-1}$ and $\text{FIRM}_{i,t-1}$ are industry and firm-level volatilities computed from the decomposition (24) and (25). We stack all industries into a single system and estimate the model imposing the restriction that the coefficients are identical across all industries. Using Newey-West corrected standard errors, we find that the only significant variable is firm-specific volatility in the industry. The point estimate of $\alpha_7$ is $-0.158$ with a $t$-statistic of $-2.345$. However, the $R^2$ of the regression is only 1.2 percent, indicating that industry-specific output residuals are very noisy.

The forecasting power increases somewhat if we use raw industry output data instead of residuals. Although the above specification constructs pure industry effects net of aggregate output, it cannot be used to forecast industry output because aggregate output in period $t$ is not known at time $t-1$. We therefore use the following pooled regression:

$$
\Delta Y_{it} = \alpha_0 + \alpha_1 \Delta Y_{it-1} + \alpha_2 \Delta Y_{t-1} + \alpha_3 R_{it-1} + \alpha_4 \text{MKT}_{t-1} + \alpha_5 \text{IND}_{t-1} + \alpha_6 \text{FIRM}_{t-1} + \alpha_7 \text{IND}_{it-1} + \alpha_8 \text{FIRM}_{it-1} + \omega_{it}. \tag{30}
$$

As for the industry output residuals, the coefficient on industry-level FIRM is significantly negative. The point estimate is $\alpha_8 = -0.190$ with a $t$-statistic of $-2.559$. The only other significant variable is lagged industry output growth: $\alpha_1 = 0.216$ with a $t$-statistic of 3.996. The $R^2$ is 6.3 percent. Although this forecasting power is still modest, it is interesting to note that firm-level volatility in a given industry is significantly negatively related to future output growth in that industry.

V. What Might Explain Increasing Idiosyncratic Volatility?

We have documented a dramatic increase over the past three decades in the idiosyncratic volatility of stock returns. It is natural to ask what forces might be responsible for this change in stock market behavior. Here we briefly discuss some possibilities, leaving a detailed investigation for future research.

It is helpful at the outset to make a clear distinction between shocks to expected future cash flows, discounted at a constant rate, and shocks to discount rates. Any model that rules out explosive “rational bubbles” in stock prices implies that stock returns must be driven by some combination of these shocks. Thus an increase in volatility can only result from an increase in the variance of cash-flow shocks, an increase in the variance of discount-rate shocks, or an increase in the covariance between the two types of shocks. Campbell (1991) provides an approximate loglinear accounting framework that can be used to break stock market volatility into these components, but the general point does not depend on the use of this approximation.
The strict random-walk model of stock prices implies that stock returns are unforecastable; equivalently, discount rates are constant, so that stock returns are driven entirely by expected future cash flows. Even modest predictability of stock returns, however, can generate important volatility beyond that arising from shocks to cash flows. Campbell (1991) argues that the bulk of aggregate market volatility arises from changing discount rates. Vuolteenaho (1999) applies a similar methodology to individual stock returns and estimates that shocks to individual firms’ cash flow have a variance about twice that of shocks to individual firms’ discount rates. The cash flow shocks are less highly correlated across firms than are the discount rate shocks, however, so cash flow news plays a smaller role at the aggregate level.

There is some evidence that the volatility of aggregate output fluctuations has diminished since the early 1980s. McConnell and Perez Quiros (1999) document this fact and attribute it to reduced volatility of production and inventory investment in the durable goods sector. However, this phenomenon does not explain the trends reported in this paper because the increased importance of idiosyncratic stock market risk is due to an increase in idiosyncratic volatility, not a reduction in aggregate stock market volatility.

There are several possible reasons why the variance of idiosyncratic shocks to cash flows might have increased over the past several decades. In corporate governance, there has been a strong tendency to break up conglomerates and replace them with more focused companies specializing in a single industry or economic activity. This can be understood as a shift toward reliance on external as opposed to internal capital markets (Gertner, Scharfstein, and Stein (1994), Stein (1997)). It implies that firms are now separately listed, and their idiosyncratic risks separately measured, whereas previously they might have traded as a single conglomerate that was itself a diversified portfolio of activities.

A related trend is that companies have begun to issue stock earlier in their life cycles, often at a stage where profitability is not yet clearly established and there is considerable uncertainty about long-run prospects. This trend probably has only a small effect on our value-weighted results, but it is surely important for the dramatic increase in equally weighted idiosyncratic volatility reported in the bottom panel of Table III, and for the equally weighted correlation results reported in Section III.

Changes in executive compensation may also play a role in these developments. Executives who are compensated through stock options have incentives to increase the risks of their firms’ activities. Cohen, Hall, and Viceira (2000) study a panel of large firms and find that this effect is statistically detectable, albeit small in magnitude.

Morck, Yeung, and Yu (2000) provide further suggestive evidence for the importance of these factors. They study variation across countries in the explanatory power of the market model, using each country’s own stock index as the market index. They find that the market model has much greater explanatory power in less-developed markets with weak legal protection for outside investors. They argue that such markets rely more heavily on inter-
nal finance, with cross-holdings and cross-subsidization that prevent individual firms’ stock prices from reflecting information about the values of their core operations.

Leverage is another factor that can affect the volatility of cash flows to equity investors (Black (1976), Christie (1981)). When leverage increases, stockholders bear a greater share of the total cash-flow risk of the firm, and the volatility of the stock return increases accordingly. Leverage certainly accounts for some of the extreme volatility in the Great Depression, illustrated in Figure 1. Unfortunately recent trends in leverage do not help to explain our findings; the bull market of the 1990s has decreased U.S. corporate leverage, measured in the theoretically appropriate manner using market values, even as idiosyncratic volatility has increased.

It is tempting to argue that idiosyncratic volatility might have increased not just because idiosyncratic cash flows are now separately traded, but also because information about these cash flows is now disseminated far more rapidly. Information technology has certainly helped to make firm-specific information available on a more timely basis. It is important to note, however, that within a framework of constant discount rates, improved information about future cash flows actually decreases volatility rather than increasing it. The reason was explained by West (1988), following Shiller (1981) and LeRoy and Porter (1981). Improved information about future cash flows increases the volatility of the stock-price level, but it reduces the volatility of the stock return because news arrives earlier, at a time when the cash flows in question are more heavily discounted.

Financial innovation—particularly the opening of new derivatives markets—may also have affected the availability of information about future cash flows. As argued by Ross (1976) and John (1984), options can complete an otherwise incomplete market and can have a significant impact on the price behavior of the underlying securities. Theoretically, the direction of this effect is ambiguous. The normal presumption is that derivatives markets increase information and hence reduce volatility (Grossman (1989)); but Stein (1987) points out that it is possible for new derivatives markets to change the pattern of trading by informed speculators in such a way that the information content of prices is reduced, and volatility is increased. Empirically, however, there is little evidence that this perverse effect is important. Kumar, Sarin, and Shastri (1998) and earlier studies cited there, notably Conrad (1989) and Skinner (1989), report that optioned stocks, on average, experience a statistically significant decline in volatility relative to the market as a whole. Thus there is little scientific support for the popular belief that the proliferation of derivative instruments increases volatility.

Shocks to investors’ discount rates can also affect idiosyncratic volatility. Within the framework of the CAPM, for example, changes in betas can move discount rates and, hence, prices. If betas are now more volatile, this would explain increased firm-level volatility. Braun, Nelson, and Sunier (1995) find little evidence that beta shocks are important for volatility of industry and size portfolios, but Cho and Engle (1999) obtain more encouraging results for a sample of nine large individual stocks.
An alternative paradigm emphasizes that discount rates are determined by the interactions of heterogeneous groups of investors. One of the most noticeable recent changes in the stock market is the increased share of institutional ownership, particularly in large stocks. Institutional investors—notably pension funds and mutual funds—form a small, relatively homogeneous group whose sentiment may be influenced by a few common factors. This suggests that shocks to institutional sentiment might be important in explaining the increased idiosyncratic volatility of stock returns. Malkiel and Xu (1999) explore this effect in a sample of S&P 500 stocks and find that the proportion of institutional ownership is correlated with volatility. This could of course be due to reverse causality, because institutions prefer more liquid, heavily traded stocks, which may tend to be more volatile (Gompers and Metrick (1999)). However Malkiel and Xu (1999) show that institutional ownership helps to forecast volatility in industry portfolios formed from S&P 500 stocks. Day trading by small individual investors may also be an influence on the idiosyncratic volatility of some stocks, particularly at the end of our sample period.

VI. Concluding Comments

In this paper we have characterized the behavior of stock market volatility—not only at the level of the market as a whole, but also at the industry and idiosyncratic firm levels. Our approach has two characteristic features.

First, we have used daily data to construct realized monthly volatility, which we then treat as observable. This allows us to use standard econometric methods to describe the time-series variation of realized volatility, rather than the more advanced methods that are necessary when volatility is treated as an unobserved latent variable. Second, we define volatility components in such a way that we can construct the total volatility of a typical firm by adding up components, without regard to covariance terms, and yet we avoid the estimation of industry or firm-level beta coefficients. Both these features can be modified in future research, but they help enormously in the initial exploration of the data.

Our main results are as follows. First, in our 1962 to 1997 sample period, there is strong evidence of a positive deterministic trend in idiosyncratic firm-level volatility. This trend is not due merely to an increase in the number of publicly traded companies or to changes in the serial correlation of daily data. There is no similar trend in industry or market volatility.

Second, the trend increase in idiosyncratic volatility relative to market volatility implies that the correlations among individual stock returns have declined over the past few decades. The $R^2$ of the market model for a typical stock has also declined, while the number of stocks needed to obtain any given amount of portfolio diversification has increased.

Third, firm-level volatility both accounts for the greatest share of total firm volatility, on average, and for the greatest share of the movements over time in total firm volatility. Relative to its mean, however, market volatility displays the greatest variation over time and it tends to lead the other components of volatility.
Fourth, all the components of volatility are countercyclical and tend to lead variations in GDP. The volatility measures help to forecast GDP growth and greatly diminish the significance of stock index returns in forecasting GDP.

Finally, we obtain broadly similar results when we disaggregate to the level of individual industries, using estimates of industry betas on the aggregate market but still avoiding the estimation of firm-level betas.

Like most other papers on volatility, this paper has presented a statistical description rather than a structural economic model. A fascinating area for future research will be to explain the behavior of our disaggregated volatility measures, and particularly the observed upward trend in idiosyncratic volatility. We have speculated that the trend may result in part from changes in corporate governance and in part from the institutionalization of equity ownership, but at this stage any such explanation can only be highly tentative.
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