Harnessing Complementarities in the Education Production Function*

John A. List            Jeffrey A. Livingston\textsuperscript{a}            Susanne Neckermann
University of Chicago and NBER        Bentley University        ZEW and University of Mannheim

Abstract
Studies which seek to estimate components of the education production function, especially those that employ the “value-added” approach, almost universally assume that the production function is linear and additively separable in its inputs. This strict functional form assumes that there are no complementarities between inputs, though there are compelling intuitive reasons to think they might exist. This study conducts a randomized field experiment to evaluate whether complementarities between students, their parents, and tutors who aid the students in specific subjects can be harnessed using financial incentives. No evidence emerges in support of this hypothesis. The results suggest that a given level of financial resources have a far greater impact on student achievement when directed at just one input rather than being spread over multiple inputs. The evidence also suggests that students do not reach their effort frontier on standardized tests in which they have no personal stake, calling into question their usefulness as a measure of student achievement and as an evaluation tool for policy makers.
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I. Introduction

There is an extremely rich literature regarding the nature of the education production function (EPF), that is, the manner by which inputs from students, parents, teachers, schools, and many other sources are translated into a student’s academic achievement. Hanushek (2002) reviews much of the extant literature. Recent examples of empirical studies include Krueger (1999), Angrist and Lavy (1999) and Hoxby (2000) who each present evidence on the effect of class size; Hanushek et al. (2003) who address peer effects; Rivkin et al. (2005), who focus on identifying variation in teacher quality; De Fraja et al. (2010) who examine the effects of student, parent and teacher effort; and Houtenville and Smith Conway (2008) who concentrate on the importance of parental involvement.

Despite this richness, one critical issue that the extant literature has largely left in the background is whether inputs in the EPF might be complements. This possibility is intuitively appealing. For example, increased teacher effort might be more effective if parents are also more supportive of their child’s academic pursuits. While some studies such as Todd and Wolpin (2003) have recognized that complementarities may exist, most empirical research has assumed that the EPF takes a functional form that precludes the possibility of complementary inputs. In particular, studies that employ the popular “value added” approach typically assume that the production function is linear and additively separable in its inputs, thereby restricting inputs to be perfect substitutes (see, e.g., the papers cited above as well as Aaronson et al. 2007, Jacob and Lefgren 2008 and Rothstein 2010).¹

¹ Houtenville and Smith Conway (2008) do note that they attempted regressions which included interactions between parental effort and school resources. Although they do not report the results, they do comment that they found almost no significant interaction effects, suggesting the two inputs are indeed substitutes.
This assumption has vital policy implications. If correct, policy makers can target one specific input and expect to see significant returns in student achievement. However, if strong complementarities between inputs exist, strategies which target multiple inputs should be more successful, while strategies that focus on only one input might be doomed to failure. For example, providing teachers with merit pay increases might have few effects unless parents are supportive of their child’s studies.

In this paper, we offer a field experiment specifically designed to explore the effects of potential complementarities between inputs in the EPF. In so doing, we also present one of the first studies to investigate whether varying the input that is incentivized results in different impacts on student achievement. We leverage a program in Chicago Heights, IL, elementary and middle schools made up of largely low-income and minority students with low achievement. This program used a grant financed by federal stimulus funds to hire tutors to work with students who the school administrations identified as needing extra help in either reading or math. Our randomized field experiment provides financial incentives to three key inputs into a student’s education: the students themselves, their parents, and the students’ tutors. Either a single input or a combination of these three inputs are provided incentives to meet (or to aid the student in meeting) a variety of academic and behavioral standards. If complementarities between inputs

---

2 Fryer (2012) also presents an experiment designed to harness complementarities by aligning the incentives of all inputs – students, parents and teachers. However, there are crucial differences in the approaches taken by his study and ours. While he incentivizes inputs, e.g. by providing rewards for completing more math objectives in a software program designed to teach math skills, we directly incentivize outputs such as grades and test scores. Also, the Fryer study includes only one treatment group where all inputs are given incentives at the same time, while we also have treatment groups that give incentives to only a subset of the inputs (including individual inputs).

3 In a closely related study whose design was used as much of the inspiration for the design of our approach, Levitt, List and Sadoff (2011) also vary the reward recipient, incentivizing either students or parents (but never both, as we do here).
are sufficiently important, larger improvements should be observed when providing multiple parties with incentives than when only one input is addressed.

However, even in a controlled experiment, it is difficult to isolate the effect of complementarities and verify their existence.\textsuperscript{4} We therefore take a more pragmatic approach and consider whether complementarities are strong enough to influence policy. The experiment is designed to answer the following question: given a set budget that policy makers have at their disposal, what distribution of incentives results in the largest improvement in student achievement? In each case, a pool of $90 is made available to the incentivized parties, regardless of how many inputs are targeted. For example, when only the student is given an incentive, the student is paid $90 if all of our achievement standards are met. But when both the student and their parent are incentivized, each is paid $45 if the student meets the standards.

Our results provide little evidence that complementarities between inputs are important enough to influence policy. When only one input is incentivized, we observe similar gains regardless of who receives the incentive – the student, the parent or the tutor. The effect sizes are substantial, ranging between 0.3 and 0.5 standard deviations. However, when the same budget is used to incentivize multiple inputs, the gains relative to control are smaller and statistically insignificant.

Our experimental design also allows us to examine whether incentivized achievement improves human capital or merely encourages students to exert more effort on the exam that is used to measure their progress. One standard which the students must meet in order for the

\textsuperscript{4} Fryer (2012) reviews several of the competing mechanisms that may cause the kind of financial incentives we employ here to drive behavior in one direction or the other. They include harnessing complementarities along with the degree to which students, parents and teachers are motivated; how the future is discounted; a potential lack of information about the returns to education; the ways in which incentives change the optimal allocation of effort by each input, and the crowding out of intrinsic motivation.
incentivized parties to be paid is to improve on a standardized test that we designed. This test served no purpose outside the experiment, and the results were not reported to the school district, so the only incentive to improve on the test was the financial incentive we provided. These tests were designed to assess the same skills and knowledge that official standardized tests examine, and drew the questions from test banks created by the same organization that develops the standardized tests used by the schools. Indeed, the school district administered an official standardized test at approximately the same time as each of our tests. Should students take both tests seriously and experience true gains in knowledge and skills in response to treatment, we would expect similar gains on both the experimental tests and the official standardized tests. However, if improvements are observed only on the tests for which the inputs are incentivized, then students are likely not reaching their effort frontier on tests in which they have no personal stake.

The answer to this question also has crucial policy implications. Standardized tests are now being widely implemented as a measure of the effectiveness of both schools and teachers. This includes measures such as the No Child Left Behind Act of 2001, which withheld federal funding for states who failed to meet minimum achievement standards based on statewide standardized tests, the federal Race to the Top competition which rewarded states for implementing value-added systems of teacher evaluation based on standardized tests, and pushes for teacher merit pay systems which measure teacher effectiveness using such tests. If students only exhibit improvement on tests for which they are incentivized, it calls into question the appropriateness of using standardized tests that have no impact on a student’s welfare as an evaluation of a student’s academic progress. Students may fail to show improvement merely
because they have no incentive to show what they have learned, not because they are missing the requisite skills. Accordingly, the test would not accurately measure such students’ achievement.

This potential problem has gone largely unrecognized by academics and policy makers alike. Only a handful of studies that we are aware of have explored whether standardized tests accurately measure academic progress. Levitt et al. (2011) show that student test scores increase dramatically when they are given a substantial monetary incentive to improve on the test but are not notified about the incentive until the day of the test. Because the students were unaware of the incentive beforehand, any observed test improvement can only be due to increased effort on the exam, not improved learning beforehand. Hence, students do not perform at their effort frontier in the absence of additional rewards. Corcoran et al. (2011), meanwhile, find substantial variation between teacher effects on outcomes of two standardized tests that were administered at approximately the same time, one of which is used to reward or punish teachers and schools based on the students’ progress and the other of which is used only as a diagnostic assessment. As they note, “one would hope that high-stakes decisions about individual teachers are not highly test-dependent.” Likewise, one would also hope that such decisions are not made on the basis of tests that do not observe the true extent of a student’s improvement.

The results are largely consistent with the conclusion that students in this population do not fully exert themselves on tests which are high stakes for the schools but for which they have no personal stake. The observed gains relative to control on the incentivized exam are absent on the school-administered standardized tests.

The remainder of this study is organized as follows. Section II describes the experimental design and reviews the nature of school district where the experiment was conducted. Section III presents the empirical methodology and discusses the results. Section IV concludes.
II. Experimental Design

Our experiment was conducted in the nine elementary and middle schools in Chicago Heights, IL, a suburb thirty miles south of Chicago. While there are some differences in the demographic composition of the schools, the schools as a whole are populated largely by low-income and minority students. 38 percent are African American, 53 percent are Hispanic, and 93 percent are eligible for the district’s free lunch program. They also struggle with low rates of success in meeting state achievement standards. Only 53 percent of students passed both the reading and math portions of the Illinois Standards Achievement Test (ISAT) in 2010, the results of which are applied to the No Child Left Behind Act to identify failing schools.

The district classifies students into three tiers. Tier one students are those who are on track to meet state ISAT standards. Tier two students are judged to be at risk of failing to meet state standards, while tier three students are judged to be severely at risk and in need of intervention. The tutors were hired to work with tier two students. 32 tutors were hired for 100 days at a wage of $100 per day. Each of the nine schools was provided with two reading tutors and one math tutor; five English as a Second Language tutors were also employed.

Our experiment worked with the reading and math tutors. Of these 27 tutors, 23 were involved in the experiment. Two elected not to participate, one was converted to a permanent substitute teacher shortly after the beginning of the experiment, and one was not hired until well after the experiment began. Students met with the tutors in groups ranging in size from one to nine; these groups typically consisted of students of the same grade level. A total of 581 students, grades Kindergarten through eighth, worked with our 23 tutors. These students were organized into 157 groups.

Our design consists of five treatment groups and one control group. We randomized students into these treatments at the tutor-group level, rather than at the individual level, to make
it easier for the tutors to keep track of each student’s treatment. While conducting the randomization, we blocked on school, tutor, homeroom teacher, subject (reading or math), grade level, gender, race/ethnicity, number of meetings per week the group met with the tutor, and baseline test score when available.\(^5\)

The five treatment groups include an incentive for the tutor only, an incentive for the student only, an incentive for the student’s parents only, an incentive for both the student and the parents, and an incentive for all three inputs – the student, the parents, and the tutor. A total of $90 is paid to the incentivized parties if the achievement standards are all met. In the treatments where only one input is incentivized, that input receives the entire $90. In order to judge whether potential complementarities should impact policy, the $90 is split equally among the incentivized parties. So, for example, when all three parties are given the incentive, each earns $30 if the standards are met. This allows us to judge how a given budget can be allocated most efficiently. If complementarities are strong enough, student improvement should be strongest when the money is divided between multiple inputs. However, if they do not exist or are not strong enough to overcome the (potentially) smaller effect on effort that the smaller amount may have, using the budget to incentivize multiple inputs will at best provide no advantage over incentivizing only one input, and at worst will have a smaller impact on student improvement.

The standards students are required to meet are based on those employed by Levitt, List and Sadoff (2011), who examine the impact of monthly financial incentives on the performance of high school students in Chicago Heights. These standards were provided by the school leadership, and are based on what they considered to be the minimum requirements necessary to

---

\(^5\) One of the tutors elected to drop out of the experiment shortly after our randomization was conducted and the tutors had already been informed of the treatment groups to which each of their student groups were assigned. Including the students of this tutor, 620 students were part of the randomization. Baseline test scores were available for 452 of these students.
complete the ninth grade. They include: no more than one unexcused absence and no all day suspensions in the month, letter grades of C or higher in all classes on the last day of the month, and when available, scoring at grade level or improving upon a standardized school reading assessment taken in the previous month.

We modify these standards to our context. The experiment began on January 10th, 2011 and consisted of two roughly bi-monthly, rather than monthly, assessments. According, we modify the absence standard to allow two unexcused absences during each assessment period rather than one. Also, the grade and testing standards of Levitt, List and Sadoff (2011) require students to meet a common threshold; in response, students who are near the threshold react more strongly to the provided incentives. As an alternative, we employ individually-tailored standards to avoid such threshold effects. Consequently, our standards were: no more than two unexcused absences and no all day suspensions during each assessment period, the student’s grade in the relevant subject had to be above a failing grade of F and at least maintained at its previous level, and the student had to improve by at least one point (out of 20) on the standardized test that we created. The two assessments were independent, so those who failed to earn a reward in the first assessment period were able to do so in the second assessment period, and vice versa.

In addition to these standards, we wanted to provide incentivized parents with a tool for helping their child improve. At the end of each week, tutors were required to create a homework assignment for each group of students who were part of one of the parent incentive groups (parent only, student and parent, and student and parent and tutor) that was designed to be a review of what they had covered that week. The tutors instructed the students to bring these

---

6 Although the experiment did not begin until January 10th at the beginning of the trimester which followed the holiday break, the tutors began meeting with their students in early November 2010.
assignments home to work on with their parents. Parents then faced the additional requirement of completing these assignments with their child each week, and having their child return it to the tutor.

We first informed the tutors about the experiment in November, and met with them frequently to make sure that they understood all of the program’s details and expectations. Students were informed of their incentives and the standards they had to meet by their tutors as well as by a letter which we provided. Parents were informed of the incentives and standards in four ways: by phone when possible,\(^7\) by a letter we sent home with their child, by another copy of this letter which we mailed, and by a weekly letter from the tutor which accompanied the weekly assignments which the tutors sent home. The letters to parents were provided in both English and Spanish since many parents did not speak English. New letters were given to tutors, students and parents at the end of the first assessment, to remind them of the details of the experiment and that everyone was starting with a clean slate for the second assessment. Appendices A through C present examples of the letters provided to the parents, students and tutors, respectively, at the beginning of the experiment. The letters given at the beginning of the second assessment look similar.

Our two bi-monthly assessments each occurred at the end of a trimester to coincide with the release of grade cards as closely as possible, so that the grade standard could be assessed and enforced. The first assessment coincided with the release of the second trimester grades on March 17\(^{th}\), 2011. The second assessment concluded with the issuance of the final trimester grade card on June 6\(^{th}\), 2011.

\(^7\) Phone contacts were rather unreliable. Parents in Chicago Heights often rely on pre-paid cell phones, so their numbers change frequently and they often forget to update their contact information with the schools.
Conveniently, the beginning of the experiment and each of the assessments occurred at roughly the same time as when the schools administered a standardized test. Chicago Heights students in grades three through eight take the Discovery Education ThinkLink Learning exams four times during the course of the school year. The schools administered the third exam at the beginning of the experiment in January, and the fourth exam near the end of the experiment in May. Students also took the ISAT approximately at the time of the first assessment in March. Each of these exams has a reading, math and science component. Discovery Education designs the ThinkLink exams to test the same skills as the ISAT, and the schools use them as predictors of a student’s ISAT scores. The third ThinkLink exam of the year is used as a baseline score to assess improvement on the later school-administered exams that are not incentivized. We judge student improvement at our first and second assessment points by comparing the baseline results to scores on the ISAT exam and the final ThinkLink exam, respectively.

The incentives in our experiment are not based on performance on these official exams, however. Rather, we design our own exams using resources provided by Discovery Education, which make it possible to create ThinkLink “probes” to measure a student’s progress at any time. These exams randomly draw questions from a test bank of questions that again are based on the same skills and knowledge that is tested on the official ThinkLink tests as well as the ISAT. Therefore, each of the exams for which we have data – the ThinkLink exams, the ISAT, and our ThinkLink probes – theoretically measure the same thing. A separate probe was created for each grade level (K through 8) and subject (reading and math). The probes consist of 20 questions, are
administered by the tutors, and are taken on a computer. Each probe was administered beginning the week following the official standardized test with which it is paired, so they measure the students’ knowledge at roughly the same time. The baseline ThinkLink exam was taken during the week of January 10th 2011; our first probe was taken during the week of January 17th. The ISAT was taken during the week of March 14th 2011; our second probe, used for our first assessment, was taken during the week of March 21st. Finally, the final ThinkLink exam was taken between May 9th and May 23rd 2011; our final probe, used for our second assessment, was taken by most students beginning on May 23rd. Performance on these probes was critical for receiving the rewards, while performance on ThinkLink exams and the ISAT was not.

For the first assessment, grades and information about absences and suspensions were available at the time each student took the probe, and the tests were administered and graded by computer. We were able to assess immediately which students qualified for their reward at the conclusion of the test, so students who met all four standards were paid immediately upon completion of their exam. Parents were paid two weeks later either at pizza parties we held at the schools, or by mail if they were unable to attend. All parents and their children were invited to attend, and we did not inform parents ahead of time whether they had earned a reward. At the party, we reviewed the performance of each student with their parents, paid those who qualified,

---

8 Because tutors met with their various groups of students at different times throughout the course of the week, it was impossible for the experimenters to administer the exams to the students. We therefore had to have the tutors administer the exams to each of their groups. While this may have allowed tutors to cheat on the exams by providing the students help or even providing answers, it was the only feasible alternative.

9 Near the end of the experiment, several tutors ran out of their 100 work days near the beginning of May, so they had to administer their probes early. The administration of the final ThinkLink exam and other end of the year activities also interfered substantially with the schedules of both the tutors and the students, making a consistent testing window impossible to achieve. As a whole, the final probe was administered beginning on May 5th and throughout the month of May and into the first week of June.
and made sure the parents were aware that the incentive program was continuing and that each student started with a clean slate. We attempted to contact parents who were unable to attend by phone, letters sent home with the students, and by mail as we did at the beginning of the experiment.

For the second assessment, immediate payment for the students was not possible because the probes had to be administered before final trimester grades were issued on the final day of the school year, June 6th. All students and parents who qualified were paid by mail. Tutors who earned rewards were paid either in person or by mail.

III. Results

III.1 Balance on covariates

Table 1 reports the sample means by treatment group for pre-treatment characteristics and for baseline achievement in our sample. The tables indicate significant differences between treatment and control group means, with standard errors clustered by tutor-groups. As expected, there are no statistically significant differences in baseline achievement and very few statistically significant differences in demographic characteristics. The only significant differences are the proportion of females in the student treatment and the proportion of Hispanics in tutor and student-parent. As shown below, including controls for pre-treatment characteristics as well as baseline performance does not alter the results.

III.2 Empirical strategy

---

10 The first panel reports probe outcomes for the baseline assessment at the start of the experiment. The second panel reports performance in the standardized tests previous to the ones that coincide with end of assessment periods one and two: ISAT and ThinkLink, as well as grades at the start of the program. The third panel reports demographic characteristics such as gender and ethnicity as well as the number of tutor meetings the students had per week and whether or not parents received our letter explaining the program and treatments. The last panel reports attrition caused by students leaving the program or tutors dropping out.
While our incentive program is based on a vector of outcomes, for several reasons, the focus of the analysis is on improvement on the ThinkLink probes and the companion official standardized tests that were not incentivized. The district’s goal for the tutor program was improvement on ISAT scores, and in general standardized test scores are the most widely relied upon measure of student achievement. Another goal of the study is to compare performance on incentivized standardized tests to performance on tests that lack incentives.

Discovery Education classifies each question on the probes as easy, moderate, or difficult. Thus, we are able to examine improvement not only on the overall score, but also on the percentage of each type of question answered correctly to see on which margin improvement is occurring. We also examine the other incentivized outcomes: the course grade received in the relevant class (reading or math), the number of unexcused absences and suspensions, and whether the student meets all standards and achieves the reward threshold. Finally, we compare student performance on the ThinkLink probes to performance on the official standardized test that coincides with the end of the respective assessment period (ISAT for assessment period one and the final ThinkLink exam for assessment period two).

For each of these outcome measures, we estimate a standard value-added model of student achievement. Variants of the following equation are estimated by Ordinary Least Squares:

$$A_{igt} = \alpha A_{igt-1} + \beta_1 T_i + \beta_2 X_i + \beta_3 r + \beta_4 v + \mu + \epsilon_{igt}.$$

where $A_{igt}$ is the achievement of student $i$ in grade $g$, assigned to tutor $j$ and group $r$, who sees homeroom teacher $v$, in assessment period $t$; $A_{igt-1}$ is the baseline assessment from the previous
period,\(^{11}\) \(T_{jr}\) is a vector of variables indicating the treatments assigned to tutor-group \(r\) where the control group is the omitted category, \(X_i\) is a vector of individual student characteristics;\(^{12}\) \(\gamma_g, \theta_j\) and \(\mu_v\) are grade, tutor and teacher fixed effects, respectively; and \(\varepsilon_{igjrvt}\) measures white noise. Standard errors are clustered by tutor-group, which is the level of randomization.

III.3 Results

Table 2 presents the results for the full set of outcome variables, including all control variables, in the first assessment period.\(^{13}\) Column 1 reports the effects of the treatments on the overall ThinkLink probe score, standardized by grade and subject (reading or math).\(^{14}\) The individual input incentives Student as well as Parent and Tutor each have a statistically significant and sizeable positive effect on probe scores, our primary measure of student progress. The individual reward conditions have substantial impact on performance: an increase in test scores ranging from roughly 0.3 to 0.5 standard deviations. The coefficients for these treatments are not statistically significantly different from one another, so there is no evidence that any one input is more vital than the others. However, the estimated coefficients on the Student and

\(^{11}\) Exceptions are suspensions and absences, as these data are not currently available for the period before the start of the program.

\(^{12}\) These characteristics include gender, race/ethnicity (African-American, Hispanic or Caucasian), the number of meetings the student had each week with her tutor, eligibility for free lunch, a dummy variable indicating whether the student appears in the data more than once because she sees both the reading and math tutor in her school, the percentage of homework returned to the tutor (recorded as zero for students in treatments with no parent incentives), a dummy variable indicating whether the initial mailing was received by the parents, and a dummy variable indicating if the student’s parents did not speak English.

\(^{13}\) Columns 1 through 3 in Table 3 show specifications where we alter the set of control variables. They show that the results reported below are highly robust to changes in the characteristics and types of fixed effects that are included as regressors.

\(^{14}\) The number of observations falls short of our full sample of 581 students because a handful were absent at the time when either the initial assessment probe or the second assessment probe was administered. These missing test scores leave us with 547 observations.
Parent and All treatment indicators are each statistically insignificant, indicating that the gains are much weaker when multiple inputs are incentivized but the reward is smaller.

Interestingly, the incentives have the biggest impact on student performance on the easiest exam questions. Columns 2 through 4 of Table 2 report the results of regressions where the outcome variable is the percentage of easy, moderate and difficult questions that the students answer correctly, respectively. Each individual incentive increases the percentage of easy questions answered correctly by about six to seven percentage points, which again represents a roughly 0.3 standard deviation increase, and again, these effects are not observed in treatments with more than one incentivized input. No such gains are evident on the more difficult questions, with one exception: solely incentivized students see a similar-sized gain in the percentage of the most difficult questions answered correctly. However, it is clear that the majority of the improvement observed comes on the easier questions. One intuitive interpretation of this result is that incentivized students simply exert more effort on easier questions where it takes less additional effort to deduce the correct response. However, it is also possible that the observed improvement represents true gains in ability, as tutors may be able to provide knowledge about the easiest material more effectively.

The latter interpretation is cast into doubt, however, when we examine the impact of the treatment groups on ISAT scores. Column 5 of Table 2 reports these results where the dependent variable is the student’s ISAT score in the subject area in which the student receives tutoring (reading or math), standardized by grade level. Table 3 examines the robustness of these results to the inclusion or exclusion of controls. The probe results are reported in columns 1 through 3

---

15 Only 505 observations can be used in these regressions because the 8th grade math exam was deleted from the system before information about the difficulty of each question could be recorded.
and the ISAT scores are reported in columns 4 through 6. The qualitative pattern of results is the same regardless of the set of student characteristics and fixed effects that are included in the specification. Despite the fact that the incentivized Thinklink probes and the non-incentivized ISAT measure the same set of skills, parallel treatment effects on ISAT scores are not observed. It is therefore likely that the observed probe improvements are due not to improvements in these skills, but rather to increased effort and concentration on the test in response to the financial incentives.

Improvements are observed not only in response to incentives for the students, but also in response to potential rewards solely for parents and tutors. Accordingly, in order for this interpretation to be correct, students’ optimal effort levels on an exam must increase in response to rewards for the other inputs, suggesting that parent and tutor welfare enter the students’ utility functions. In this scenario, the lack of parallel ISAT improvement implies that students fall short of their effort frontier when not properly incentivized. This calls into question the ability of such tests to accurately measure student knowledge and the usefulness of these tests as an instrument of policy.

One potential problem with this conclusion is that different sets of students take each test. Only third through eighth graders take the ISAT and Thinklink exams, and scores are not available for many students even in these grades. Data are only available on the relevant subject exam for 230 of the 411 students who take the ISAT. Also, for various reasons such as transfers into or out of the school district or prolonged absences during the testing intervals, many students did not take all four tests - the baseline and assessment probes, and the baseline Thinklink and the ISAT. Among our sample of 547 students who took both probe exams, only 226 also took the first Thinklink and ISAT exams in the relevant subject area. It is possible that the absence of
treatment effects on the ISAT is due merely to selection and not because of real differences in how the treatments impact incentivized and non-incentivized tests. The strong treatment effects observed on the probe results might be driven by the students for whom ISAT scores are not available.

To guard against this possibility, Table 4 presents estimates with and without controls for both the probes (columns 1 through 3) and for the ISAT (columns 4 through 6) using only the subsample of students who took all four exams. The pattern of results using this restricted sample is very similar to what is found using the full sample. There are substantial treatment effects of the individual incentives on the incentivized exam, but no effects on the exam which is not incentivized. In fact, as reported in column 3 which includes all controls, the treatment effects among this subsample are stronger than observed before, and the Student and Parent treatment now has a similar impact on probe results as the individual input treatments. However, there is still no parallel effect on the ISAT exam.

Returning to Table 2, the treatments also do not have similarly strong effects on the other incentivized outcomes. Columns 6, 7 and 8 report the results of regressions where the dependent variable is class grade, number of unexcused absences and number of suspensions, respectively. While the effects of the individual party rewards (Student, Tutor, and Parent) are positive for grades, they are not statistically significant. However, this lack of improvement on grades is not surprising since the achievement standard merely required that the student maintain their grade at its previous level. There are also no statistically significant effects on both unexcused absences and suspensions, although the point estimates are largely consistent with the hypothesis that the incentives should reduce both of these indicators of poor behavior.
Finally, while not quite statistically significant at traditional levels for any treatment other than the individual tutor incentive, the individual incentives result in increased probabilities of the student satisfying all of the achievement standards. Column 9 of Table 2 reports estimated marginal effects from a probit where the dependent variable indicates whether the student met the achievement threshold to qualify for a reward. Although not statistically significant, the point estimates suggest that the individual student and parent incentives, as well as the treatment where both student and parent are incentivized, each result a sizeable increase in the probability that all of the four standards required to receive a reward are met. The tutor incentive, meanwhile, results in a statistically significant 31 percentage point increase in the chance that the threshold is achieved. However, the point estimate suggests that students in the treatment where all three inputs are targeted actually are less likely to have met all standards than students in control.

Table 5 presents some sensitivity analyses on these results for the ThinkLink probe scores. Columns 1 and 2 report regressions where math and reading students are examined separately, and columns 3 and 4 report regressions where females and males are considered separately. The same qualitative pattern of results observed for the entire sample is present for each of these subsamples.

Table 6 presents the same sensitivity analyses for the ISAT results. The pattern of results is again qualitatively similar when we divide the sample by subject or gender – no significant treatment effects on ISAT scores are observed. We also restrict attention only to students who improved their probe score in column 5. Again, there is no significant impact of the treatments on ISAT result when limiting the sample in this way.

We can conclude that rewards for an individual input have a substantial and robust impact on student performance on the incentivized test. There are no statistical differences
between coefficients; hence, there is no evidence that it matters which party receives the reward. Pure redistribution can explain why Student and Parent might have the same effect. For example, incentivized parents might have promised their student that they would give her the money if she earned the reward. Indeed, at the pizza parties following the first assessment where parents were paid in cash, we observed many parents giving their reward to their child.

However, incentivizing multiple parties with the same total reward shared among the inputs reduces the effectiveness of the reward. Keeping the budget constant creates two factors that may cause the effect of incentivizing multiple inputs to diverge from the effect of incentivizing a single input. While complementarities may be harnessed, the magnitude of the individual effects may be smaller since the rewards for each input are smaller. Our results suggest that any improvements resulting from complementarities are overwhelmed by the impact of reduced effort from the individual inputs. Improvements are significantly smaller and indeed appear to be completely eliminated when multiple parties are incentivized. Hence, from a policy perspective, we can conclude that given a certain budget, it is far better to incentivize individual parties than to split the money between multiple parties.
Table 7 displays the results for the second assessment. The results are quite different from what we observe in the first assessment – indeed, we see hardly any treatment effects. None of the treatment groups exhibit differences from control on either the incentivized exam or the probability of meeting the overall achievement threshold, as reported in columns 1 and 9, respectively. There are some significant coefficients for some treatments on more difficult questions and perhaps harmful effects of some treatments on grades and unexcused absences, but no systematic picture emerges.

We are cautious to interpret these results as several factors may have impacted student behavior towards the end of the school year when this assessment was conducted. However, there was one crucial difference between the two assessments. For the first assessment, the test

---

16 One crucial difference between our two assessments is a loss of students from our sample which occurred because several tutors reached the end of their 100 days early in May and had to leave the schools. Others failed to administer the probes before they left their jobs, either because they were unable to do so or they decided that doing so was not worth the effort. Accordingly, there is a substantial loss in the number of observations for the second assessment. This raises the possibility that the different pattern of results is due merely to attrition bias. The remaining students may be those who are less susceptible to treatment. As a check, we reran the first assessment regressions using only the subsample of students who are part of the second assessment. The qualitative results are the same as those reported in Table 2, so the attrited students do not appear to have been more impacted by incentives than those who remain in the sample for the second assessment. Results using this subsample are available from the authors by request.

17 Aside from the sample attrition mentioned above, these factors include the following. First, most students took their final ThinkLink probe between May 23rd and June 3rd, the last day of school. For these students, the probe was the sixth standardized test that the students had taken since January. Each of these tests asked similar questions. Students may have grown tired of taking these repetitive tests and begun to take them less seriously. Second, students may not have taken the exam seriously because it was so close to the end of the school year. Indeed, we received anecdotal reports from some tutors that students were finishing the probe in less than five minutes because they were anxious to attend end-of-the-year field day activities. This includes some students who were a part of the student only treatment and could have earned $90. Finally, as previously mentioned, many end-of-the-year activities interfered with the tutors’ schedules in the month of May, substantially reducing the amount of treatment the students received. These activities include the final ThinkLink exam which took two weeks to administer, field trips, and outdoor field days and barbeques.
result was the last standard to be evaluated, and since the exam was conducted and graded by computer, results were known the moment the exam was completed. Students were made aware by their tutors that if they passed the testing standard and met all other standards, they would immediately be given their reward. However, grades for the second assessment were not available until after the school year had concluded. Accordingly, they were not available at the time the students took the test for the second assessment, so we were unable to pay students at the conclusion of the exam. Students were made aware beforehand that payment would be mailed to those who earned a reward once we had information about their final grades on June 6th, three days after the end of the school year. Since the final testing began as early as May 5th, some students had to wait over a month to receive payment; most had to wait approximately two weeks.

Our results support the findings of Levitt et al. (2011). In this experiment, they announce incentives the day of a standardized test, but provide payment immediately in some treatments while delaying payment by one month in other treatments. They find substantial treatment effects resulting from immediate rewards but no effects resulting from delayed rewards.18 While we cannot rule out that the other factors mentioned above also contributed to our finding of insignificant effects in the second assessment, consistent with Levitt et al. (2011), we also find strong treatment effects when rewards are provided immediately but no treatment effects when rewards are delayed. As they note, this finding has important policy implications. When immediate rewards are not present, as is frequently the case in the educational setting, measures

---

18 Fryer (2010) also finds no treatment effects from performance incentives on output measures in experiments conducted in New York City and Chicago where the provision of the rewards was delayed by as long as several weeks after the assessments took place.
of teacher effectiveness, school quality and the achievement gap which rely on standardized tests will be biased.

**IV. Conclusion**

This paper presents one of the few studies that examine how potential complementarities between inputs in the education production function can be exploited. The conclusion that emerges from our identification strategy is clear. Should strong complementarities exist, incentivizing only one input with a certain amount of money could potentially have a smaller impact on student achievement than spreading that money across multiple inputs. Instead, we find the opposite. While incentives for individual inputs have a large impact on student achievement as measured by standardized tests, an equivalent budget spent on two or more inputs has no such impact. This result has implications for both theory and policy. Nearly all recent studies that estimate an education production function have assumed it to be linear and additively separable in its inputs. This strict functional form assumption has never been justified, but the evidence presented here gives some hope that the assumption is innocuous. The results also suggest that policy makers with a limited budget can expect larger gains when targeting only one input with available funds, rather than spending portions of their budget on more than one input.

The results also should give policy makers strong pause when using standardized tests in which the students have no personal stake as a tool to evaluate the ability of schools or teachers to improve students’ academic achievement. Students in our treatment groups show improvement when incentives are in place for themselves, their parents or their tutor on standardized tests. However, they show no such improvement on standardized tests that measure the same knowledge and skills when no incentives are in place. Students apparently improved
their scores because they exerted increased effort in response to the incentives, suggesting that they fall short of their effort frontier when incentives are not in place and they have no personal stake in the test results. Standardized tests in which the students have no stake therefore cannot be expected to accurately measure the true extent of their academic achievement.
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Appendix A. Example Letter to Students

Dear Student,

We are excited to be able to conduct this study with you. You will have the chance to earn money if you do several things:

1. You must have no more than two unexcused absences during an assessment period.
2. You must have had zero all-day suspensions (either in school or out of school) during an assessment period.
3. Your grade in either reading or math, depending on the subject that you are working on with your tutor, must either remain where it was on your last report card or improve. It must not get worse.
4. Your must have an improved score on a Discovery Education Thinklink exam in either reading or math, depending on the subject that you are working on with your tutor.

If all of these standards are met, you will be paid $90.

The evaluations will occur two times over the course of the rest of the school year, so you will have a chance to earn this reward two different times. The dates of the evaluations are based on when report cards are issued:

March 17th, 2011
June 6th, 2011

Thank you very much for participating!
Appendix B. Example Letter to Parents

Dear Parent,

We are excited to be able to conduct this study on the academic achievement of elementary school children with you. As part of the study, you, your child, and your child's reading or math tutor may have the chance to earn money if your child, FULL NAME HERE, meets a set of behavioral and achievement standards.

The standards that must be met for you to receive the reward are:

1. Each Friday, the tutor will give your child a package of materials or an assignment to work on together with you. You must complete the materials or assignment with your student, and keep a record of what material has been covered each week on the sheet that we will provide to you. Any completed materials and the record sheet should be sent back to school and returned by your child to their tutor a week later, on the Friday after you receive them.
2. Your child must have no more than two unexcused absences during an assessment period.
3. The student must have had zero all-day suspensions (either in school or out of school) during an assessment period.
4. Your child's grade in the relevant subject (either reading or math, depending on the subject that the tutor is teaching your child) must either remain at its previous level or improve. It must not decline.
5. Your child must have an improved score on a Discovery Education Thinklink exam in the relevant subject (reading or math).

If all of these standards are met, you will be paid $45. Your child will also be paid $45 if he or she avoids unexcused absences and all-day suspensions as mentioned, maintains his or her grade in the relevant class, and improves his or her score on the Discovery Education Thinklink exam in the relevant subject.

The evaluations will occur two times over the course of the rest of the school year, so you will have a chance to earn rewards on two different occasions. The dates of the evaluations are based on when report cards are issued:

March 17th, 2011
June 6th, 2011

Thank you very much for participating. If you have any questions, please do not hesitate to contact me. My contact information is:

Jeff Livingston
Email: jlivingston@bentley.edu
Phone: (XXX) XXX-XXXX
Appendix C. Example Letter to Tutors

Hi Tutors,

We are excited to be able to conduct this study on the academic achievement of elementary school children with you. As part of the study, you, your students, and the students’ parents may have the chance to earn extra money if the student meets a set of behavioral and achievement standards.

Here is how the study will work. Each of your groups of students will be randomly assigned to one of six possible incentive programs. These programs include:

1) Only you are eligible for a reward.
   If all of the standards are met, you will be paid $90.

2) Only the student is eligible for a reward.
   If all of the standards are met, the student will be paid $90.

3) Only the student's parents are eligible for a reward.
   If all of the standards are met, the student's parents will be paid $90.

4) Both the student and his or her parents are eligible for a reward.
   If all of the standards are met, the student and the student's parents will be paid $45 each.

5) Both you, the student and the student's parents are eligible for a reward.
   If all of the standards are met, you, the student and the student's parents will be paid $30 each.

6) Nobody is eligible for a reward.

Your group assignments to the incentive programs are described in the attached letter. Every student in one of your groups will be part of the same incentive program. So, for example, if you have a group of six students that you meet with, that group is assigned to incentive program 1, and the standards below are met for all six students, you would be paid $540. If three of the six students meet the standards, then you would be paid $270.
The standards that must be met for you to receive the reward are as follows:

1. Create a package of materials on that week's areas covered for the student to bring home and work on with their parent(s). This should be done at the end of each week, beginning the week of January 10th, 2011. Your materials should be sent home with the students on Friday, and should consist of a review of the material you went over with them in your sessions that week.

   Important note: this should only be done for students whose parents are getting a financial incentive. So, this should be done for your student groups that are assigned to incentive program 3, 4 or 5 only. As long as the materials are provided to the parents and a copy is given to us, this standard is met.

   You do not need to collect the materials back from the parents and keep track of whether they actually used them if you do not want to. Keeping a record of what was done and returning the materials to me will be one of the conditions that the parents have to meet in order to receive their incentive payment.

2. Keep a record of what material has been covered with each group of students each week. As long as a record is provided to me each week, this standard is met.
3. The student must have had no more than two unexcused absences since the last evaluation.
4. The student must have had zero out of school suspensions since the last evaluation.
5. The student's grade in the relevant subject (Reading or Math) must either remain at its previous level or improve. It must not decline.
6. For third graders through eighth graders, the student must have an improved score on a Discovery Education Thinklink probe exam in the relevant subject (reading or math). For first and second graders, improvement must be shown on a similar exam.

The evaluations will occur two times over the course of the rest of the school year, so you will have a chance to earn rewards on two different occasions. The dates of the evaluations are based on when report cards are issued:

March 17th
June 6th

Thank you very much for participating. If you have any questions, please do not hesitate to contact me. My contact information is:

Jeff Livingston
Email: jlivingston@bentley.edu
Phone: (XXX) XXX-XXXX