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Abstract

Historically, time series forecasts of economic variables have used only a handful of predictor variables, while forecasts based on a large number of predictors have been the province of judgmental forecasts and large structural econometric models. The past decade, however, has seen considerable progress in the development of time series forecasting methods that exploit many predictors, and this chapter surveys these methods. The first group of methods considered is forecast combination (forecast pooling), in which a single forecast is produced from a panel of many forecasts. The second group of methods is based on dynamic factor models, in which the comovements among a large number of economic variables are treated as arising from a small number of unobserved sources, or factors. In a dynamic factor model, estimates of the factors (which become increasingly precise as the number of series increases) can be used to forecast individual economic variables. The third group of methods is Bayesian model averaging, in which the forecasts from very many models, which differ in their constituent variables, are averaged based on the posterior probability assigned to each model. The chapter also discusses empirical Bayes methods, in which the hyperparameters of the priors are estimated. An empirical illustration applies these different methods to the problem of forecasting the growth rate of the U.S. index of industrial production with 130 predictor variables.
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1. Introduction

1.1. Many predictors: Opportunities and challenges

Academic work on macroeconomic modeling and economic forecasting historically has focused on models with only a handful of variables. In contrast, economists in business and government, whose job is to track the swings of the economy and to make forecasts that inform decision-makers in real time, have long examined a large number of variables. In the U.S., for example, literally thousands of potentially relevant time series are available on a monthly or quarterly basis. The fact that practitioners use many series when making their forecasts – despite the lack of academic guidance about how to proceed – suggests that these series have information content beyond that contained in the major macroeconomic aggregates. But if so, what are the best ways to extract this information and to use it for real-time forecasting?

This chapter surveys theoretical and empirical research on methods for forecasting economic time series variables using many predictors, where “many” can number from scores to hundreds or, perhaps, even more than one thousand. Improvements in computing and electronic data availability over the past ten years have finally made it practical to conduct research in this area, and the result has been the rapid development of a substantial body of theory and applications. This work already has had practical impact – economic indexes and forecasts based on many-predictor methods currently are being produced in real time both in the U.S. and in Europe – and research on promising new methods and applications continues.

Forecasting with many predictors provides the opportunity to exploit a much richer base of information than is conventionally used for time series forecasting. Another, less obvious (and less researched) opportunity is that using many predictors might provide some robustness against the structural instability that plagues low-dimensional forecasting. But these opportunities bring substantial challenges. Most notably, with many predictors come many parameters, which raises the specter of overwhelming the information in the data with estimation error. For example, suppose you have twenty years of monthly data on a series of interest, along with 100 predictors. A benchmark procedure might be using ordinary least squares (OLS) to estimate a regression with these 100 regressors. But this benchmark procedure is a poor choice. Formally, if the number of regressors is proportional to the sample size, the OLS forecasts are not first-order efficient, that is, they do not converge to the infeasible optimal forecast. Indeed, a forecaster who only used OLS would be driven to adopt a principle of parsimony so that his forecasts are not overwhelmed by estimation noise. Evidently, a key aspect of many-predictor forecasting is imposing enough structure so that estimation error is controlled (is asymptotically negligible) yet useful information is still extracted. Said differently, the challenge of many-predictor forecasting is to turn dimensionality from a curse into a blessing.
1.2. Coverage of this chapter

This chapter surveys methods for forecasting a single variable using many \((n)\) predictors. Some of these methods extend techniques originally developed for the case that \(n\) is small. Small-\(n\) methods covered in other chapters in this Handbook are summarized only briefly before presenting their large-\(n\) extensions. We only consider linear forecasts, that is, forecasts that are linear in the predictors, because this has been the focus of almost all large-\(n\) research on economic forecasting to date.

We focus on methods that can exploit many predictors, where \(n\) is of the same order as the sample size. Consequently, we do not examine some methods that have been applied to moderately many variables, a score or so, but not more. In particular, we do not discuss vector autoregressive (VAR) models with moderately many variables [see Leeper, Sims and Zha (1996) for an application with \(n = 18\)]. Neither do we discuss complex model reduction/variable selection methods, such as is implemented in PC-GETS [see Hendry and Krolzig (1999) for an application with \(n = 18\)].

Much of the research on linear modeling when \(n\) is large has been undertaken by statisticians and biostatisticians, and is motivated by such diverse problems as predicting disease onset in individuals, modeling the effects of air pollution, and signal compression using wavelets. We survey these methodological developments as they pertain to economic forecasting, however we do not discuss empirical applications outside economics. Moreover, because our focus is on methods for forecasting, our discussion of empirical applications of large-\(n\) methods to macroeconomic problems other than forecasting is terse.

The chapter is organized by forecasting method. Section 2 establishes notation and reviews the pitfalls of standard forecasting methods when \(n\) is large. Section 3 focuses on forecast combining, also known as forecast pooling. Section 4 surveys dynamic factor models and forecasts based on principal components. Bayesian model averaging and Bayesian model selection are reviewed in Section 5, and empirical Bayes methods are surveyed in Section 6. Section 7 illustrates the use of these methods in an application to forecasting the Index of Industrial Production in the United States, and Section 8 concludes.

2. The forecasting environment and pitfalls of standard forecasting methods

This section presents the notation and assumptions used in this survey, then reviews some key shortcomings of the standard tools of OLS regression and information criterion model selection when there are many predictors.

2.1. Notation and assumptions

Let \(Y_t\) be the variable to be forecasted and let \(X_t\) be the \(n \times 1\) vector of predictor variables. The \(h\)-step ahead value of the variable to be forecasted is denoted by \(Y_{t+h}^h\).
For example, in Section 7 we consider forecasts of 3- and 6-month growth of the Index of Industrial Production. Let \( IP_t \) denote the value of the index in month \( t \). Then the \( h \)-month growth of the index, at an annual rate of growth, is

\[
Y_{t+h}^h = \frac{1200}{h} \ln\left( \frac{IP_{t+h}}{IP_t} \right),
\]

where the factor \( \frac{1200}{h} \) converts monthly decimal growth to annual percentage growth.

A forecast of \( Y_{t+h}^h \) at period \( t \) is denoted by \( Y_{t+h}^{h,t} \), where the subscript \( |t \) indicates that the forecast is made using data through date \( t \). If there are multiple forecasts, as in forecast combining, the individual forecasts are denoted \( Y_{i,t+h}^h \), where \( i \) runs over the \( m \) available forecasts.

The many-predictor literature has focused on the case that both \( X_t \) and \( Y_t \) are integrated of order zero (are \( I(0) \)). In practice this is implemented by suitable preliminary transformations arrived at by a combination of statistical pretests and expert judgment. In the case of \( IP \), for example, unit root tests suggest that the logarithm of \( IP \) is well modeled as having a unit root, so that the appropriate transformation of \( IP \) is taking the log first difference (or, for \( h \)-step ahead forecasts, the \( h \)th difference of the logarithms, as in (1)).

Many of the formal theoretical results in the literature assume that \( X_t \) and \( Y_t \) have a stationary distribution, ruling out time variation. Unless stated otherwise, this assumption is maintained here, and we will highlight exceptions in which results admit some types of time variation. This limitation reflects a tension between the formal theoretical results and the hope that large-\( n \) forecasts might be robust to time variation.

Throughout, we assume that \( X_t \) has been standardized to have sample mean zero and sample variance one. This standardization is conventional in principal components analysis and matters mainly for that application, in which different forecasts would be produced were the predictors scaled using a different method, or were they left in their native units.

### 2.2. Pitfalls of using standard forecasting methods when \( n \) is large

**OLS regression** Consider the linear regression model

\[
Y_{t+1} = \beta'X_t + \varepsilon_t,
\]

where \( \beta \) is the \( n \times 1 \) coefficient vector and \( \varepsilon_t \) is an error term. Suppose for the moment that the regressors \( X_t \) have mean zero and are orthogonal with \( T^{-1}\sum_{t=1}^{T} X_tX'_t = I_n \) (the \( n \times n \) identity matrix), and that the regression error is i.i.d. \( N(0, \sigma^2) \) and is independent of \( \{X_t\} \). Then the OLS estimator of the \( i \)th coefficient, \( \hat{\beta}_i \), is normally distributed, unbiased, has variance \( \sigma^2 / T \), and is distributed independently of the other OLS coefficients. The forecast based on the OLS coefficients is \( x'\hat{\beta}, \) where \( x \) is the \( n \times 1 \) vector of values of the predictors used in the forecast. Assuming that \( x \) and \( \hat{\beta} \) are independently distributed, conditional on \( x \) the forecast is distributed \( N(x'\beta, (x'x)\sigma^2 / T) \). Because \( T^{-1}\sum_{t=1}^{T} X_tX'_t = I_n \), a typical value of \( X_t \) is \( O_p(1) \), so a typical \( x \) vector used to
construct a forecast will have norm of order \( x'x = O_p(n) \). Thus let \( x'x = cn \), where \( c \) is a constant. It follows that the forecast \( x'\hat{\beta} \) is distributed \( N(x'\beta, c\sigma^2(n/T)) \). Thus, the forecast – which is unbiased under these assumptions – has a forecast error variance that is proportional to \( n/T \). If \( n \) is small relative to \( T \), then \( E(x'\hat{\beta} - x'\beta)^2 \) is small and OLS estimation error is negligible. If, however, \( n \) is large relative to \( T \), then the contribution of OLS estimation error to the forecast does not vanish, no matter how large the sample size.

Although these calculations were done under the assumption of normal errors and strictly exogenous regressors, the general finding – that the contribution of OLS estimation error to the mean squared forecast error does not vanish as the sample size increases if \( n \) is proportional to \( T \) – holds more generally. Moreover, it is straightforward to devise examples in which the mean squared error of the OLS forecast using all the \( X \)'s exceeds the mean squared error of using no \( X \)'s at all; in other words, if \( n \) is large, using OLS can be (much) worse than simply forecasting \( Y \) by its unconditional mean.

These observations do not doom the quest for using information in many predictors to improve upon low-dimensional models; they simply point out that forecasts should not be made using the OLS estimator \( \hat{\beta} \) when \( n \) is large. As Stein (1955) pointed out, under quadratic risk \( E[(\hat{\beta} - \beta)'(\hat{\beta} - \beta)] \), the OLS estimator is not admissible. James and Stein (1960) provided a shrinkage estimator that dominates the OLS estimator. Efron and Morris (1973) showed this estimator to be related to empirical Bayes estimators, an approach surveyed in Section 6 below.

**Information criteria** Reliance on information criteria, such as the Akaike information criterion (AIC) or Bayes information criterion (BIC), to select regressors poses two difficulties when \( n \) is large. The first is practical: when \( n \) is large, the number of models to evaluate is too large to enumerate, so finding the model that minimizes an information criterion is not computationally straightforward (however the methods discussed in Section 5 can be used). The second is substantive: the asymptotic theory of information criteria generally assumes that the number of models is fixed or grows at a very slow rate [e.g., Hannan and Deistler (1988)]. When \( n \) is of the same order as the sample size, as in the applications of interest, using model selection criteria can reduce the forecast error variance, relative to OLS, but in theory the methods described in the following sections are able to reduce this forecast error variance further. In fact, under certain assumptions those forecasts (unlike ones based on information criteria) can achieve first-order optimality, that is, they are as efficient as the infeasible forecasts based on the unknown parameter vector \( \beta \).

### 3. Forecast combination

Forecast combination, also known as forecast pooling, is the combination of two or more individual forecasts from a panel of forecasts to produce a single, pooled forecast. The theory of combining forecasts was originally developed by Bates and Granger.
(1969) for pooling forecasts from separate forecasters, whose forecasts may or may not be based on statistical models. In the context of forecasting using many predictors, the \( n \) individual forecasts comprising the panel are model-based forecasts based on \( n \) individual forecasting models, where each model uses a different predictor or set of predictors.

This section begins with a brief review of the forecast combination framework; for a more detailed treatment, see Chapter 4 in this Handbook by Timmermann. We then turn to various schemes for evaluating the combining weights that are appropriate when \( n \) – here, the number of forecasts to be combined – is large. The section concludes with a discussion of the main empirical findings in the literature.

### 3.1. Forecast combining setup and notation

Let \( \{Y_{i,t+h}^h, \ i = 1, \ldots, n\} \) denote the panel of \( n \) forecasts. We focus on the case in which the \( n \) forecasts are based on the \( n \) individual predictors. For example, in the empirical work, \( Y_{i,t+h}^h \) is the forecast of \( Y_{t+h}^h \) constructed using an autoregressive distributed lag (ADL) model involving lagged values of the \( i \)th element of \( X_t \), although nothing in this subsection requires the individual forecast to have this structure.

We consider linear forecast combination, so that the pooled forecast is

\[
Y_{t+h|t}^h = w_0 + \sum_{i=1}^{n} w_{it} Y_{i,t+h|t}^h,
\]

where \( w_{it} \) is the weight on the \( i \)th forecast in period \( t \).

As shown by Bates and Granger (1969), the weights in (3) that minimize the means squared forecast error are those given by the population projection of \( Y_{t+h}^h \) onto a constant and the individual forecasts. Often the constant is omitted, and in this case the constraint \( \sum_{i=1}^{n} w_{it} = 1 \) is imposed so that \( Y_{t+h|t}^h \) is unbiased when each of the constituent forecasts is unbiased. As long as no one forecast is generated by the “true” model, the optimal combination forecast places weight on multiple forecasts. The minimum MSFE combining weights will be time-varying if the covariance matrices of \( \{Y_{t+h|t}^h, Y_{i,t+h|t}^h\} \) change over time.

In practice, these optimal weights are infeasible because these covariance matrices are unknown. Granger and Ramanathan (1984) suggested estimating the combining weights by OLS (or by restricted least squares if the constraints \( w_{0t} = 0 \) and \( \sum_{i=1}^{n} w_{it} = 1 \) are imposed). When \( n \) is large, however, one would expect regression estimates of the combining weights to perform poorly, simply because estimating a large number of parameters can introduce considerable sampling uncertainty. In fact, if \( n \) is proportional to the sample size, the OLS estimators are not consistent and combining using the OLS estimators does not achieve forecasts that are asymptotically first-order optimal. As a result, research on combining with large \( n \) has focused on methods which impose additional structure on the combining weights.

**Forecast combining and structural shifts**  Compared with research on combination forecasting in a stationary environment, there has been little theoretical work on forecast combination when the individual models are nonstationary in the sense that they
exhibit unstable parameters. One notable contribution is Hendry and Clements (2002), who examine simple mean combination forecasts when the individual models omit relevant variables and these variables are subject to out-of-sample mean shifts, which in turn induce intercept shifts in the individual misspecified forecasting models. Their calculations suggest that, for plausible ranges of parameter values, combining forecasts can offset the instability in the individual forecasts and in effect serves as an intercept correction.

3.2. Large-n forecast combining methods

Simple combination forecasts Simple combination forecasts report a measure of the center of the distribution of the panel of forecasts. The equal-weighted, or average, forecast sets $w_{it} = 1/n$. Simple combination forecasts that are less sensitive to outliers than the average forecast are the median and the trimmed mean of the panel of forecasts.

Discounted MSFE weights Discounted MSFE forecasts compute the combination forecast as a weighted average of the individual forecasts, where the weights depend inversely on the historical performance of each individual forecast [cf. Diebold and Pauly (1987); Miller, Clemen and Winkler (1992) use discounted Bates–Granger (1969) weights]. The weight on the $i$th forecast depends inversely on its discounted MSFE:

$$w_{it} = m_{it}^{-1} \sum_{j=1}^{n} m_{jt}^{-1}, \quad \text{where } m_{it} = \sum_{s=T_0}^{t-h} \rho^{t-h-s} (Y_{s+h}^h - \hat{Y}_{i,s+h|h}^h)^2,$$

where $\rho$ is the discount factor.

Shrinkage forecasts Shrinkage forecasts entail shrinking the weights towards a value imposed a priori which is typically equal weighting. For example, Diebold and Pauly (1990) suggest shrinkage combining weights of the form

$$w_{it} = \lambda \hat{w}_{it} + (1 - \lambda)(1/n),$$

where $\hat{w}_{it}$ is the $i$th estimated coefficient from a recursive OLS regression of $Y_{s+h}^h$ on $\hat{Y}_{1,s+h|h}^h, \ldots, \hat{Y}_{n,s+h|h}^h$ for $s = T_0, \ldots, t - h$ (no intercept), where $T_0$ is the first date for the forecast combining regressions and where $\lambda$ controls the amount of shrinkage towards equal weighting. Shrinkage forecasts can be interpreted as a partial implementation of Bayesian model averaging (see Section 5).

1 This discussion draws on Stock and Watson (2004a).
Time-varying parameter weights  Time-varying parameter (TVP) weighting allows the weights to evolve as a stochastic process, thereby adapting to possible changes in the underlying covariances. For example, the weights can be modeled as evolving according to the random walk, \( w_{it} = w_{it+1} + \eta_{it} \), where \( \eta_{it} \) is a disturbance that is serially uncorrelated, uncorrelated across \( i \), and uncorrelated with the disturbance in the forecasting equation. Under these assumptions, the TVP combining weights can be estimated using the Kalman filter. This method is used by Sessions and Chatterjee (1989) and by LeSage and Magura (1992). LeSage and Magura (1992) also extend it to mixture models of the errors, but that extension did not improve upon the simpler Kalman filter approach in their empirical application.

A practical difficulty that arises with TVP combining is the determination of the magnitude of the time variation, that is, the variance of \( \eta_{it} \). In principle, this variance can be estimated, however estimation of \( \text{var}(\eta_{it}) \) is difficult even when there are few regressors [cf. Stock and Watson (1998)].

Data requirements for these methods  An important practical consideration is that these methods have different data requirements. The simple combination methods use only the contemporaneous forecasts, so forecasts can enter and leave the panel of forecasts. In contrast, methods that weight the constituent forecasts based on their historical performance require a historical track record for each forecast. The discounted MSFE methods can be implemented if there is historical forecast data, but the forecasts are available over differing subsamples (as would be the case if the individual \( X \) variables become available at different dates). In contrast, the TVP and shrinkage methods require a complete historical panel of forecasts, with all forecasts available at all dates.

3.3. Survey of the empirical literature

There is a vast empirical literature on forecast combining, and there are also a number of simulation studies that compare the performance of combining methods in controlled experiments. These studies are surveyed by Clemen (1989), Diebold and Lopez (1996), Newbold and Harvey (2002), and in Chapter 4 of this Handbook by Timmermann. Almost all of this literature considers the case that the number of forecasts to be combined is small, so these studies do not fall under the large-\( n \) brief of this survey. Still, there are two themes in this literature that are worth noting. First, combining methods typically outperform individual forecasts in the panel, often by a wide margin. Second, simple combining methods – the mean, trimmed mean, or median – often perform as well as or better than more sophisticated regression methods. This stylized fact has been called the “forecast combining puzzle”, since extant statistical theories of combining methods suggest that in general it should be possible to improve upon simple combination forecasts.

The few forecast combining studies that consider large panels of forecasts include Figlewski (1983), Figlewski and Urich (1983), Chan, Stock and Watson (1999), Stock
and Watson (2003, 2004a), Kitchen and Monaco (2003), and Aiolfi and Timmermann (2004). The studies by Figlewski (1983) and Figlewski and Urich (1983) use static factor models for forecast combining; they found that the factor model forecasts improved equal-weighted averages in one instance \((n = 33\) price forecasts) but not in another \((n = 20\) money supply forecasts). Further discussion of these papers is deferred to Section 4. Stock and Watson (2003, 2004b) examined pooled forecasts of output growth and inflation based on panels of up to 43 predictors for each of the G7 countries, where each forecast was based on an autoregressive distributed lag model with an individual \(X_t\). They found that several combination methods consistently improved upon autoregressive forecasts; as in the studies with small \(n\), simple combining methods performed well, in some cases producing the lowest mean squared forecast error. Kitchen and Monaco (2003) summarize the real time forecasting system used at the U.S. Treasury Department, which forecasts the current quarter’s value of GDP by combining ADL forecasts made using 30 monthly predictors, where the combination weights depend on relative historical forecasting performance. They report substantial improvement over a benchmark AR model over the 1995–2003 sample period. Their system has the virtue of readily permitting within-quarter updating based on recently released data. Aiolfi and Timmermann (2004) consider time-varying combining weights which are nonlinear functions of the data. For example, they allow for instability by recursively sorting forecasts into reliable and unreliable categories, then computing combination forecasts with categories. Using the Stock–Watson (2003) data set, they report some improvements over simple combination forecasts.

4. Dynamic factor models and principal components analysis

Factor analysis and principal components analysis (PCA) are two longstanding methods for summarizing the main sources of variation and covariation among \(n\) variables. For a thorough treatment for the classical case that \(n\) is small, see Anderson (1984). These methods were originally developed for independently distributed random vectors. Factor models were extended to dynamic factor models by Geweke (1977), and PCA was extended to dynamic principal components analysis by Brillinger (1964).

This section discusses the use of these methods for forecasting with many predictors. Early applications of dynamic factor models (DFMs) to macroeconomic data suggested that a small number of factors can account for much of the observed variation of major economic aggregates [Sargent and Sims (1977), Stock and Watson (1989, 1991), Sargent (1989)]. If so, and if a forecaster were able to obtain accurate and precise estimates of these factors, then the task of forecasting using many predictors could be simplified substantially by using the estimated dynamic factors for forecasting, instead of using all \(n\) series themselves. As is discussed below, in theory the performance of estimators of the factors typically improves as \(n\) increases. Moreover, although factor analysis and PCA differ when \(n\) is small, their differences diminish as \(n\) increases; in
fact, PCA (or dynamic PCA) can be used to construct consistent estimators of the factors in DFMs. These observations have spurred considerable recent interest in economic forecasting using the twin methods of DFMs and PCA.

This section begins by introducing the DFM, then turns to algorithms for estimation of the dynamic factors and for forecasting using these estimated factors. The section concludes with a brief review of the empirical literature on large-\(n\) forecasting with DFMs.

### 4.1. The dynamic factor model

The premise of the dynamic factor model is that the covariation among economic time series variables at leads and lags can be traced to a few underlying unobserved series, or factors. The disturbances to these factors might represent the major aggregate shocks to the economy, such as demand or supply shocks. Accordingly, DFMs express observed time series as a distributed lag of a small number of unobserved common factors, plus an idiosyncratic disturbance that itself might be serially correlated:

\[
X_{it} = \lambda_i(L) f_t + u_{it}, \quad i = 1, \ldots, n,
\]

where \(f_t\) is the \(q \times 1\) vector of unobserved factors, \(\lambda_i(L)\) is a \(q \times 1\) vector lag polynomial, called the “dynamic factor loadings”, and \(u_{it}\) is the idiosyncratic disturbance. The factors and idiosyncratic disturbances are assumed to be uncorrelated at all leads and lags, that is, \(E(f_t u_{is}) = 0\) for all \(i, s\).

The unobserved factors are modeled (explicitly or implicitly) as following a linear dynamic process

\[
\Gamma(L) f_t = \eta_t,
\]

where \(\Gamma(L)\) is a matrix lag polynomial and \(\eta_t\) is a \(q \times 1\) disturbance vector.

The DFM implies that the spectral density matrix of \(X_t\) can be written as the sum of two parts, one arising from the factors and the other arising from the idiosyncratic disturbance. Because \(F_t\) and \(U_t\) are uncorrelated at all leads and lags, the spectral density matrix of \(X_{it}\) at frequency \(\omega\) is

\[
S_{XX}(\omega) = \lambda(z) S_{ff}(\omega) \lambda(z)' + S_{uu}(\omega),
\]

where \(\lambda(z) = [\lambda_1(z) \ldots \lambda_n(z)]'\) and \(S_{ff}(\omega)\) and \(S_{uu}(\omega)\) are the spectral density matrices of \(f_t\) and \(u_t\) at frequency \(\omega\). This decomposition, which is due to Geweke (1977), is the frequency-domain counterpart of the variance decomposition of classical factor models.

In classical factor analysis, the factors are identified only up to multiplication by a nonsingular \(q \times q\) matrix. In dynamic factor analysis, the factors are identified only up to multiplication by a nonsingular \(q \times q\) matrix lag polynomial. This ambiguity can be resolved by imposing identifying restrictions, e.g., restrictions on the dynamic factor loadings and on \(\Gamma(L)\). As in classical factor analysis, this identification problem makes it difficult to interpret the dynamic factors, but it is inconsequential for linear forecasting.
because all that is desired is the linear combination of the factors that produces the minimum mean squared forecast error.

**Treatment of** $Y_t$  **The variable to be forecasted,** $Y_t$, **can be handled in two different ways. The first is to include** $Y_t$ **in the** $X_t$ **vector and model it as part of the system (6) and (7). This approach is used when** $n$ **is small and the DFM is estimated parametrically, as is discussed in Section 4.3. When** $n$ **is large, however, computationally efficient nonparametric methods can be used to estimate the factors, in which case it is useful to treat the forecasting equation for** $Y_t$ **as a single equation, not as a system.**

The single forecasting equation for $Y_t$ **can be derived from (6). Augment** $X_t$ **in that expression by** $Y_t$, **so that**

$$Y_t = \lambda Y(L)'f_t + u_{Yt},$$

where $\{u_{Yit}\}$ **is distributed independently of** $\{f_t\}$ **and** $\{u_{it}\}$, **$i = 1, \ldots, n$. Further suppose that** $u_{Yt}$ **follows the autoregression,**

$$\delta_Y(L)u_{Yt} = v_{Yt}.$$  

Then $\delta_Y(L)Y_{t+1} = \delta_Y(L)\lambda_Y(L)'f_{t+1} + v_{t+1}$ **or**

$$Y_{t+1} = \delta_Y(L)\lambda_Y(L)' f_{t+1} + \gamma(L)Y_t + v_{t+1},$$

where $\gamma(L) = L^{-1}(1 - \delta_Y(L))$. **Thus**

$$E[Y_{t+1} | X_t, Y_{t}, f_{t}, X_{t-1}, Y_{t-1}, f_{t-1}, \ldots] = E[\delta_Y(L)\lambda_Y(L)' f_{t+1} + \gamma(L)Y_t + v_{t+1} | Y_t, f_t, Y_{t-1}, f_{t-1}, \ldots] = \beta(L)f_t + \gamma(L)Y_t,$$

where $\beta(L)f_t = E[\delta_Y(L)\lambda_Y(L)' f_{t+1} | f_t, f_{t-1}, \ldots]$. **Setting** $Z_t = Y_t$, **we thus have**

$$Y_{t+1} = \beta(L)f_t + \gamma(L)'Z_t + e_{t+1},$$

(9)

where $e_{t+1} = v_{Yt+1} + (\delta_Y(L)\lambda_Y(L)' f_{t+1} - E[\delta_Y(L)\lambda_Y(L)' f_{t+1} | f_t, f_{t-1}, \ldots])$ **has conditional mean zero given** $X_t, f_t, Y_t$ **and their lags. We use the notation** $Z_t$ **rather than** $Y_t$ **for the regressor in (9) to generalize the equation somewhat so that observable predictors other than lagged** $Y_t$ **can be included in the regression, for example,** $Z_t$ **might include an observable variable that, in the forecaster’s judgment, might be valuable for forecasting** $Y_{t+1}$ **despite the inclusion of the factors and lags of the dependent variable.**

**Exact vs. approximate DFMs**  **Chamberlain and Rothschild (1983) introduced a useful distinction between exact and approximate DFMs. In the exact DFM, the idiosyncratic terms are mutually uncorrelated, that is,**

$$E(u_{it}u_{jt}) = 0 \text{ for } i \neq j.$$  

(10)

The approximate DFM relaxes this assumption and allows for a limited amount of correlation among the idiosyncratic terms. The precise technical condition varies from paper to paper, but in general the condition limits the contribution of the idiosyncratic covariances to the total covariance of $X$ as $n$ gets large. **For example, Stock and Watson (2002a) require that the average absolute covariances satisfy**

$$\lim_{n \to \infty} n^{-1} \sum_{i=1}^{n} \sum_{j=1}^{n} |E(u_{it}u_{jt})| < \infty.$$  

(11)

There are two general approaches to the estimation of the dynamic factors, the first employing parametric estimation using an exact DFM and the second employing non-parametric methods, either PCA or dynamic PCA. We address these in turn.
4.2. **DFM estimation by maximum likelihood**

The initial applications of the DFM by Geweke’s (1977) and Sargent and Sims (1977) focused on testing the restrictions implied by the exact DFM on the spectrum of \( X_t \), that is, that its spectral density matrix has the factor structure (8), where \( S_{uu} \) is diagonal. If \( n \) is sufficiently larger than \( q \) (for example, if \( q = 1 \) and \( n \geq 3 \)), the null hypothesis of an unrestricted spectral density matrix can be tested against the alternative of a DFM by testing the factor restrictions using an estimator of \( S_{XX}(\omega) \). For fixed \( n \), this estimator is asymptotically normal under the null hypothesis and the Wald test statistic has a chi-squared distribution. Although Sargent and Sims (1977) found evidence in favor of a reduced number of factors, their methods did not yield estimates of the factors and thus could not be used for forecasting.

With sufficient additional structure to ensure identification, the parameters of the DFM (6), (7) and (9) can be estimated by maximum likelihood, where the likelihood is computed using the Kalman filter, and the dynamic factors can be estimated using the Kalman smoother [Engle and Watson (1981), Stock and Watson (1989, 1991)]. Specifically, suppose that \( Y_t \) is included in \( X_t \). Then make the following assumptions:

1. The idiosyncratic terms follow a finite order AR model, \( \delta_i(L) u_{it} = v_{it} \);
2. \( (v_{1t}, \ldots, v_{nt}; \eta_{1t}, \ldots, \eta_{qt}) \) are i.i.d. normal and mutually independent;
3. \( \Gamma(L) \) has finite order with \( \Gamma_0 = I_q \);
4. \( \lambda_i(L) \) is a lag polynomial of degree \( p \); and
5. \( [\lambda_1' \ldots \lambda_q']' = I_q \).

Under these assumptions, the Gaussian likelihood can be constructed using the Kalman filter, and the parameters can be estimated by maximizing this likelihood.

**One-step ahead forecasts**  Using the MLEs of the parameter vector, the time series of factors can be estimated using the Kalman smoother. Let \( f_{it \mid T} \) and \( u_{it \mid T}, i = 1, \ldots, n \), respectively denote the Kalman smoother estimates of the unobserved factors and idiosyncratic terms using the full data through time \( T \). Suppose that the variable of interest is the final element of \( X_t \). Then the one-step ahead forecast of the variable of interest at time \( T + 1 \) is \( Y_{T+1 \mid T} = X_{nT+1 \mid T} = \hat{\lambda}_n(L)' f_{T+1 \mid T} + u_{nT+1 \mid T} \), where \( \hat{\lambda}_n(L) \) is the MLE of \( \lambda_n(L) \).

**\( h \)-step ahead forecasts**  Multistep ahead forecasts can be computed using either the iterated or the direct method. The iterated \( h \)-step ahead forecast is computed by solving the full DFM forward, which is done using the Kalman filter. The direct \( h \)-step ahead forecast is computed by projecting \( Y_{T+h} \) onto the estimated factors and observables, that is, by estimating \( \beta_h(L) \) and \( \gamma_h(L) \) in the equation

\[
Y_{T+h}^h = \beta_h(L)' f_{T+h} + \gamma_h(L) Y_T + \epsilon_{T+h}^h
\]

\[\text{(12)}\]

\( \text{Peña and Poncela (2004) provide an interpretation of forecasts based on the exact DFM as shrinkage forecasts.} \)
(where \( L_i f_{i:t} = f_{i−i:t} \)) using data through period \( T − h \). Consistent estimates of \( \beta_h(L) \) and \( \gamma_h(L) \) can be obtained by OLS because the signal extraction error \( f_{t−i} − f_{i−i:t} \) is uncorrelated with \( f_{i−j:t} \) and \( Y_{t−j} \) for \( j \geq 0 \). The forecast for period \( T + h \) is then \( \hat{\beta}_h(L)' f_{T|T} + \hat{\gamma}_h(L)Y_T \). The direct method suffers from the usual potential inefficiency of direct forecasts arising from the inefficient estimation of \( \beta_h(L) \) and \( \gamma_h(L) \), instead of basing the projections on the MLEs.

Successes and limitations  Maximum likelihood has been used successfully to estimate the parameters of low-dimensional DFM, which in turn have been used to estimate the factors and (among other things) to construct indexes of coincident and leading economic indicators. For example, Stock and Watson (1991) use this approach (with \( n = 4 \)) to rationalize the U.S. Index of Coincident Indicators, previously maintained by the U.S. Department of Commerce and now produced the Conference Board. The method has also been used to construct regional indexes of coincident indexes, see Clayton-Matthews and Crone (2003). (For further discussion of DFM and indexes of coincident and leading indicators, see Chapter 16 by Marcellino in this Handbook.) Quah and Sargent (1993) estimated a larger system (\( n = 60 \)) by MLE. However, the underlying assumption of an exact factor model is a strong one. Moreover, the computational demands of maximizing the likelihood over the many parameters that arise when \( n \) is large are significant. Fortunately, when \( n \) is large, other methods are available for the consistent estimation of the factors in approximate DFM.

4.3. DFM estimation by principal components analysis

If the lag polynomials \( \lambda_i(L) \) and \( \beta(L) \) have finite order \( p \), then (6) and (9) can be written

\[
\begin{align*}
X_t &= \Lambda F_t + u_t, \\
Y_{t+1} &= \beta' F_t + \gamma(L)' Z_t + \epsilon_{t+1},
\end{align*}
\]

where \( F_t = [f'_1 f'_1 \ldots f'_{t-p+1}]', \ u_t = [u_{1t} \ldots u_{nt}] \), \( \Lambda \) is a matrix consisting of zeros and the coefficients of \( \lambda_i(L) \), and \( \beta \) is a vector of parameters composed of the elements of \( \beta(L) \). If the number of lags in \( \beta \) exceeds the number of lags in \( \Lambda \), then the term \( \beta' F_t \) in (14) can be replaced by a distributed lag of \( F_t \).

Equations (13) and (14) rewrite the DFM as a static factor model, in which there are \( r \) static factors consisting of the current and lagged values of the \( q \) dynamic factors, where \( r \leq p q \) (\( r \) will be strictly less than \( p q \) if one or more lagged dynamic factors are redundant). The representation (13) and (14) is called the static representation of the DFM.

Because \( F_t \) and \( u_t \) are uncorrelated at all leads and lags, the covariance matrix of \( X_t \), \( \Sigma_{XX} \), is the sum of two parts, one arising from the common factors and the other arising from the idiosyncratic disturbance:

\[
\Sigma_{XX} = \Lambda \Sigma_{FF} \Lambda' + \Sigma_{uu},
\]

where $\Sigma_{FF}$ and $\Sigma_{uu}$ are the variance matrices of $F_t$ and $u_t$. This is the usual variance decomposition of classical factor analysis.

When $n$ is small, the standard methods of estimation of exact static factor models are to estimate $\Lambda$ and $\Sigma_{uu}$ by Gaussian maximum likelihood estimation or by method of moments [Anderson (1984)]. However, when $n$ is large simpler methods are available. Under the assumptions that the eigenvalues of $\Sigma_{uu}$ are $O(1)$ and $\Lambda^t\Lambda$ is $O(n)$, the first $r$ eigenvalues of $\Sigma_{XX}$ are $O(N)$ and the remaining eigenvalues are $O(1)$. This suggests that the first $r$ principal components of $X$ can serve as estimators of $\Lambda$, which could in turn be used to estimate $F_t$. In fact, if $\Lambda$ were known, then $F_t$ could be estimated by $(\Lambda^t\Lambda)^{-1}\Lambda^tX_t$: by (13), $(\Lambda^t\Lambda)^{-1}\Lambda^tX_t = F_t + (\Lambda^t\Lambda)^{-1}\Lambda^tu_t$. Under the two assumptions, $\text{var}[(\Lambda^t\Lambda)^{-1}\Lambda^tu_t] = (\Lambda^t\Lambda)^{-1}\Lambda^t\Sigma_{uu}\Lambda(\Lambda^t\Lambda)^{-1} = O(1/n)$, so that if $\Lambda$ were known, $F_t$ could be estimated precisely if $n$ is sufficiently large.

More formally, by analogy to regression we can consider estimation of $\Lambda$ and $F_t$ by solving the nonlinear least-squares problem

$$\min_{F_1, \ldots, F_T, \Lambda} \sum_{t=1}^{T} (X_t - \Lambda F_t)'(X_t - \Lambda F_t)$$

subject to $\Lambda^t\Lambda = I_r$. Note that this method treats $F_1, \ldots, F_T$ as fixed parameters to be estimated. The first order conditions for maximizing (16) with respect to $F_t$ shows that the estimators satisfy $\hat{F}_t = (\Lambda^t\Lambda)^{-1}\Lambda^tX_t$. Substituting this into the objective function yields the concentrated objective function, $T^{-1}\sum_{t=1}^{T} X_t'[I - \Lambda(\Lambda^t\Lambda)^{-1}\Lambda]X_t$. Minimizing the concentrated objective function is equivalent to maximizing $\text{tr}[(\Lambda^t\Lambda)^{-1/2}\Lambda^t\Sigma_{XX}\Lambda(\Lambda^t\Lambda)^{-1/2}]$, where $\Sigma_{XX} = T^{-1}\sum_{t=1}^{T} X_tX_t'$. This in turn is equivalent to maximizing $\Lambda^t\Sigma_{XX}\Lambda$ subject to $\Lambda^t\Lambda = I_r$, the solution to which is to set $\Lambda$ to be the first $r$ eigenvectors of $\Sigma_{XX}$. The resulting estimator of the factors is $\hat{F}_t = \Lambda^tX_t$, which is the vector consisting of the first $r$ principal components of $X_t$. The matrix $T^{-1}\sum_{t=1}^{T} \hat{F}_t\hat{F}_t'$ is diagonal with diagonal elements equal to the largest $r$ ordered eigenvalues of $\Sigma_{XX}$. The estimators $\{\hat{F}_t\}$ could be rescaled so that $T^{-1}\sum_{t=1}^{T} \hat{F}_t\hat{F}_t' = I_r$, however this is unnecessary if the only purpose is forecasting. We will refer to $\{\hat{F}_t\}$ as the PCA estimator of the factors in the static representation of the DFM.

**PCA: large-n theoretical results** Connor and Korajczyk (1986) show that the PCA estimators of the space spanned by the factors are pointwise consistent for $T$ fixed and $n \to \infty$ in the approximate factor model, but do not provide formal arguments for $n, T \to \infty$. Ding and Hwang (1999) provide consistency results for PCA estimation of

---

3 When $F_1, \ldots, F_T$ are treated as parameters to be estimated, the Gaussian likelihood for the classical factor model is unbounded, so the maximum likelihood estimator is undefined [see Anderson (1984)]. This difficulty does not arise in the least-squares problem (16), which has a global minimum (subject to the identification conditions discussed in this and the previous sections).
the classic exact factor model as \( n, T \to \infty \), and Stock and Watson (2002a) show that, in the static form of the DFM, the space of the dynamic factors is consistently estimated by the principal components estimator as \( n, T \to \infty \), with no further conditions on the relative rates of \( n \) or \( T \). In addition, estimation of the coefficients of the forecasting equation by OLS, using the estimated factors as regressors, produces consistent estimates of \( \beta(L) \) and \( \gamma(L) \) and, consequently, forecasts that are first-order efficient, that is, they achieve the mean squared forecast error of the infeasible forecast based on the true coefficients and factors. Bai (2003) shows that the PCA estimator of the common component is asymptotically normal, converging at a rate of \( \min(n^{1/2}, T^{1/2}) \), even if \( u_t \) is serially correlated and/or heteroskedastic.

Some theory also exists, also under strong conditions, concerning the distribution of the largest eigenvalues of the sample covariance matrix of \( X_t \). If \( n \) and \( T \) are fixed and \( X_t \) is i.i.d. \( N(0, \Sigma_{XX}) \), then the principal components are distributed as those of a non-central Wishart; see James (1964) and Anderson (1984). If \( n \) is fixed, \( T \to \infty \), and the eigenvalues of \( \Sigma_{XX} \) are distinct, then the principal components are asymptotically normally distributed (they are continuous functions of \( \hat{\Sigma}_{XX} \), which is itself asymptotically normally distributed). Johnstone (2001) [extended by El Karoui (2003)] shows that the largest eigenvalues of \( \hat{\Sigma}_{XX} \) satisfy the Tracy–Widom law if \( n, T \to \infty \), however these results apply to unscaled \( X_{it} \) (not divided by its sample standard deviation).

### Weighted principal components

Suppose for the moment that \( u_t \) is i.i.d. \( N(0, \Sigma_{uu}) \) and that \( \Sigma_{uu} \) is known. Then by analogy to regression, one could modify (16) and consider the nonlinear generalized least-squares (GLS) problem

\[
\min_{F_1, \ldots, F_T, A} T \sum_{t=1}^{T} (X_t - AF_t)' \Sigma_{uu}^{-1} (X_t - AF_t).
\]  

(17)

Evidently the weighting schemes in (16) and (17) differ. Because (17) corresponds to GLS when \( \Sigma_{uu} \) is known, there could be efficiency gains by using the estimator that solves (17) instead of the PCA estimator.

In applications, \( \Sigma_{uu} \) is unknown, so minimizing (17) is infeasible. However, Boivin and Ng (2003) and Forni et al. (2003b) have proposed feasible versions of (17). We shall call these weighted PCA estimators since they involve alternative weighting schemes in place of simply weighting by the inverse sample variances as does the PCA estimator (recall the notational convention that \( X_t \) has been standardized to have sample variance one). Jones (2001) proposed a weighted factor estimation algorithm which is closely related to weighted PCA estimation when \( n \) is large.

Because the exact factor model posits that \( \Sigma_{uu} \) is diagonal, a natural approach is to replace \( \Sigma_{uu} \) in (17) with an estimator that is diagonal, where the diagonal elements are estimators of the variance of the individual \( u_{it} \)'s. This approach is taken by Jones (2001) and Boivin and Ng (2003). Boivin and Ng (2003) consider several diagonal weighting schemes, including schemes that drop series that are highly correlated with others. One simple two-step weighting method, which Boivin and Ng (2003) found worked well in their empirical application to U.S. data, entails estimating the diagonal elements of \( \Sigma_{uu} \).
by the sample variances of the residuals from a preliminary regression of $X_{it}$ onto a relatively large number of factors estimated by PCA.

Forni et al. (2003b) also consider two-step weighted PCA, where they estimated $\Sigma_{uu}$ in (17) by the difference between $\hat{\Sigma}_{XX}$ and an estimator of the covariance matrix of the common component, where the latter estimator is based on a preliminary dynamic principal components analysis (dynamic PCA is discussed below). They consider both diagonal and nondiagonal estimators of $\Sigma_{uu}$. Like Boivin and Ng (2003), they find that weighted PCA can improve upon conventional PCA, with the gains depending on the particulars of the stochastic processes under study.

The weighted minimization problem (17) was motivated by the assumption that $u_t$ is i.i.d. $N(0, \Sigma_{uu})$. In general, however, $u_t$ will be serially correlated, in which case GLS entails an adjustment for this serial correlation. Stock and Watson (2005) propose an extension of weighted PCA in which a low-order autoregressive structure is assumed for $u_t$. Specifically, suppose that the diagonal filter $D(L)$ whitens $u_t$ so that $D(L)u_t \equiv \tilde{u}_t$ is serially uncorrelated. Then the generalization of (17) is

$$
\min_{D(L), \tilde{F}_1, \ldots, \tilde{F}_T, \Lambda} \sum_{t=1}^{T} \left[ D(L)X_t - \Lambda \tilde{F}_t \right]' \Sigma_{\tilde{u}\tilde{u}}^{-1} \left[ D(L)X_t - \Lambda \tilde{F}_t \right],
$$

where $\tilde{F}_t = D(L)F_t$ and $\Sigma_{\tilde{u}\tilde{u}} = E \tilde{u}_t \tilde{u}'_t$. Stock and Watson (2005) implement this with $\Sigma_{\tilde{u}\tilde{u}} = I_n$, so that the estimated factors are the principal components of the filtered series $D(L)X_t$. Estimation of $D(L)$ and $\{\tilde{F}_t\}$ can be done sequentially, iterating to convergence.

Factor estimation under model instability There are some theoretical results on the properties of PCA factor estimates when there is parameter instability. Stock and Watson (2002a) show that the PCA factor estimates are consistent even if there is some temporal instability in the factor loadings, as long as the temporal instability is sufficiently dissimilar from one series to the next. More broadly, because the precision of the factor estimates improves with $n$, it might be possible to compensate for short panels, which would be appropriate if there is parameter instability, by increasing the number of predictors. More work is needed on the properties of PCA and dynamic PCA estimators under model instability.

Determination of the number of factors At least two statistical methods are available for the determination of the number of factors when $n$ is large. The first is to use model selection methods to estimate the number of factors that belong in the forecasting equation (14). Given an upper bound on the dimension and lags of $F_t$, Stock and Watson (2002a) show that this can be accomplished using an information criterion. Although the rate requirements for the information criteria in Stock and Watson (2002a) technically rule out the BIC, simulation results suggest that the BIC can perform well in the sample sizes typically found in macroeconomic forecasting applications.

The second approach is to estimate the number of factors entering the full DFM. Bai and Ng (2002) prove that the dimension of $F_t$ can be estimated consistently for
approximate DFM s that can be written in static form, using suitable information criteria which they provide. In principle, these two methods are complementary: a full set of factors could be chosen using the Bai–Ng method, and model selection could then be applied to the \( Y_t \) equation to select a subset of these for forecasting purposes.

**h-step ahead forecasts** Direct \( h \)-step ahead forecasts are produced by regressing \( Y_{t+h} \) against \( \hat{F}_t \) and, possibly, lags of \( \hat{F}_t \) and \( Y_t \), then forecasting \( Y_{t+h} \).

Iterated \( h \)-step ahead forecasts require specifying a subsidiary model of the dynamic process followed by \( F_t \), which has heretofore not been required in the principal components method. One approach, proposed by Bernanke, Boivin and Eliasz (2005) models \( (Y_t, F_t) \) jointly as a VAR, which they term a factor-augmented VAR (FAVAR). They estimate this FAVAR using the PCA estimates of \( \{F_t\} \). Although they use the estimated model for impulse response analysis, it could be used for forecasting by iterating the estimated FAVAR \( h \) steps ahead.

In a second approach to iterated multistep forecasts, Forni et al. (2003b) and Giannoni, Reichlin and Sala (2004) developed a modification of the FAVAR approach in which the shocks in the \( F_t \) equation in the VAR have reduced dimension. The motivation for this further restriction is that \( F_t \) contains lags of \( f_t \). The resulting \( h \)-step forecasts are made by iterating the system forward using the Kalman filter.

### 4.4. DFM estimation by dynamic principal components analysis

The method of dynamic principal components was introduced by Brillinger (1964) and is described in detail in Brillinger’s (1981) textbook. Static principal components entails finding the closest approximation to the covariance matrix of \( X_t \) among all covariance matrices of a given reduced rank. In contrast, dynamic principal components entails finding the closest approximation to the spectrum of \( X_t \) among all spectral density matrices of a given reduced rank.

**Brillinger’s (1981)** estimation algorithm generalizes static PCA to the frequency domain. First, the spectral density of \( X_t \) is estimated using a consistent spectral density estimator, \( \hat{S}_{XX}(\omega) \), at frequency \( \omega \). Next, the eigenvectors corresponding to the largest \( q \) eigenvalues of this (Hermitian) matrix are computed. The inverse Fourier transform of these eigenvectors yields estimators of the principal component time series using formulas given in Brillinger (1981, Chapter 9).

Forni et al. (2000, 2004) study the properties of this algorithm and the estimator of the common component of \( X_{it} \) in a DFM, \( \lambda_i (L)' f_i \), when \( n \) is large. The advantages of this method, relative to parametric maximum likelihood, are that it allows for an approximate dynamic factor structure, and it does not require high-dimensional maximization when \( n \) is large. The advantage of this method, relative to static principal components, is that it admits a richer lag structure than the finite-order lag structure that led to (13).

**Brillinger (1981)** summarizes distributional results for dynamic PCA for the case that \( n \) is fixed and \( T \rightarrow \infty \) (as in classic PCA, estimators are asymptotically normal because they are continuous functions of \( \hat{S}_{XX}(\omega) \), which is asymptotically normal).
Forni et al. (2000) show that dynamic PCA provides pointwise consistent estimation of the common component as $n$ and $T$ both increase, and Forni et al. (2004) further show that this consistency holds if $n, T \to \infty$ and $n/T \to 0$. The latter condition suggests that some caution should be exercised in applications in which $n$ is large relative to $T$, although further evidence on this is needed.

The time-domain estimates of the dynamic common components series are based on two-sided filters, so their implementation entails trimming the data at the start and end of the sample. Because dynamic PCA does not yield an estimator of the common component at the end of the sample, this method cannot be used for forecasting, although it can be used for historical analysis or [as is done by Forni et al. (2003b)] to provide a weighting matrix for subsequent use in weighted (static) PCA. Because the focus of this chapter is on forecasting, not historical analysis, we do not discuss dynamic principal components further.

4.5. DFM estimation by Bayes methods

Another approach to DFM estimation is to use Bayes methods. The difficulty with maximum likelihood estimation of the DFM when $n$ is large is not that it is difficult to compute the likelihood, which can be evaluated fairly rapidly using the Kalman filter, but rather that it requires maximizing over a very large parameter vector. From a computational perspective, this suggests that perhaps averaging the likelihood with respect to some weighting function will be computationally more tractable than maximizing it; that is, Bayes methods might be offer substantial computational gains.

Otrok and Whiteman (1998), Kim and Nelson (1998), and Kose, Otrok and Whiteman (2003) develop Markov Chain Monte Carlo (MCMC) methods for sampling from the posterior distribution of dynamic factor models. The focus of these papers was inference about the parameters, historical episodes, and implied model dynamics, not forecasting. These methods also can be used for forecast construction (see Otrok, Silos and Whiteman (2003) and Chapter 1 by Geweke and Whiteman in this Handbook), however to date not enough is known to say whether this approach provides an improvement over PCA-type methods when $n$ is large.

4.6. Survey of the empirical literature

There have been several empirical studies that have used estimated dynamic factors for forecasting. In two prescient but little-noticed papers, Figlewski (1983) ($n = 33$) and Figlewski and Urich (1983) ($n = 20$) considered combining forecasts from a panel of forecasts using a static factor model. Figlewski (1983) pointed out that, if forecasters are unbiased, then the factor model implied that the average forecast would converge in probability to the unobserved factor as $n$ increases. Because some forecasters are better than others, the optimal factor-model combination (which should be close to but not equal to the largest weighted principle component) differs from equal weighting. In an application to a panel of $n = 33$ forecasters who participated in the Livingston price
survey, with $T = 65$ survey dates, Figlewski (1983) found that using the optimal static factor model combination outperformed the simple weighted average. When Figlewski and Urich (1983) applied this methodology to a panel of $n = 20$ weekly forecasts of the money supply, however, they were unable to improve upon the simple weighted average forecast.

Recent studies on large-model forecasting have used pseudo-out-of-sample forecast methods (that is, recursive or rolling forecasts) to evaluate and to compare forecasts. Stock and Watson (1999) considered factor forecasts for U.S. inflation, where the factors were estimated by PCA from a panel of up to 147 monthly predictors. They found that the forecasts based on a single real factor generally had lower pseudo-out-of-sample forecast error than benchmark autoregressions and traditional Phillips-curve forecasts. Stock and Watson (2002b) found substantial forecasting improvements for real variables using dynamic factors estimated by PCA from a panel of up to 215 U.S. monthly predictors, a finding confirmed by Bernanke and Boivin (2003). Boivin and Ng (2003) compared forecasts using PCA and weighted PCA estimators of the factors, also for U.S. monthly data ($n = 147$). They found that weighted PCA forecasts tended to outperform PCA forecasts for real variables but not nominal variables.

There also have been applications of these methods to non-U.S. data. Forni et al. (2003b) focused on forecasting Euro-wide industrial production and inflation (HICP) using a short monthly data set (1987:2–2001:3) with very many predictors ($n = 447$). They considered both PCA and weighted PCA forecasts, where the weighted principal components were constructed using the dynamic PCA weighting method of Forni et al. (2003a). The PCA and weighted PCA forecasts performed similarly, and both exhibited modest improvements over the AR benchmark. Brisson, Campbell and Galbraith (2002) examined the performance factor-based forecasts of Canadian GDP and investment growth using two panels, one consisting of only Canadian data ($n = 66$) and one with both Canadian and U.S. data ($n = 133$), where the factors were estimated by PCA. They find that the factor-based forecasts improve substantially over benchmark models (autoregressions and some small time series models), but perform less well than the real-time OECD forecasts of these series. Using data for the UK, Artis, Banerjee and Marcellino (2001) found that 6 factors (estimated by PCA) explain 50% of the variation in their panel of 80 variables, and that factor-based forecasts could make substantial forecasting improvements for real variables, especially at longer horizons.

Practical implementation of DFM forecasting requires making many modeling decisions, notably to use PCA or weighted PCA, how to construct the weights if weighted PCA weights is used, and how to specify the forecasting equation. Existing theory provides limited guidance on these choices. Forni et al. (2003b) and Boivin and Ng (2005) provide simulation and empirical evidence comparing various DFM forecasting methods, and we provide some additional empirical comparisons are provided in Section 7 below.

DFM-based methods also have been used to construct real-time indexes of economic activity based on large cross sections. Two such indexes are now being produced and publicly released in real time. In the U.S., the Federal Reserve Bank of Chicago pub-
lishes the monthly Chicago Fed National Activity Index (CFNAI), where the index is the single factor estimated by PCA from a panel of 85 monthly real activity variables [Federal Reserve Bank of Chicago (undated)]. In Europe, the Centre for Economic Policy Research (CEPR) in London publishes the monthly European Coincident Index (EuroCOIN), where the index is the single dynamic factor estimated by weighted PCA from a panel of nearly 1000 economic time series for Eurozone countries [Altissimo et al. (2001)].

These methods also have been used for nonforecasting purposes, which we mention briefly although these are not the focus of this survey. Following Connor and Korajczyk (1986, 1988), there have been many applications in finance that use (static) factor model methods to estimate unobserved factors and, among other things, to test whether those unobserved factors are consistent with the arbitrage pricing theory; see Jones (2001) for a recent contribution and additional references. Forni and Reichlin (1998), Bernanke and Boivin (2003), Favero and Marcellino (2001), Bernanke, Boivin and Eliasz (2005), Giannoni, Reichlin and Sala (2002, 2004) and Forni et al. (2005) used estimated factors in an attempt better to approximate the true economic shocks and thereby to obtain improved estimates of impulse responses as variables. Another application, pursued by Favero and Marcellino (2001) and Favero, Marcellino and Neglia (2002), is to use lags of the estimated factors as instrumental variables, reflecting the hope that the factors might be stronger instruments than lagged observed variables. Kapetanios and Marcellino (2002) and Favero, Marcellino and Neglia (2002) compared PCA and dynamic PCA estimators of the dynamic factors. Generally speaking, the results are mixed, with neither method clearly dominating the other. A point stressed by Favero, Marcellino and Neglia (2002) is that the dynamic PCA methods estimate the factors by a two-sided filter, which makes it problematic, or even unsuitable, for applications in which strict timing is important, such as using the estimated factors in VARs or as instrumental variables. More research is needed before clear recommendation about which procedure is best for such applications.

5. Bayesian model averaging

Bayesian model averaging (BMA) can be thought of as a Bayesian approach to combination forecasting. In forecast combining, the forecast is a weighted average of the individual forecasts, where the weights can depend on some measure of the historical accuracy of the individual forecasts. This is also true for BMA, however in BMA the weights are computed as formal posterior probabilities that the models are correct. In addition, the individual forecasts in BMA are model-based and are the posterior means of the variable to be forecast, conditional on the selected model. Thus BMA extends forecast combining to a fully Bayesian setting, where the forecasts themselves are optimal Bayes forecasts, given the model (and some parametric priors). Importantly, recent research on BMA methods also has tackled the difficult computational problem in which the individual models can contain arbitrary subsets of the predictors $X_t$. Even if $n$ is
moderate, there are more models than can be computed exhaustively, yet by cleverly sampling the most likely models, BMA numerical methods are able to provide good approximations to the optimal combined posterior mean forecast.

The basic paradigm for BMA was laid out by Leamer (1978). In an early contribution in macroeconomic forecasting, Min and Zellner (1993) used BMA to forecast annual output growth in a panel of 18 countries, averaging over four different models. The area of BMA has been very active recently, mainly occurring outside economics. Work on BMA through the 1990s is surveyed by Hoeting et al. (1999) and their discussants, and Chapter 1 by Geweke and Whiteman in this Handbook contains a thorough discussion of Bayesian forecasting methods. In this section, we focus on BMA methods specifically developed for linear prediction with large $n$. This is the focus of Fernandez, Ley and Steel (2001a) [their application in Fernandez, Ley and Steel (2001b) is to growth regressions], and we draw heavily on their work in the next section.

This section first sets out the basic BMA setup, then turns to a discussion of the few empirical applications to date of BMA to economic forecasting with many predictors.

5.1. Fundamentals of Bayesian model averaging

In standard Bayesian analysis, the parameters of a given model are treated as random, distributed according to a prior distribution. In BMA, the binary variable indicating whether a given model is true also is treated as random and distributed according to some prior distribution.

Specifically, suppose that the distribution of $Y_{t+1}$ conditional on $X_t$ is given by one of $K$ models, denoted by $M_1, \ldots, M_K$. We focus on the case that all the models are linear, so they differ by which subset of predictors $X_t$ are contained in the model. Thus $M_k$ specifies the list of indexes of $X_t$ contained in model $k$. Let $\pi(M_k)$ denote the prior probability that the data are generated by model $k$, and let $D_t$ denote the data set through date $t$. Then the predictive probability density for $Y_{T+1}$ is

$$f(Y_{T+1} \mid D_T) = \sum_{k=1}^{K} f_k(Y_{T+1} \mid D_T) \Pr(M_k \mid D_T),$$

(19)

where $f_k(Y_{T+1} \mid D_T)$ is the predictive density of $Y_{T+1}$ for model $k$ and $\Pr(M_k \mid D_T)$ is the posterior probability of model $k$. This posterior probability is given by

$$\Pr(M_k \mid D_T) = \frac{\Pr(D_T \mid M_k)\pi(M_k)}{\sum_{i=1}^{K} \Pr(D_T \mid M_i)\pi(M_i)},$$

(20)

where $\Pr(D_T \mid M_k)$ is given by

$$\Pr(D_T \mid M_k) = \int \Pr(D_T \mid \theta_k, M_k)\pi(\theta_k \mid M_k)\, d\theta_k,$$

(21)

where $\theta_k$ is the vector of parameters in model $k$ and $\pi(\theta_k \mid M_k)$ is the prior for the parameters in model $k$. 

Under squared error loss, the optimal Bayes forecast is the posterior mean of $Y_{T+1}$, which we denote by $\tilde{Y}_{T+1|T}$. It follows from (19) that this posterior mean is

$$\tilde{Y}_{T+1|T} = \sum_{k=1}^{K} \Pr(M_k | D_T) \tilde{Y}_{M_k,T+1|T}, \quad (22)$$

where $\tilde{Y}_{M_k,T+1|T}$ is the posterior mean of $Y_{T+1}$ for model $M_k$.

Comparison of (22) and (3) shows that BMA can be thought of as an extension of the Bates–Granger (1969) forecast combining setup, where the weights are determined by the posterior probabilities over the models, the forecasts are posterior means, and, because the individual forecasts are already conditional means, given the model, there is no constant term ($w_0 = 0$ in (3)).

These simple expressions mask considerable computational difficulties. If the set of models is allowed to be all possible subsets of the predictors $X_t$, then there are $K = 2^n$ possible models. Even with $n = 30$, this is several orders of magnitude more than is feasible to compute exhaustively. Thus the computational objective is to approximate the summation (22) while only evaluating a small subset of models. Achieving this objective requires a judicious choice of prior distributions and using appropriate numerical simulation methods.

**Choice of priors** Implementation of BMA requires choosing two sets of priors, the prior distribution of the parameters given the model and the prior probability of the model. In principle, the researcher could have prior beliefs about the values of specific parameters in specific models. In practice, however, given the large number of models this is rarely the case. In addition, given the large number of models to evaluate, there is a premium on using priors that are computationally convenient. These considerations lead to the use of priors that impose little prior information and that lead to posteriors (21) that are easy to evaluate quickly.

Fernandez, Ley and Steel (2001a) conducted a study of various priors that might usefully be applied in linear models with economic data and large $n$. Based on theoretical consideration and simulation results, they propose a benchmark set of priors for BMA in the linear model with large $n$. Let the $k$th model be

$$Y_{t+1} = X_t^{(k)'} \beta_k + Z_t' \gamma + \varepsilon_t, \quad (23)$$

where $X_t^{(k)}$ is the vector of predictors appearing in model $k$, $Z_t$ is a vector of variables to be included in all models, $\beta_k$ and $\gamma$ are coefficient vectors, and $\varepsilon_t$ is the error term. The analysis is simplified if the model-specific regressors $X_t^{(k)}$ are orthogonal to the common regressor $Z_t$, and this assumption is adopted throughout this section by taking $X_t^{(k)}$ to be the residuals from the projection of the original set of predictors onto $Z_t$. In applications to economic forecasting, because of serial correlation in $Y_t$, $Z_t$ might include lagged values of $Y$ that potentially appear in each model.

Following the rest of the literature on BMA in the linear model [cf. Hoeting et al. (1999)], Fernandez, Ley and Steel (2001a) assume that $\{X_t^{(k)}, Z_t\}$ is strictly exogenous
and $\varepsilon_t$ is i.i.d. $N(0, \sigma^2)$. In the notation of (21), $\theta_k = [\beta_k' \gamma' \sigma']$. They suggest using conjugate priors, an uninformative prior for $\gamma$ and $\sigma^2$ and Zellner’s (1986) $g$-prior for $\beta_k$:

$$\pi(\gamma, \sigma \mid M_k) \propto 1/\sigma,$$

$$\pi(\beta_k \mid \sigma, M_k) = N\left(0, \sigma^2 \left(\sum_{t=1}^T X_t^{(k)} X_t^{(k)'}\right)^{-1}\right).$$

With the priors (24) and (25), the conditional marginal likelihood $\text{Pr}(D_T \mid M_k)$ in (21) is

$$\text{Pr}(Y_1, \ldots, Y_T \mid M_k) = \text{const} \times a(g)^{\frac{1}{2} \#M_k} \left[a(g)\text{SSR}^R + (1 - a(g))\text{SSR}^U_k\right]^{-\frac{1}{2} \text{df}^R},$$

where $a(g) = g/(1 + g)$, $\text{SSR}^R$ is the sum of squared residuals of $Y$ from the restricted OLS regression of $Y_{t+1}$ on $Z_t$, $\text{SSR}^U_k$ is the sum of squared residuals from the OLS regression of $Y$ onto $(X_t^{(k)}, Z_t)$, $\#M_k$ is the dimension of $X_t^{(k)}$, $\text{df}^R$ is the degrees of freedom of the restricted regression, and the constant is the same from one model to the next [see Raftery, Madigan and Hoeting (1997) and Fernandez, Ley and Steel (2001a)].

The prior model probability, $\pi(M_k)$, also needs to be specified. One choice for this prior is a multinomial distribution, where the probability is determined by the prior probability that an individual variable enters the model; see, for example, Koop and Potter (2004). If all the variables are deemed equally likely to enter and whether one variable enters the model is treated as independent of whether any other variable enters, then the prior probability for all models is the same and the term $\pi(\theta_k)$ drops out of the expressions. In this case, (22), (20) and (26) imply that

$$\tilde{Y}_{T+1 | T} = \sum_{k=1}^K w_k \tilde{Y}_{M_k, T+1 | T},$$

where

$$w_k = \frac{a(g)^{\frac{1}{2} \#M_k} \left[1 + g^{-1} \text{SSR}^U_k / \text{SSR}^R\right]^{-\frac{1}{2} \text{df}^R}}{\sum_{i=1}^K a(g)^{\frac{1}{2} \#M_i} \left[1 + g^{-1} \text{SSR}^U_i / \text{SSR}^R\right]^{-\frac{1}{2} \text{df}^R}}. \tag{27}$$

Three aspects of (27) bear emphasis. First, this expression links BMA and forecast combining: for the linear model with the $g$-prior and in which each model is given equal prior probability, the BMA forecast as a weighted average of the (Bayes) forecasts from the individual models, where the weighting factor depends on the reduction in the sum of squared residuals of model $M_k$, relative to the benchmark model that includes only $Z_t$.

Second, the weights in (27) (and the posterior (26)) penalize models with more parameters through the exponent $\#M_k/2$. This arises directly from the $g$-prior calculations and appears even though the derivation here places equal weight on all models. A further penalty could be placed on large models by letting $\pi(M_k)$ depend on $\#M_k$. 

Third, the weights are based on the posterior (marginal likelihood) (26), which is conditional on \( \{X_t^{(k)}, Z_t\} \). Conditioning on \( \{X_t^{(k)}, Z_t\} \) is justified by the assumption that the regressors are strictly exogenous, an assumption we return to below.

The foregoing expressions depend upon the hyperparameter \( g \). The choice of \( g \) determines the amount of shrinkage appears in the Bayes estimator of \( \beta_k \), with higher values of \( g \) corresponding to greater shrinkage. Based on their simulation study, Fernandez, Ley and Steel (2001a) suggest \( g = 1/\min(T, n^2) \). Alternatively, empirical Bayes methods could be used to estimate the value of \( g \) that provides the BMA forecasts with the best performance.

**Computation of posterior over models**  
If \( n \) exceeds 20 or 25, there are too many models to enumerate and the population summations in (27) cannot be evaluated directly. Instead, numerical algorithms have been developed to provide precise, yet numerically efficient, estimates of this the summation.

In principle, one could approximate the population mean in (27) by drawing a random sample of models, evaluating the weights and the posterior means for each forecast, and evaluating (27) using the sample averages, so the summations run over sampled models. In many applications, however, a large fraction of models might have posterior probability near zero, so this method is computationally inefficient. For this reason, a number of methods have been developed that permit accurate estimation of (27) using a relatively small sample of models. The key to these algorithms is cleverly deciding which models to sample with high probability. Clyde (1999a, 1999b) provides a survey of these methods. Two closely related methods are the stochastic search variable selection (SSVS) methods of George and McCulloch (1993, 1997) [also see Geweke (1996)] and the Markov chain Monte Carlo model composition (MC³) algorithm of Madigan and York (1995); we briefly summarize the latter.

The MC³ sampling scheme starts with a given model, say \( M_k \). One of the \( n \) elements of \( X_t \) is chosen at random; a new model, \( M_k' \), is defined by dropping that regressor if it appears in \( M_k \), or adding it to \( M_k \) if it does not. The sampler moves from model \( M_k \) to \( M_k' \) with probability \( \min(1, B_{k,k'}) \), where \( B_{k,k'} \) is the Bayes ratio comparing the two models (which, with the \( g \)-prior, is computed using (26)). Following Fernandez, Ley and Steel (2001a), the summation (27) is estimated using the summands for the visited models.

**Orthogonalized regressors**  
The computational problem simplifies greatly if the regressors are orthogonal. For example, Koop and Potter (2004) transform \( X_t \) to its principal components, but in contrast to the DFM methods discussed in Section 3, all or a large number of the components are kept. This approach can be seen as an extension of the DFM methods in Section 4, where BIC or AIC model selection is replaced by BMA, where nonzero prior probability is placed on the higher principal components entering as predictors. In this sense, it is plausible to model the prior probability of the \( k \)th principle component entering as a declining function of \( k \).

Computational details for BMA in linear models with orthogonal regressors and a \( g \)-prior are given in Clyde (1999a) and Clyde, Desimone and Parmigiani (1996). [As
Clyde, Desimone and Parmigiani (1996) point out, the method of orthogonalization is irrelevant when a \( g \)-prior is used, so weighted principal components can be used instead of standard PCA. Let \( \gamma_j \) be a binary random variable indicating whether regressor \( j \) is in the model, and treat \( \gamma_j \) as independently (but not necessarily identically) distributed with prior probability \( \pi_j = \Pr(\gamma_j = 1) \). Suppose that \( \sigma^2 \epsilon \) is known. Because the regressors are exogenous and the errors are normally distributed, the OLS estimators \( \{ \hat{\beta_j} \} \) are sufficient statistics. Because the regressors are orthogonal, \( \gamma_j, \beta_j \) and \( \hat{\beta}_j \) are jointly independently distributed over \( j \). Consequently, the posterior mean of \( \beta_j \) depends on the data only through \( \hat{\beta}_j \) and is given by

\[
E(\beta_j | \hat{\beta}_j, \sigma^2) = a(g) \hat{\beta}_j \times \Pr(\gamma_j = 1 | \hat{\beta}_j, \sigma^2),
\]

where \( g \) is the \( g \)-prior parameter [Clyde (1999a, 1999b)]. Thus the weights in the BMA forecast can be computed analytically, eliminating the need for a stochastic sampling scheme to approximate (27). The expression (28) treats \( \sigma^2 \epsilon \) as known. The full BMA estimator can be computed by integrating over \( \sigma^2 \epsilon \), alternatively one could use a plug-in estimator of \( \sigma^2 \epsilon \) as suggested by Clyde (1999a, 1999b).

**Bayesian model selection**  
Bayesian model selection entails selecting the model with the highest posterior probability and using that model as the basis for forecasting; see the reviews by George (1999) and Chipman, George and McCulloch (2001). With suitable choice of priors, BMA can yield Bayesian model selection. For example, Fernandez, Ley and Steel (2001a) provide conditions on the choice of \( g \) as a function of \( k \) and \( T \) that produce consistent Bayesian model selection, in the sense that the posterior probability of the true model tends to one (the asymptotics hold the number of models \( K \) fixed as \( T \to \infty \)). In particular they show that, if \( g = 1/T \) and the number of models \( K \) is held fixed, then the \( g \)-prior BMA method outlined above, with a flat prior over models, is asymptotically equivalent to model selection using the BIC.

Like other forms of model selection, Bayesian model selection might be expected to perform best when the number of models is small relative to the sample size. In the applications of interest in this survey, the number of models is very large and Bayesian model selection would be expected to share the problems of model selection more generally.

**Extension to \( h \)-step ahead forecasts**  
The algorithm outlined above does not extend to iterated multiperiod forecasts because the analysis is conditional on \( X \) and \( Z \) (models for \( X \) and \( Z \) are never estimated). Although the algorithm can be used to produce multiperiod forecasts, its derivation is inapplicable because the error term \( \epsilon_t \) in (23) is modeled as i.i.d., whereas it would be MA(\( h - 1 \)) if the dependent variable were \( Y_{t+h} \), and the likelihood calculations leading to (27) no longer would be valid.

In principle, BMA could be extended to multiperiod forecasts by calculating the posterior using the correct likelihood with the MA(\( h - 1 \)) error term, however the simplicity of the \( g \)-prior development would be lost and in any event this extension seems not to be in the literature. Instead, one could apply the formulas in (27), simply replacing \( Y_{t+1} \)
with $Y_{t+h}^h$; this approach is taken by Koop and Potter (2004), and although the formal BMA interpretation is lost the expressions provide an intuitively appealing alternative to the forecast combining methods of Section 3, in which only a single $X$ appears in each model.

Extension to endogenous regressors Although the general theory of BMA does not require strict exogeneity, the calculations based on the $g$-prior leading to the average forecast (27) assume that $\{X_t, Z_t\}$ are strictly exogenous. This assumption is clearly false in a macro forecasting application. In practice, $Z_t$ (if present) consists of lagged values of $Y_t$ and one or two key variables that the forecaster “knows” to belong in the forecasting equation. Alternatively, if the regressor space has been orthogonalized, $Z_t$ could consist of lagged $Y_t$ and the first few one or two factors. In either case, $Z$ is not strictly exogenous. In macroeconomic applications, $X_t$ is not strictly exogenous either. For example, a typical application is forecasting output growth using many interest rates, measures of real activity, measures of wage and price inflation, etc.; these are predetermined and thus are valid predictors but $X$ has a future path that is codetermined with output growth, so $X$ is not strictly exogenous.

It is not clear how serious this critique is. On the one hand, the model-based posteriors leading to (27) evidently are not the true posteriors $Pr(M_k \mid D_T)$ (the likelihood is fundamentally misspecified), so the elegant decision theoretic conclusion that BMA combining is the optimal Bayes predictor does not apply. On the other hand, the weights in (27) are simple and have considerable intuitive appeal as a competitor to forecast combining. Moreover, BMA methods provide computational tools for combining many models in which multiple predictors enter; this constitutes a major extension of forecast combining as discussed in Section 3, in which there were only $n$ models, each containing a single predictor. From this perspective, BMA can be seen as a potentially useful extension of forecast combining, despite the inapplicability of the underlying theory.

5.2. Survey of the empirical literature

Aside from the contribution by Min and Zellner (1993), which used BMA methods to combine forecasts from one linear and one nonlinear model, the applications of BMA to economic forecasting have been quite recent.

Most of the applications have been to forecasting financial variables. Avramov (2002) applied BMA to the problem of forecasting monthly and quarterly returns on six different portfolios of U.S. stocks using $n = 14$ traditional predictors (the dividend yield, the default risk spread, the 90-day Treasury bill rate, etc.). Avramov (2002) finds that the BMA forecasts produce RMSFEs that are approximately two percent smaller than the random walk (efficient market) benchmark, in contrast to conventional information criteria forecasts, which have higher RMSFEs than the random walk benchmark. Cremers (2002) undertook a similar study with $n = 14$ predictors [there is partial overlap between Avramov’s (2002) and Cremers’ (2002) predictors] and found improvements in in-sample fit and pseudo-out-of-sample forecasting performance comparable to those
found by Avramov (2002). Wright (2003) focuses on the problem of forecasting four exchange rates using $n = 10$ predictors, for a variety of values of $g$. For two of the currencies he studies, he finds pseudo-out-of-sample MSFE improvements of as much as 15% at longer horizons, relative to the random walk benchmark; for the other two currencies he studies, the improvements are much smaller or nonexistent. In all three of these studies, $n$ has been sufficiently small that the authors were able to evaluate all possible models and simulation methods were not needed to evaluate (27).

We are aware of only two applications of BMA to forecasting macroeconomic aggregates. Koop and Potter (2004) focused on forecasting GDP and the change of inflation using $n = 142$ quarterly predictors, which they orthogonalized by transforming to principal components. They explored a number of different priors and found that priors that focused attention on the set of principal components that explained 99.9% of the variance of $X$ provided the best results. Koop and Potter (2004) concluded that the BMA forecasts improve on benchmark AR(2) forecasts and on forecasts that used BIC-selected factors (although this evidence is weaker) at short horizons, but not at longer horizons. Wright (2004) considers forecasts of quarterly U.S. inflation using $n = 93$ predictors; he used the $g$-prior methodology above, except that he only considered models with one predictor, so there are only a total of $n$ models under consideration. Despite ruling out models with multiple predictors, he found that BMA can improve upon the equal-weighted combination forecasts.

6. Empirical Bayes methods

The discussion of BMA in the previous section treats the priors as reflecting subjectively held a priori beliefs of the forecaster or client. Over time, however, different forecasters using the same BMA framework but different priors will produce different forecasts, and some of those forecasts will be better than others: the data can inform the choice of “priors” so that the priors chosen will perform well for forecasting. For example, in the context of the BMA model with prior probability $\pi$ of including a variable and a $g$-prior for the coefficient conditional upon inclusion, the hyperparameters $\pi$ and $g$ both can be chosen, or estimated, based on the data.

This idea of using Bayes methods with an estimated, rather than subjective, prior distribution is the central idea of empirical Bayes estimation. In the many-predictor problem, because there are $n$ predictors, one obtains many observations on the empirical distribution of the regression coefficients; this empirical distribution can in turn be used to find the prior (to estimate the prior) that comes as close as possible to producing a marginal distribution that matches the empirical distribution.

The method of empirical Bayes estimation dates to Robbins (1955, 1964), who introduced nonparametric empirical Bayes methods. Maritz and Lwin (1989), Carlin and Louis (1996), and Lehmann and Casella (1998, Section 4.6) provide monograph and textbook treatments of empirical Bayes methods. Recent contributions to the theory of empirical Bayes estimation in the linear model with orthogonal regressors include

This section lays out the basic structure of empirical Bayes estimation, as applied to the large-\(n\) linear forecasting problem. We focus on the case of orthogonalized regressors (the regressors are the principle components or weighted principle components). We defer discussion of empirical experience with large-\(n\) empirical Bayes macroeconomic forecasting to Section 7.

6.1. Empirical Bayes methods for large-\(n\) linear forecasting

The empirical Bayes model consists of the regression equation for the variable to be forecasted plus a specification of the priors. Throughout this section we focus on estimation with \(n\) orthogonalized regressors. In the empirical applications these regressors will be the factors, estimated by PCA, so we denote these regressors by the \(n \times 1\) vector \(F_t\), which we assume have been normalized so that \(T^{-1} \sum_{t=1}^{T} F_t F_t' = I_n\). We assume that \(n < T\) so all the principal components are nonzero; otherwise, \(n\) in this section would be replaced by \(n' = \min(n, T)\).

The starting point is the linear model

\[
Y_{t+1} = \beta' F_t + \epsilon_{t+1},
\]

where \(\{F_t\}\) is treated as strictly exogenous. The vector of coefficients \(\beta\) is treated as being drawn from a prior distribution. Because the regressors are orthogonal, it is convenient to adopt a prior in which the elements of \(\beta\) are independently (although not necessarily identically) distributed, so that \(\beta_i\) has the prior distribution \(G_i, i = 1, \ldots, n\).

If the forecaster has a squared error loss function, then the Bayes risk of the forecast is minimized by using the Bayes estimator of \(\beta\), which is the posterior mean. Suppose that the errors are i.i.d. \(N(0, \sigma^2_{\epsilon})\), and for the moment suppose that \(\sigma^2_{\epsilon}\) is known. Conditional on \(\beta\), the centered OLS estimators, \(\hat{\beta}_i - \beta_i\), are i.i.d. \(N(0, \sigma^2_{\epsilon}/T)\); denote this conditional pdf by \(\phi\). Under these assumptions, the Bayes estimator of \(\beta_i\) is

\[
\hat{\beta}_B^i = \frac{\int x \phi(\hat{\beta}_i - x) \, dG_i(x)}{\int \phi(\hat{\beta}_i - x) \, dG_i(x)} = \hat{\beta}_i + \sigma^2_{\epsilon} \ell_i(\hat{\beta}_i),
\]

where \(\ell_i(x) = d \ln(m_i(x))/dx\), where \(m_i(x) = \int \phi(x - \beta) \, dG_i(\beta)\) is the marginal distribution of \(\hat{\beta}_i\). The second expression in (30) is convenient because it represents the Bayes estimator as a function of the OLS estimator, \(\sigma^2_{\epsilon}\), and the score of the marginal distribution [see, for example, Maritz and Lwin (1989)].

Although the Bayes estimator minimizes the Bayes risk and is admissible, from a frequentist perspective it (and the Bayes forecast based on the predictive density) can have poor properties if the prior places most of its mass away from the true parameter value. The empirical Bayes solution to this criticism is to treat the prior as an unknown distribution to be estimated. To be concrete, suppose that the prior is the same for all \(i\), that is, \(G_i = G\) for all \(i\). Then \(\{\hat{\beta}_i\}\) constitute \(n\) i.i.d. draws from the marginal distribution \(m\), which in turn depends on the prior \(G\). Because the conditional distribution \(\phi\) is
known, this permits inference about $G$. In turn, the estimator of $G$ can be used in (30) to compute the empirical Bayes estimator. The estimation of the prior can be done either parametrically or nonparametrically.

**Parametric empirical Bayes** The parametric empirical Bayes approach entails specifying a parametric prior distribution, $G_i(X; \theta)$, where $\theta$ is an unknown parameter vector that is common to all the priors. Then the marginal distribution of $\hat{\beta}_i$ is $m_i(x; \theta) = \int \phi(x - \beta) \ dG_i(\beta; \theta)$. If $G_i = G$ for all $i$, then there are $n$ i.i.d. observations on $\hat{\beta}_i$ from the marginal $m(x; \theta)$, and inference can proceed by maximum likelihood or by method of moments.

In the application at hand, where the regressors are the principal components, one might specify a prior with a spread that declines with $i$ following some parametric structure. In this case, $\{\hat{\beta}_i\}$ constitute $n$ independent draws from a heteroskedastic marginal distribution with parameterized heteroskedasticity, which again permits estimation of $\theta$. Although the discussion has assumed that $\sigma^2_\varepsilon$ is known, it can be estimated consistently if $n, T \to \infty$ as long as $n/T \to \text{const} < 1$.

As a leading case, one could adopt the conjugate $g$-prior. An alternative approach to parameterizing $G_i$ is to adopt a hierarchical prior. Clyde and George (2000) take this approach for wavelet transforms, as applied to signal compression, where the prior is allowed to vary depending on the wavelet level.

**Nonparametric empirical Bayes** The nonparametric empirical Bayes approach treats the prior as an unknown distribution. Suppose that the prior is the same ($G$) for all $i$, so that $\ell_i = \ell$ for all $i$. Then the second expression in (30) suggests the estimator

$$\hat{\beta}_i^{\text{NEB}} = \hat{\beta}_i + \sigma^2_\varepsilon \hat{\ell}(\hat{\beta}_i),$$  

(31)

where $\hat{\ell}$ is an estimator of $\ell$.

The virtue of the estimator (31) is that it does not require direct estimation of $G$; for this reason, Maritz and Lwin (1989) refer to it as a simple empirical Bayes estimator. Instead, the estimator (31) only requires estimation of the derivative of the log of the marginal likelihood, $\ell(x) = d \ln(m_i(x))/dx = (dm_i(x)/dx)/m(x)$. Nonparametric estimation of the score of i.i.d. random variables arises in other applications in statistics, in particular adaptive estimation, and has been extensively studied. Going into the details would take us beyond the scope of this survey, so instead the reader is referred to Maritz and Lwin (1989), Carlin and Louis (1996), and Bickel et al. (1993).

**Optimality results** Robbins (1955) considered nonparametric empirical Bayes estimation in the context of the compound decision problem, in which there are samples from each of $n$ units, where the draws for the $i$th unit are from the same distribution, conditional on some parameters, and these parameters in turn obey some distribution $G$. The distribution $G$ can be formally treated either as a prior, or simply as an unknown distribution describing the population of parameters across the different units. In this setting, given $G$, the estimator of the parameters that minimizes the Bayes risk is the
Bayes estimator. Robbins (1955, 1964) showed that it is possible to construct empirical Bayes estimators that are asymptotically optimal, that is, empirical Bayes estimators that achieve the Bayes risk based on the infeasible Bayes estimator using the true unknown distribution $G$ as the number of units tends to infinity.

At a formal level, if $n/T \to c$, $0 < c < 1$, and if the true parameters $\beta_i$ are in a $1/n^{1/2}$ neighborhood of zero, then the linear model with orthogonal regressors has a similar mathematical structure to the compound decision problem. Knox, Stock and Watson (2001) provide results about the asymptotic optimality of the parametric and nonparametric empirical Bayes estimators. They also provide conditions under which the empirical Bayes estimator (with a common prior $G$) is, asymptotically, the minimum risk equivariant estimator under the group that permutes the indexes of the regressors.

**Extension to lagged endogenous regressors** As in the methods of Sections 3–5, in practice it can be desirable to extend the linear regression model to include an additional set of regressors, $Z_t$, that the researcher has confidence belong in the model; the leading case is when $Z_t$ consists of lags of $Y_t$. The key difference between $Z_t$ and $F_t$ is associated with the degree of certainty about the coefficients: $Z_t$ are variables that the researcher believes to belong in the model with potentially large coefficients, whereas $F_t$ is viewed as having potentially small coefficients. In principle a separate prior could be specified for the coefficients on $Z_t$. By analogy to the treatment in BMA, however, a simpler approach is to replace $X_t$ and $Y_{t+1}$ in the foregoing with the residuals from initial regressions of $X_t$ and $Y_{t+1}$ onto $Z_t$. The principal components $F_t$ then can be computed using these residuals.

**Extensions to endogenous regressors and multiperiod forecasts** Like BMA, the theory for empirical Bayes estimation in the linear model was developed assuming that \{\(X_t, Z_t\)\} are strictly exogenous. As was discussed in Section 5, this assumption is implausible in the macroeconomic forecasting. We are unaware of work that has extended empirical Bayes methods to the large-$n$ linear forecasting model with regressors that are predetermined but not strictly exogenous.

**7. Empirical illustration**

This section illustrates the performance of these methods in an application to forecasting the growth rate of U.S. industrial production using $n = 130$ predictors. The results in this section are taken from Stock and Watson (2004a), which presents results for additional methods and for forecasts of other series.

**7.1. Forecasting methods**

The forecasting methods consist of univariate benchmark forecasts, and five categories of multivariate forecasts using all the predictors. All multistep ahead forecasts (including the univariate forecasts) were computed by the direct method, that is, using a single
noniterated equation with dependent variable being the $h$-period growth in industrial production, $y_{t+h}^h$, as defined in (1). All models include an intercept.

**Univariate forecasts**  The benchmark model is an AR, with lag length selected by AIC (maximum lag = 12). Results are also presented for an AR(4).

**OLS**  The OLS forecast is based on the OLS regression of $y_{t+h}^h$ onto $x_t$ and four lags of $y_t$.

**Combination forecasts**  Three combination forecasts are reported. The first is the simple mean of the 130 forecasts based on autoregressive distributed lag (ADL) models with four lags each of $x_t$ and $y_t$. The second combination forecast is a weighted average, where the weights are computed using the expression implied by g-prior BMA, specifically, the weights are given by $w_{ij}$ in (27) with $g = 1$, where in this case the number of models $K$ equals $n$ [this second method is similar to one of several used by Wright (2004)].

**DFM**  Three DFM forecasts are reported. Each is based on the regression of $y_{t+h}^h$ onto the first three factors and four lags of $y_t$. The forecasts differ by the method of computing the factors. The first, denoted PCA(3, 4), estimates the factors by PCA. The second, denoted diagonal-weighted PCA(3, 4), estimates the factors by weighted PCA, where the weight matrix $\Sigma_{uu}$ is diagonal, with diagonal element $\Sigma_{uu,ii}$ estimated by the difference between the corresponding diagonal elements of the sample covariance matrix of $x_t$ and the dynamic principal components estimator of the covariance matrix of the common components, as proposed by Forni et al. (2003b). The third DFM forecast, denoted weighted PCA(3, 4) is similarly constructed, but also estimates the off-diagonal elements of $\Sigma_{uu}$ analogously to the diagonal elements.

**BMA**  Three BMA forecasts are reported. The first is BMA as outlined in section with correlated $X$’s and $g = 1/T$. The second two are BMA using orthogonal factors computed using the formulas in Clyde (1999a) following Koop and Potter (2004), for two values of $g$, $g = 1/T$ and $g = 1$.

**Empirical Bayes**  Two parametric empirical Bayes forecasts are reported. Both are implemented using the $n$ principal components for the orthogonal regressors and using a common prior distribution $G$. The first empirical Bayes forecast uses the $g$-prior with mean zero, where $g$ and $\sigma^2$ are estimated from the OLS estimators and residuals. The second empirical Bayes forecast uses a mixed normal prior, in which $\beta_j = 0$ with probability $1 - \pi$ and is normally distributed, according to a $g$-prior with mean zero, with probability $\pi$. In this case, the parameters $g$, $\pi$, and the scale $\sigma^2$ are estimated from the OLS coefficients estimates, which allows for heteroskedasticity and autocorrelation in the regression error (the autocorrelation is induced by the overlapping observations in the direct multiperiod-ahead forecasts).
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7.2. Data and comparison methodology

Data  The data set consists of 131 monthly U.S. economic time series (industrial production plus 130 predictor variables) observed from 1959:1–2003:12. The data set is an updated version of the data set used in Stock and Watson (1999). The predictors include series in 14 categories: real output and income; employment and hours; real retail, manufacturing and trade sales; consumption; housing starts and sales; real inventories; orders; stock prices; exchange rates; interest rates and spreads; money and credit quantity aggregates; price indexes; average hourly earnings; and miscellaneous. The series were all transformed to be stationary by taking first or second differences, logarithms, or first or second differences of logarithms, following standard practice. The list of series and transformations are given in Stock and Watson (2004a).

Method for forecast comparisons  All forecasts are pseudo-out-of-sample and were computed recursively (demeaning, standardization, model selection, and all model estimation, including any hyperparameter estimation, was done recursively). The period for forecast comparison is 1974:7–(2003:12-h). All regressions start in 1961:1, with earlier observations used for initial conditions. Forecast risk is evaluated using the mean squared forecast errors (MSFEs) over the forecast period, relative to the AR(AIC) benchmark.

7.3. Empirical results

The results are summarized in Table 1. These results are taken from Stock and Watson (2004a), which reports results for other variations on these methods and for more variables to be forecasted. Because the entries are MSFEs, relative to the AR(AIC) benchmark, entries less than one indicate a MSFE improvement over the AR(AIC) forecast. As indicated in the first row, the use of AIC to select the benchmark model is not particularly important for these results: the performance of an AR(4) and the AR(AIC) are nearly identical. More generally, the results in Table 1 are robust to changes in the details of forecast construction, for example, using an information criterion to select lag lengths.

It would be inappropriate to treat this comparison, using a single sample period and a single target variable, as a horse race that can determine which of these methods is “best”. Still, the results in Table 1 suggest some broad conclusions. Most importantly, the results confirm that it is possible to make substantial improvements over the univariate benchmark if one uses appropriate methods for handling this large data set. At forecast horizons of one through six months, these forecasts can reduce the AR(AIC) benchmark by 15% to 33%. Moreover, as expected theoretically, the OLS forecast with all 130 predictors much performs much worse than the univariate benchmark.

As found in the research discussed in Section 4, the DFM forecasts using only a few factors – in this case, three – improve substantially upon the benchmark. For the forecasts of industrial production, there seems to be some benefit from computing the factors
Table 1
Forecasts of U.S. industrial production growth using 130 monthly predictors: Relative mean square forecast errors for various forecasting methods

<table>
<thead>
<tr>
<th>Method</th>
<th>1</th>
<th>3</th>
<th>6</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Univariate benchmarks</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AR(AIC)</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>AR(4)</td>
<td>0.99</td>
<td>1.00</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td><strong>Multivariate forecasts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1) OLS</td>
<td>1.78</td>
<td>1.45</td>
<td>2.27</td>
<td>2.39</td>
</tr>
<tr>
<td>(2) Combination forecasts</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.95</td>
<td>0.93</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>SSR-weighted average</td>
<td>0.85</td>
<td>0.95</td>
<td>0.96</td>
<td>1.16</td>
</tr>
<tr>
<td>(3) DFM</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(3, 4)</td>
<td>0.83</td>
<td>0.70</td>
<td>0.74</td>
<td>0.87</td>
</tr>
<tr>
<td>Diagonal weighted PC(3, 4)</td>
<td>0.83</td>
<td>0.73</td>
<td>0.83</td>
<td>0.96</td>
</tr>
<tr>
<td>Weighted PC(3, 4)</td>
<td>0.82</td>
<td>0.70</td>
<td>0.66</td>
<td>0.76</td>
</tr>
<tr>
<td>(4) BMA</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_s, g = 1/T$</td>
<td>0.83</td>
<td>0.79</td>
<td>1.18</td>
<td>1.50</td>
</tr>
<tr>
<td>Principal components, $g = 1$</td>
<td>0.85</td>
<td>0.75</td>
<td>0.83</td>
<td>0.92</td>
</tr>
<tr>
<td>Principal components, $g = 1/T$</td>
<td>0.85</td>
<td>0.78</td>
<td>1.04</td>
<td>1.50</td>
</tr>
<tr>
<td>(5) Empirical Bayes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parametric/g-prior</td>
<td>1.00</td>
<td>1.04</td>
<td>1.56</td>
<td>1.92</td>
</tr>
<tr>
<td>Parametric/mixed normal prior</td>
<td>0.93</td>
<td>0.75</td>
<td>0.81</td>
<td>0.89</td>
</tr>
</tbody>
</table>

Notes: Entries are relative MSFEs, relative to the AR(AIC) benchmark. All forecasts are recursive (pseudo-out-of-sample), and the MSFEs were computed over the period 1974:7–(2003:12–h). The various columns correspond to forecasts of 1, 3, 6, and 12-month growth, where all the multiperiod forecasts were computed by direct (not iterated) methods. The forecasting methods are described in the text.

using weighted PCA rather than PCA, with the most consistent improvements arising from using the nondiagonal weighting scheme. Interestingly, nothing is gained by trying to exploit the information in the additional factors beyond the third using either BMA, applied to the PCA factors, or empirical Bayes methods. In addition, applying BMA to the original $X_s$ does not yield substantial improvements. Although simple mean averaging of individual ADL forecasts improves upon the autoregressive benchmark, the simple combination forecasts do not achieve the performance of the more sophisticated methods. The more complete analysis in Stock and Watson (2004a) shows that this interesting finding holds for other horizons and for forecasts of other U.S. series: low-dimensional forecasts using the first few PCA or weighted PCA estimators of the factors forecast as well or better than the methods like BMA that use many more factors.

A question of interest is how similar these different forecasting methods are. All the forecasts use information in lagged $Y_t$, but they differ in the way they handle information in $X_t$. One way to compare the treatment of $X_t$ by two forecasting methods is to compare the partial correlations of the in-sample predicted values from the two methods, after controlling for lagged values of $Y_t$. Table 2 reports these partial corre-
Table 2
Partial correlations between large-\(n\) forecasts, given four lags of \(Y_t\)

<table>
<thead>
<tr>
<th>Method</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
<th>(8)</th>
<th>(9)</th>
<th>(10)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combination: mean</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combination: SSR-wtd</td>
<td>0.63</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(3, 4)</td>
<td>0.71</td>
<td>0.48</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagonal wtd PC(3, 4)</td>
<td>0.66</td>
<td>0.56</td>
<td>0.90</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighted PC(3, 4)</td>
<td>0.78</td>
<td>0.57</td>
<td>0.82</td>
<td>0.86</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMA/X’s, (g = 1/T)</td>
<td>0.76</td>
<td>0.61</td>
<td>0.72</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMA/PC’s, (g = 1)</td>
<td>0.77</td>
<td>0.62</td>
<td>0.68</td>
<td>0.77</td>
<td>0.80</td>
<td>0.85</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMA/PC’s, (g = 1/T)</td>
<td>0.68</td>
<td>0.56</td>
<td>0.52</td>
<td>0.50</td>
<td>0.77</td>
<td>0.97</td>
<td>0.85</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEB/g-prior</td>
<td>0.79</td>
<td>0.63</td>
<td>0.70</td>
<td>0.80</td>
<td>0.82</td>
<td>0.96</td>
<td>0.99</td>
<td>0.87</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>PEB/mixed</td>
<td>0.79</td>
<td>0.63</td>
<td>0.70</td>
<td>0.80</td>
<td>0.82</td>
<td>0.96</td>
<td>0.99</td>
<td>0.87</td>
<td>1.00</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The forecasting methods are defined in the text. Entries are the partial correlations between the in-sample predicted values from the different forecasting models, all estimated using \(Y_{t+1}\) as the dependent variable and computed over the full forecast period, where the partial correlations are computed using the residuals from the projections of the in-sample predicted values of the two forecasting methods being correlated onto four lagged values of \(Y_t\).

The interesting feature of Table 2 is that the partial correlations among some of these methods is quite low, even for methods that have very similar MSFEs. For example, the PCA(3, 4) forecast and the BMA/X forecast with \(g = 1/T\) both have relative MSFE of 0.83, but the partial correlation of their in-sample predicted values is only 0.67. This suggests that the forecasting methods in Table 2 imply substantially different weights on the original \(X_t\) data, which suggests that there could remain room for improvement upon the forecasting methods in Table 2.

8. Discussion

The past few years have seen considerable progress towards the goal of exploiting the wealth of data that is available for economic forecasting in real time. As the application to forecasting industrial production in Section 7 illustrates, these methods can make substantial improvements upon benchmark univariate models. Moreover, the empirical work discussed in this review makes the case that these forecasts improve not just upon autoregressive benchmarks, but upon standard multivariate forecasting models.

Despite this progress, the methods surveyed in this chapter are limited in at least three important respects, and work remains to be done. First, these methods are those that have been studied most intensively for economic forecasting, but they are not the only methods available. For example, Inoue and Kilian (2003) examine forecasts of U.S. inflation with \(n = 26\) using bagging, a weighting scheme in which the weights are produced by bootstrapping forecasts based on pretest model selection. They report
improvements over PCA factor forecasts based on these 26 predictors. As mentioned in the Introduction, Bayesian VARs are now capable of handling a score or more of predictors, and a potential advantage of Bayesian VARs is that they can produce iterated multistep forecasts. Also, there are alternative model selection methods in the statistics literature that have not yet been explored in economic forecasting applications, e.g., the LARS method [Efron et al. (2004)] or procedures to control the false discovery rate [Benjamini and Hochberg (1995)].

Second, all these forecasts are linear. Although the economic forecasting literature contains instances in which forecasts are improved by allowing for specific types of nonlinearity, introducing nonlinearities has the effect of dramatically increasing the dimensionality of the forecasting models. To the best of our knowledge, nonlinear forecasting with many predictors remains unexplored in economic applications.

Third, changes in the macroeconomy and in economic policy in general produces linear forecasting relations that are unstable, and indeed there is considerable empirical evidence of this type of nonstationarity in low-dimensional economic forecasting models [e.g., Clements and Hendry (1999), Stock and Watson (1996, 2003)]. This survey has discussed some theoretical arguments and empirical evidence suggesting that some of this instability can be mitigated by making high-dimensional forecasts: in a sense, the instability in individual forecasting relations might, in some cases, average out. But whether this is the case generally, and if so which forecasting methods are best able to mitigate this instability, largely remains unexplored.
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