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Abstract

We study inference on parameters in censored panel data models, where the censoring can depend on both observable and unobservable variables in arbitrary ways. Under some general conditions, we characterize the information the model and data contain about the parameters of interest by deriving the identified sets: Every parameter that belongs to these sets is observationally equivalent to the true parameter - the one that generated the data. We consider two separate sets of assumptions (2 models): the first uses stationarity on the unobserved disturbance terms. The second is a nonstationary model with a conditional independence restriction. Based on the characterizations of the identified sets, we provide an inference procedure that is shown to yield correct confidence sets based on inverting stochastic dominance tests. We also show how our results extend to empirically interesting dynamic versions of the model with both lagged observed outcomes, lagged indicators, and models with factor loads. In addition, we provide sufficient conditions for point identification in terms of support conditions. The paper then examines sizes of the identified sets, and a Monte Carlo exercise shows reasonable small sample performance of our procedures. We also apply our inference approach to two empirical illustrations.
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1 Introduction

We consider the problem of inference on $\beta$ in the panel data model

$$y_{it}^* = \alpha_i + x_{it}'\beta + \epsilon_{it}, \quad t = 1, \ldots, T \quad i = 1, \ldots, N$$

where $\alpha_i$ is an individual specific and time-independent fixed (or random) effect that is allowed to be correlated with both $x_i = (x_{i1}, \ldots, x_{iT})$ and $\epsilon_i = (\epsilon_{i1}, \ldots, \epsilon_{iT})$. The outcome variable, $y_{it}^*$, is only observed when it is greater than a censoring variable $c_{it}$ where $c_{it}$ itself is only observed when it exceeds $y_{it}^*$. The censoring variable $c_i = (c_{i1}, \ldots, c_{iT})$ is allowed to depend on $\epsilon_i$ in an arbitrary way. We summarize this as follows:

$$y_{it} = \max(y_{it}^*, c_{it}), \quad 1[y_{it}^* \geq c_{it}], \quad (\alpha_i, x_{it}) \quad t = 1, \ldots, T$$

where $\epsilon_i \not\perp \perp c_i|x_i$

The presence of this endogenous censoring represents a challenge for existing methods that are used for correcting for censoring since these methods usually assume that $c_i$ is either observed or (conditionally) independent of the errors. There, the observed censoring is motivated via design or data limitation issue (such as top-coding), and hence is assumed independent of the outcome. Here, the starting point is we want to allow for this censored variable $c_{it}$ to be on equal footing as the outcome and so allow it to be arbitrarily correlated with $y_{it}^*$ (but also accommodate fixed and independent censoring). This increases the set of models that are covered to include competing risks models, switching regression like models, and duration models with attrition that are important in applied work.

Generally, point identification conditions in nonlinear panel data models with fixed effects are often strong, partly since simple differencing techniques, used in linear models, are not available when the model is nonlinear in the unobserved individual specific variable. So, typical point identification strategies have relied on distributional

---

1This is especially the case when $T$ is finite -typically $T = 2$, as we assume throughout this paper.
2In the cross sectional setting this model is popular in duration analysis, as it relates to the Accelerated Failure Time (AFT) model. See, e.g Khan and Tamer (2009) for more on this for cross sectional data. In the panel data setting considered in this paper, $t$ does not refer to the time period, but the spell in question.
3A canonical empirical example of this kind of censoring is a wage panel regression with an indicator dummy of whether individual $i$ belongs to a union in time $t$. The censoring occurs since a union member’s nonunion wage in period $t$ is censored but is presumed less than the observed union wage.
4For the latest on methods for panel models in econometrics, see Arellano (2003).
assumptions, and/or support conditions that are problem specific that often times rule out economically relevant models and behaviors. This has motivated a complementary approach to inference in these models that recognizes the fact that though point identification might not be possible under weaker assumptions, these models do contain nontrivial information about \( \beta \). So, instead of looking for conditions under which point identification is guaranteed, we posit a model for the data generating process and then analyze the question of what information does this model have about \( \beta \) given the observed data.

The challenge in this bounds approach to identification analysis is to consider all the information in the data and the model: that is, find the tightest bound that contains the set of observationally equivalent parameter values. The main results in the paper show how one can construct sharp sets for \( \beta \): there is no more information that the data contain about distinct \( \beta \)'s in the identified set given the model assumptions, i.e., every parameter vector in these sets is observationally equivalent to the true parameter \( \beta \) under the model assumptions. This analysis allows us to determine under what conditions for example this set is the trivial set (data contain no information about \( \beta \)) on the one hand, or also examine when this set shrinks to a singleton, \( \beta \).

The usefulness in this approach is that we posit the model (or sets of assumptions) first and then ask what information do these assumptions contain about \( \beta \) as opposed to the complementary approach based on point identification in which one looks for a model (a set of assumptions) that guarantees point identification under the weakest set of assumptions.

The focus of our analysis will be on models which can be seen as a panel extension of the classic Roy model (or switching regression model) where in every period, one chooses to work in one of two sectors and this decision is based on whether the wage in the one sector is higher than the wage in the other sector.

Censored models such as these can be regarded missing or interval outcome models, and were initially considered in the partial identification literature with cross section data.\(^5\) In this paper, our starting point is the panel model with endogenous censoring,\(^5\)

which we then generalize in different ways. We then show that generalizing the model even further can sometimes result in the identification becoming trivial: any possible vector of parameters is consistent with the distribution of observables.  

The recent literature on online panel data models is extensive and growing. See for example the work of Arellano and Bonhomme (2009), Bester and Hansen (2009), Bonhomme (2012), Chernozhukov, Fernandez-Val, Hahn, and Newey (2010), Evdokimov (2010), Graham and Powell (2012) and Hoderlein and White (2012). An important early work is the paper by Honoré (1992) which considers a panel model with fixed censoring. See also the survey in Arellano and Honoré (2001). Most of this work is based on point identification, so it is important to compare the conditions imposed there ours.

1.1 Comparison to Recent Point Identification Results

The closest recent papers to work here are Hoderlein and White (2012) (HW) and Bonhomme (2012) (SB). HW consider a class of panel data models which allows for both continuous and discrete outcomes. The focus of their results is on point identification of parameters of interest, which can include, but is not limited to regression coefficients and/or average partial effects. Their most general setup, (their) equation 2.1, is more general than ours, but their conditions for point identification are stronger. Specifically, they require that the unobserved disturbance component be distributed independently from one of the regressors, analogous to the “special regressor” literature pioneered in Lewbel(1998). So, HW attain point identification at the expense of stronger conditions, and so their approach and ours are complementary and whether one is willing to impose point identification depends on the empirical model.

Similarly to HW, SB’s paper aims at obtaining point identification at the expense of stronger conditions. To see how, we can partition the discussion on this matter into

---

6 A similar example is shown by Rosen (2012) for quantile panel data models with fixed effects and small T. In particular, under a conditional median independence assumption on $e_{it}$, Rosen (2012) showed that a linear panel model (with no censoring) contains no information on the true parameter $\beta$, so that the identified set is the whole parameter space. This happens because $e_{i1}$ is allowed to be arbitrarily correlated with $e_{i2}$ and he considers the conditional median, as opposed to mean, independence assumption.

7 It is likely that under those point identification conditions lead to “irregular” point identification in the sense that estimation based on this identification will converge at a slow, nonparametric rate.
the two cases he considers in his paper, corresponding to support conditions on observed and unobserved variables. In the first part of SB, Section 3, SB considers the finite support case. This includes the assumption of finite support on the individual specific effects. In general (but still finite support) nonlinear models, a condition of non-surjectivity is necessary for the finite dimensional parameter of interest to be point-identified. Non-surjectivity holds in, for example, static binary choice models provided \( N_\alpha < 2T \) where \( N_\alpha \) is the number of support points of the individual specific effect, and \( T \) is the number of time periods. Compared to our paper, we are not restricting the support of the individual effect, and hence are generally only able to attain set identification. Finally, SB also contains further interesting results on local identification when the support of both observables and/or unobservables is infinite. SB’s results highlight that generally, it is hard to attain point identification in nonlinear panel data models.

1.2 Summary of our Models

In this paper the first set of assumptions we employ (Model 1) uses stationarity on the distribution of \( \epsilon_{it} \), but otherwise leaves the error distribution unconstrained (and hence allow for cross sectional heteroskedasticity). Stationarity in nonlinear panel models has been used extensively before since the work of Manski (1987) where there it was shown that the binary choice panel model point identifies \( \beta \) under a stationarity and a set of support conditions.

The second set of assumptions (Model 2) relaxes stationarity but instead imposes independence between \( \epsilon_i \) and \( x_i \). This non-stationary setup allows for the distribution of the error terms to vary arbitrarily across time periods. Again, we construct another set of conditional moment inequalities that is shown to sharply characterize the identified set under the above non-stationarity assumption. Using the structure of those inequalities, one can obtain conditions under which the model contains no information on the parameter of interest.

Finally, for both Model 1 and Model 2, we provide sufficient conditions for the identified set to be equal to \( \{ \beta \} \) (i.e. point identification). In addition, we show how our methods can be extended to allow for some kinds of dynamics in the model by accommodating lagged variables.
Although the focus of the paper is the study of identification and characterization of information on $\beta$ under generalized censoring, the conditional moment inequality restrictions that we construct to characterize this information for both models take the same structure as conditional cumulative distribution functions (CDFs), and hence we later show conducting inference is similar to testing whether one CDF stochastically dominates another.

The remainder of the paper is organized as follows: In Section 2, we formally define the stationary model and derive the set of inequalities that define the sharp identified set for the parameter of interest $\beta$ under stationarity assumptions. In Section 3 we replace stationarity assumption with an independence condition and derive the sharp identified set under these conditions. We also relax the independence assumption to a weaker zero conditional median assumption and derive sharp identified set under those weaker conditions. We provide sufficient conditions for point identification for both stationary and non-stationary settings in the Appendix A.1. Section 4 extends sharp bounds results to some dynamic panel data settings and to a model with time-varying factor loads. In Section 5 we construct confidence sets for the identified set both under stationarity (Model 1) and non-stationarity (Model 2) assumptions. Section 6 provides numerical evidence on the size of the identified set in some examples. Section 7 provides two empirical illustrations of the kinds of data that our setup handles. Section 8 concludes. All proofs are collected in the Appendix A.3.

2 Identification under Stationarity Assumption

In this section we study the problem of identification under conditional stationarity assumption on the disturbance terms. As a reminder, the model we are considering is of the form

$$y_{it}^* = x_{it}' \beta + \alpha_i + \epsilon_{it},$$

where $t = 1, 2$.

Both $y_{i1}^*$ and $y_{i2}^*$ are only partially observed, and both $\epsilon_{i1}$ and $\epsilon_{i2}$ are unobserved. We assume below that $\epsilon_{i1}$ and $\epsilon_{i2}$ have the same distribution conditional on the vector of covariates $x_i = (x_{i1}, x_{i2})$ and the fixed effect $\alpha_i$. In each period, a researcher observes only $(y_{it}, d_{it}, x_{it})$, where $y_{it} = \max\{y_{it}^*, c_{it}\}$ and $d_{it} = 1\{y_{it}^* \geq c_{it}\}$.
Remark 2.1 One can also assume (for example, in the case of a two sector Roy model) that the censoring variable $c_{it}$ is generated in a way similar to $y_{it}^*$: $c_{it} = x_{it}' \gamma + \kappa_i + v_{it}$. However, unless some assumptions are made about the stochastic relationship between $(\alpha_i, \epsilon_{1i}, \epsilon_{2i})$ and $(\kappa_i, v_{1i}, v_{2i})$, imposing a linear structure on $c_{it}$ does not help in the identification of $\beta$, as can be seen from proofs of sharp identification results (theorems 2.1 and 3.1). Therefore, we leave the censoring variable $c_{it}$ completely unspecified.

The question is: how do we map assumptions made on the joint distribution of $\epsilon_{1i}, \epsilon_{2i}$ conditional on $x_i$ and $\alpha_i$ to information about the parameter $\beta$? In cross sectional models with fixed censoring at zero, Powell (1984) showed that a conditional median independence assumption made on the distribution of $\epsilon_i|x_i$ along with some full rank conditions map into point identification. In our setup, it is not easy to reach point identification without stronger assumptions. On the one hand, maintaining a conditional median independence assumption on $\epsilon_{it}|x_i$ for every $t$ will not allow us to place any meaningful bounds on $\beta$ even in the absence of censoring. This is so because we do not place any restrictions on the correlation structure of vector $(\epsilon_{1i}, \epsilon_{2i})$ (see the recent work in Rosen (2012) where this point was made for panel models with no censoring). So, then, we know that with censoring, stronger assumptions are needed to obtain any non-trivial bounds on $\beta$. One of the main contributions of this paper is to show that the bounds we derive under Model 1 assumptions below are sharp, i.e., every parameter in the bound is one that could have generated the data under the model assumptions. For other recent work on attaining sharpness for a class of models, see Beresteanu, Molinari, and Molchanov (2011).

Assumption 1 (Model 1: Stationarity). $\epsilon_{1i} + \alpha_i$ and $\epsilon_{2i} + \alpha_i$ have the same distribution conditional on $x_i$.

Heuristically, the change in the conditional distribution of outcomes from period 1 to period 2 is only due to the change in the values of the regressors, and so we use this variation to garner information about $\beta$. As discussed in Arellano and Honoré (2001), the strict stationarity assumption generalizes the conditional exchangeability assumption in Honoré (1992) which itself is more general than an i.i.d. assumption. Obviously, the censoring complicates the problem and so below, we provide the information that the observed data contains about $\beta$ under Model 1.
Next, we define the following variables\textsuperscript{8}:

\[
\begin{align*}
y_{it}^U &= y_{it}, \\
y_{it}^L &= d_{it}y_{it} + (1 - d_{it})(-\infty)
\end{align*}
\]

These (observed) variables \(y_{it}^L\) and \(y_{it}^U\) constitute natural lower and upper bounds on \(y_{it}^*\), so that we always have

\[
y_{it}^L \leq y_{it}^* = x_{i1}'\beta + \alpha_i + \epsilon_{it} \leq y_{it}^U
\]

(2.1)

Note that conditional on \(x_i = (x_{i1}, x_{i2})\), and given Model 1 above, the random variables \(\alpha_i + \epsilon_{i1}\) and \(\alpha_i + \epsilon_{i2}\) have the same distribution. We have then that

\[
P\{\epsilon_{i1} + \alpha_i \leq \tau | x_i\} = P\{\epsilon_{i2} + \alpha_i \leq \tau | x_i\} \quad \forall \tau
\]

Therefore, the inequalities in (2.1) naturally imply that the parameter \(\beta\) satisfies the following set of conditional moment inequalities for all values of \(\tau\) and \(x_i\):

\[
\begin{align*}
P\{y_{i1}^U - x_{i1}'\beta \leq \tau | x_i\} &\leq P\{y_{i2}^U - x_{i2}'\beta \leq \tau | x_i\} \\
P\{y_{i2}^U - x_{i2}'\beta \leq \tau | x_i\} &\leq P\{y_{i1}^U - x_{i1}'\beta \leq \tau | x_i\}
\end{align*}
\]

(2.2)

We define the identified set \(B_I\) as

\[
B_I = \{ b \in B : \text{for every } \tau \in \mathbb{R} \text{ and } x_i, \text{ (2.2) holds with } \beta = b \}\) \hspace{1cm} (2.3)

What is crucial in studying identification of finite dimensional parameters in a model such as the one above is that the conjectured identified set be shown to be the tightest possible set. Heuristically, this entails showing that for every parameter \(\beta\) in the identified set, there exists a model obeying Model 1 assumptions above, that can generate the observed data. Before we formally state the sharp identification result for this model, we want to introduce another assumption.

\textbf{Assumption 2} (Continuous Distribution). \(\epsilon_{it} + \alpha_i\) is continuously distributed conditional on \(x_i\).

\textsuperscript{8}If a lower bound on the support of \(y_{it}^*\) is finite and known, one can replace \(-\infty\) in the expression for \(y_{it}^L\) with this bound.
Assumption 2 is not a necessary condition for the sharpness of the identified set defined in (2.3). Rather, we use it to show that placing continuity restrictions on the error terms $\epsilon_{it} + \alpha_i$ does not help to shrink the identified set. This condition implies that the conditional moments $P\{y_{ii}^L - x_{it}^r \beta \leq \tau | x_i \}$ and $P\{y_{ii}^U - x_{it}^r \beta \leq \tau | x_i \}$ that enter in (2.2) are continuous functions of $\tau$ for all $x_i$ in the support. Next, we provide one main result of the paper.

**Theorem 2.1** (Stationary Model). Under Assumptions 1 and 2, any $b \in B_1$ defined in (2.3) is observationally equivalent to $\beta$ and so $B_1$ is the sharp set.

**Remark 2.2** The set $B_1$ above is non empty since under the correct specification the true parameter $\beta$ belongs to the set. Also, the stationarity assumptions (although restrictive) does allow for correlation between $\epsilon_1$ and $\epsilon_2$, and, more importantly, also allows for cross sectional heteroskedasticity.

We want to note that the arguments assume very little between the relationship between $c_{it}$, $x_{it}$, and $\epsilon_{it}$. Notably we allow the censoring variable to be correlated with $x_{it}$ and $\epsilon_{it}$. This is why we refer to this setup as **endogenous censoring**. This is in contrast to the procedure proposed in Honoré, Khan, and Powell (2002). Naturally, we also allow fixed and independent censoring as special cases.

**Remark 2.3** The sharp identification result of Theorem 2.1 can be extended to a case $T \geq 2$. Having more than two time periods will add more conditional moment inequalities to (2.2), which should in general shrink the identified set. For example, if $T = 3$, the identified set is given by

$$P\{y_{it}^U - x_{it}^r \beta \leq \tau | x_i \} \leq P\{y_{is}^L - x_{is}^r \beta \leq \tau | x_i \} \text{ for } t, s \in \{1, 2, 3\}$$

That is, if $T = 3$ we will have six conditional moment inequalities instead of only two for $T = 2$.

An immediate corollary to Theorem 2.1 follows.

**Corollary 2.1** In addition, the model contains no information on the coefficients of time invariant regressors (i.e. regressors such that $x_{i1} = x_{i2}$).
This is immediate since if \( x_{i1} = x_{i2} \), then \textit{for every} \( b \) in the parameter space, \( b \) also belongs to \( B_I \) since it will obey the inequalities above (so, parameters for time invariant regressors can be “set” to zero). Finally, in Appendix A.1 we provide sufficient conditions for point identification in a stationary model.

As we conclude this section, we note that one drawback of the approach discussed here is the stationarity condition. As discussed in Chen and Khan (2008), this condition rules out models with with time varying heteroskedasticity, and does not allow for time varying factor loads. In the next section we relax the stationarity assumption in Model 1 above, and replace it with an independence assumption that allows for a wider range of dependence between \( \epsilon_1 \) and \( \epsilon_2 \).

### 3 Identification under Non-Stationarity Assumption

Most of the existing work in the literature on nonstationary nonlinear panel data models requires a large number of time periods- see e.g. Moon and Phillips (2000). One exception is Chen and Khan (2008), who assumed correlated random effects. Here we look for assumptions motivated from the previous literature that aim at relaxing stationarity. The issue is that standard mean and median independence assumptions on the marginal distributions of \( \epsilon_{it} \)’s do not allow us to provide \textit{any} restrictions on \( \beta \), i.e., the \textit{sharp} set is the \textit{trivial} set (the original parameter space itself). The intuition is that the marginal median independence assumption places no restriction on the conditional median of \( (\epsilon_{i1} - \epsilon_{i2}) \). Also, mean independence assumptions do not provide any identifying power with censored data without support restrictions. So, in this paper, we relax stationarity but impose statistical independence as in Model 2 below:

\begin{assumption} \textbf{(Model 2: Non-Stationary).} Vector \((\epsilon_{i1}, \epsilon_{i2})\) \textit{is independent of} \(x_i\). \end{assumption}

Notice that here, the fixed effects does not enter the above formulation and so the distribution of \( \alpha_i \) is left completely unspecified. In addition, the random variables \( \epsilon_{i1} \) and \( \epsilon_{i2} \) are assumed to be jointly independent of the regressors. However, since the distribution of fixed effects \( \alpha_i \)’s is left unspecified, the identifying power of the assumption in Model 2 is equivalent to the identifying power of Model 2’ below:
Assumption 4 (Model 2’: Non-Stationary). The difference \( \Delta \epsilon_i = \epsilon_{i2} - \epsilon_{i1} \) is independent of \( x_i = (x_{i1}, x_{i2}) \).

Note that Model 2 assumption does not require the errors to be distributed independently of fixed effects \( \alpha_i \)’s. As before, we impose no structure on variables \( c_{it} \), thus allowing for censoring to be correlated with regressors and outcomes. This handles both randomly endogenous censoring and fixed censoring as special cases.

We start with constructing a sharp identified set for \( \beta \). Assumptions 3 or 4 do not impose any restrictions on the distribution of fixed effects \( \alpha_i \)’s, and so we have to difference out \( \alpha_i \)’s and get the following inequalities (here we use the notation from the previous section):

\[
y_{i2}^L - y_{i1}^U \leq \Delta x_i' \beta + \Delta \epsilon_i \leq y_{i2}^U - y_{i1}^L
\]

where \( \Delta x_i = x_{i2} - x_{i1} \) and \( \Delta \epsilon_i = \epsilon_{i2} - \epsilon_{i1} \). Since we assume that \( \epsilon_i \) is independent of \( x_i \) this means that \( \Delta \epsilon \) is independent of \( x_i \). This will allow us to place inequality restrictions on distributions. The following theorem characterizes the sharp identified set for \( \beta \) under Model 2’ above.

**Theorem 3.1** (Non-Stationary Model). For any \( b \) in the parameter set \( B \), define

\[
LB(\tau, x_i, b) = P\{y_{i2}^U - y_{i1}^L - \Delta x_i' b \leq \tau | x_i\}
\]

and

\[
UB(\tau, x_j, b) = P\{y_{j2}^L - y_{j1}^U - \Delta x_j' b \leq \tau | x_j\}
\]

Then under Assumptions 3 and 2, the set

\[
B_1 = \{b \in B : \text{for all } x_i, x_j \text{ and } \tau \text{ } LB(\tau, x_i, b) \leq UB(\tau, x_j, b)\}
\]

is the sharp identified set for \( \beta \).

Similar to the stationary model, having more time periods in general will result in a smaller identified set, as more conditional moment inequalities will enter the definition of \( B_1 \).

The inequalities in (3.1) must hold for all pairs \( (x_i, x_j) \). That is, slope coefficients for regressors that do not change over time cannot be separated from the fixed effects \( \alpha_i \)'s, and therefore cannot be identified.
The size of the identified set \( B_I \) also depends on the proportion of observations that are censored. If \( d_{it} \equiv 1 \) for all \( i \) and \( t \), i.e. no censoring occurs, then \( B_I = \{ \beta \} \), i.e. parameter \( \beta \) is point identified. However, for the identification to be trivial, i.e. the model contains no information about \( \beta \), one does not require \( d_{it} \equiv 0 \) for all \( i \) and \( t \).

The following result shows that in certain cases of heavy censoring, the identified set \( B_I \) coincides with the parameter space \( B \), and so the bounds are the trivial ones.

**Theorem 3.2** (Heavy Censoring). For \( t = 1, 2 \) denote the probability of censoring by \( p^c_t(x_i) = 1 - P(d_{it} = 1|x_i) = P(y_{it} < c_{it}|x_i) \). If for all \( x_i \) and \( x_j \) we have \( p^c_1(x_i) + p^c_2(x_j) \geq 1 \), then any \( b \in B \) is observationally equivalent to \( \beta \), so that \( B_I = B \).

This result basically says that even under the independence assumption, Model 2 (non-stationarity) provides no information on the parameter of interest, \( \beta \), if there is a lot of censoring. For example, if for each \( x_i \) in the support at least 50% of observations are censored, then we cannot learn anything about \( \beta \) under the assumptions of Model 2 without making some additional assumptions.

As in the previous section, we provide next sufficient conditions for the \( \beta \) to be point identified (see Appendix).

It might be useful to characterize the above identified set as the optimizer of some objective function, and hence express the above problem as an M or U-estimation problem with a possibly non-unique optimum. It turns out that this identified set \( B_I \) can also be characterized as a set of zeros (or the Argmin set, which is the same in this case) of a particularly defined objective function. For instance, let \( \tau_{1i}, \tau_{2i} \) be two i.i.d. random variables that are continuously distributed on \( (-\infty, +\infty) \) and that are independent of \( x_i, x_j \). Let \( w^U_i = y^U_i - y^U_1 \) and \( w^L_i = y^L_i - y^L_1 \). Also, let \( \tau_i = (\tau_{1i}, \tau_{2i}) \). For any \( b \in B \), define

\[
Q(b) = E_{\tau, x} \left[ 1\{\tau_{2i} - \Delta x'_i b \geq \tau_{1i} - \Delta x'_i \beta \} \{P\{w^U_i \leq \tau_{1i}|x_i, \tau_i\} > P\{w^L_i \leq \tau_{2i}|x_j, \tau_i\}\} \right]
\]

The following result shows that the identified set \( B_I \) defined above can be characterized as the set of zeros or the Argmin set of function \( Q(b) \).

**Theorem 3.3** (Sharp Set and Optimization Problem). Assume that random variables \( \tau_{1i} \) and \( \tau_{2i} \) are independent and identically continuously distributed with support \( (-\infty, +\infty) \). Further, assume that \( \tau_{1i} \) and \( \tau_{2i} \) are independent of \( x_i \) and \( x_j \). Let \( B_Q = \{ b : Q(b) = 0 \} \). Then \( B_I = B_Q = \text{Arg min}_{b \in B} Q(b) \).
The above objective function is rank based, but in the case where the regressors have continuous support, the function contains conditional probabilities inside indicator functions, and these conditional probabilities need to be estimated nonparametrically in a first step as was done in Khan and Tamer (2009). Note also, that the objective function $Q(\cdot)$ defined above will admit a unique minimum under the conditions of Theorem A.2 (sufficient conditions for point identification) in the Appendix. So, maintaining these sufficient point identification conditions, one is able to obtain a consistent estimator of $\beta$ by taking the argmin of an appropriate sample analogue of $Q(\cdot)$.

4 Extensions

In this section we consider extension of our results for various dynamic panel data models, and a model with time varying factor loads. In particular, we look at what can be learned in some dynamic panel data models under the assumption of stationarity (Model 1). Also, we show that a time varying factor loads model implies non-stationarity (Model 2).

4.1 Dynamic Panel Data Models

One of the limitations of the models considered in the previous sections was the strict exogeneity condition imposed on the explanatory variables. This assumption rules out any type of dynamic feedback, such as including lagged dependent variable as an explanatory variable. Although there is much progress in dynamic linear panel data models, see Hsiao (1986), Baltagi (1995), and especially Arellano and Bond (1991), there are very few results for censored models like those considered here. Honoré (1993), Honoré and Hu (2004), and Hu (2002) all provide results for panel data dynamics with fixed censoring, while none of these allow for the random, endogenous censoring considered here, nor do they attain the sharp bounds when point identification is not attainable. Consequently, in this section we will consider dynamic censored panel data models (with no restrictions on censoring variable). We allow the dynamic feedback to enter in three different ways: through lagged observable variables (either the (potentially censored) outcome itself or the censoring indicator) or through the lagged latent outcome (which
is only partially observable). The approach is very similar to the static censored panel data models treated in previous sections, so for the purpose of illustration we focus mostly on a stationary setting. In the non-stationarity setting, the only substantial difference between the static and the dynamic setup is for the model with lagged latent outcome, so we treat this case separately.

4.1.1 Lagged Observed Outcome

The first dynamic panel model we consider is with a lagged observed outcome as one of the explanatory variables:

\[
y_{it}^* = \gamma y_{i,t-1} + x_{it}' \beta + \alpha_i + \epsilon_{it}
\]  

(4.1)

where \(y_{it} = \max\{y_{it}^*, c_{it}\}\) so, unlike \(y_{it}^*\), it is observed. The parameters of interest are \(\gamma\) and \(\beta\), and in this section we will impose a conditional stationarity assumption on the disturbance terms \(\epsilon_{it}\). The autoregressive parameter \(\gamma\) is a determinant of the persistence of the process and is often the object of interest in empirical applications. For example, \(y_{it}^*\) is current wage in sector 1 in a two sector economy, and \(y_{it-1}\) is last period’s observed wage (regardless whether individual \(i\) was employed in sector 1 or 2).

In the dynamic setting, stationarity condition on the error terms translates into the following assumption.

Assumption 5 (Stationarity). Error terms \(\epsilon_{i1} + \alpha_i\) and \(\epsilon_{i2} + \alpha_i\) are identically distributed conditional on \((x_{i1}, x_{i2}, y_i0)\).

Assumption 5 is similar to the stationarity condition used in e.g. Hu (2002) for a dynamic censored panel data model.

Using the notation introduced previously, we construct conditional moments inequalities that place restrictions on \(\beta\) and \(\gamma\) as follows:

\[
P\{y_{i1}^U - gy_{i0} - x_{i1}'b \leq \tau|x_i, y_i0\} \leq P\{y_{i2}^U - gy_{i1} - x_{i2}'b \leq \tau|x_i, y_i0\}
\]

(4.2)

\[
P\{y_{i2}^U - gy_{i1} - x_{i2}'b \leq \tau|x_i, y_i0\} \leq P\{y_{i1}^U - gy_{i0} - x_{i1}'b \leq \tau|x_i, y_i0\}
\]

Theorem 4.1 (Dynamic Model with Lagged Observed Outcome). Suppose that Assumption 5 holds. Let \((g, b) \in \Theta = \Gamma \times B\) satisfy the inequalities in (4.2) for all \(\tau \in \mathbb{R}\) and all \(x_i\) and
4.1.2 Lagged Censoring Indicator

The second dynamic panel data model we consider is when a lagged value of the censoring indicator variable $d_{it}$ as used an explanatory variable, and we maintain the initial conditions assumption as before (i.e., we observe $d_{i0}$). This is an interesting model where the dynamics of the outcome process is through the sector specific lagged variable:

$$y^*_{it} = \gamma d_{i,t-1} + x'_{it}\beta + \alpha_i + \epsilon_{it}$$ (4.3)

Specifically, for the first two periods we have:

$$y^*_{i1} = \alpha_i + \gamma d_{i0} + x'_{i1}\beta + \epsilon_{i1}$$
$$y^*_{i2} = \alpha_i + \gamma d_{i1} + x'_{i2}\beta + \epsilon_{i2}$$

Here the stationarity condition is summarized by Assumption 6.

**Assumption 6 (Stationarity).** Error terms $\epsilon_{i1} + \alpha_i$ and $\epsilon_{i2} + \alpha_i$ are identically distributed conditional on $(x_{i1}, x_{i2}, d_{i0})$.

Assumption 6 gives us a set of conditional moment inequalities analogous to what we had before:

$$P\{y^*_{i1} - gd_{i0} - x'_{i1}\beta \leq \tau|x_i, d_{i0}\} \leq P\{y^*_{i2} - gd_{i1} - x'_{i2}\beta \leq \tau|x_i, d_{i0}\}$$
$$P\{y^*_{i2} - gd_{i1} - x'_{i2}\beta \leq \tau|x_i, d_{i0}\} \leq P\{y^*_{i1} - gd_{i0} - x'_{i1}\beta \leq \tau|x_i, d_{i0}\}$$ (4.4)

The identified set for $\theta = (\gamma, \beta)'$ given by the inequalities in 4.4 is sharp according to the result below.

**Theorem 4.2 (Dynamic Model with Lagged Censoring Indicator).** Suppose that Assumption 6 holds. Let $(g, b) \in \Theta = \Gamma \times B$ satisfy the inequalities in (4.4) for all $\tau \in \mathbb{R}$ and all $x_i$ and $y_{i0}$ in the support. The $(g, b)$ is observationally equivalent to the true parameter value $(\gamma, \beta)$. That is, the sharp identified set is

$$\Theta_{1,2} = \{(g, b) \in \Theta : \text{for every } \tau \in \mathbb{R} \text{ and every } x_i \text{ and } d_{i0} \text{ (4.4) hold.}\}$$
4.1.3 Lagged Latent Outcome

The third model we consider is when the lagged value of the latent outcome $y_{it}^*$ is one of the explanatory variables:

$$y_{it}^* = \gamma y_{i,t-1}^* + x_{it}' \beta + \alpha_i + \epsilon_{it}$$  \hspace{1cm} (4.5)

Following Hu (2002) we assume that $y_{i0}^*$ is observed (i.e., there is no censoring in the initial period). For the first and second period we have

$$y_{i1}^* = \alpha_i + \gamma y_{i0}^* + x_{i1}' \beta + \epsilon_{i1}$$
$$y_{i2}^* = \alpha_i + \gamma y_{i1}^* + x_{i2}' \beta + \epsilon_{i2}$$

where $y_{i1}^*$ is not necessarily observed.

**Assumption 7** (Stationarity). Error terms $\epsilon_{i1} + \alpha_i$ and $\epsilon_{i2} + \alpha_i$ are identically distributed conditional on $(x_{i1}, x_{i2}, y_{i0}^*)$.

First, we assume that $\gamma \geq 0$ (same assumption is made in Hu (2002)). Then we have the following inequalities:

$$y_{i1}^L - \gamma y_{i0}^* - x_{i1}' \beta \leq \epsilon_{i1} + \alpha_i \leq y_{i1}^U - \gamma y_{i0}^* - x_{i1}' \beta$$
$$y_{i2}^L - \gamma y_{i1}^* - x_{i2}' \beta \leq \epsilon_{i2} + \alpha_i \leq y_{i2}^U - \gamma y_{i1}^* - x_{i2}' \beta$$

It is easy to see that Assumption 7 implies that for every $\tau$ and $x_i$, $y_{i0}^*$, the following inequalities must hold:

$$P\{y_{i1}^L - gy_{i0}^* - x_{i1}' b \leq \tau | x_i, y_{i0}^*\} \leq P\{y_{i2}^L - gy_{i1}^* - x_{i2}' b \leq \tau | x_i, y_{i0}^*\}$$
$$P\{y_{i2}^L - gy_{i1}^* - x_{i2}' b \leq \tau | x_i, y_{i0}^*\} \leq P\{y_{i1}^L - gy_{i0}^* - x_{i1}' b \leq \tau | x_i, y_{i0}^*\}$$  \hspace{1cm} (4.6)

However, unlike the static panel data model with stationarity assumption, here the inequalities in (4.6) do not give us the sharp identified set. On the one hand, we can show that any vector of parameters $(g, b)$ that is observationally equivalent to true parameters $(\gamma, \beta)$ will also satisfy the inequalities in (4.6) (with $\gamma$ and $\beta$ replaced by $g$ and $b$, respectively). However, the upper and lower bounds in (4.6) with respect to partially
observed $y_{i1}^*$ are not independent, and therefore we cannot expect that any parameters that satisfy inequalities in (4.6) are observationally equivalent to the true parameters. However, if we consider a dynamic analog in a non-stationary setting, then with $T = 2$ periods we can characterize the identified set through a set of conditional moment inequalities as before. The set defined in (4.6) can only be shown to contain the identified set. In the Appendix A.2 we characterize the sharp identified set under the stationarity assumption.

4.1.4 Lagged Latent Outcome in a Non-Stationary Model

In the dynamic analog of the non-stationary case, one can construct a set of conditional inequalities that give a sharp set when $T = 2$. Here we construct the identified set for a dynamic model with lagged latent outcome under the non-stationarity assumption of Section 3.

Suppose that we know $\gamma$. If we subtract first-period equation from the second-period equation, we have

$$y_{i2}^* - (1 + \gamma)y_{i1}^* + \gamma y_{i0}^* = \Delta x_i' \beta + \epsilon_{i2} - \epsilon_{i1}$$

We make the following assumption (similar to Assumption 3) about the error terms:

**Assumption 8** (Non-Stationary Dynamic Model). Vector $(\epsilon_{i1}, \epsilon_{i2})$ is independent of $x_i$.

If $1 + \gamma \geq 0$, then we can work with the following inequalities:

$$y_{i2}^L - (1 + \gamma)y_{i1}^U + \gamma y_{i0}^* \leq y_{i2}^* - (1 + \gamma)y_{i1}^* + \gamma y_{i0}^* \leq y_{i2}^U - (1 + \gamma)y_{i1}^L + \gamma y_{i0}^*$$

Again, we start by assuming that $1 + \gamma \geq 0$. Then for a candidate $(g, b)$ we can subtract $\Delta x_i' b$ and check whether the following inequalities hold for every $\tau, x_i, x_j, y_{i0}^*$ and $y_{j0}^*$:

$$P\{y_{i2}^U - (1 + g)y_{i1}^L + gy_{i0}^* - \Delta x_i' b \leq \tau | x_i, y_{i0}^*\} \leq P\{y_{j2}^L - (1 + g)y_{j1}^U + gy_{j0}^* - \Delta x_j' b \leq \tau | x_j, y_{j0}^*\}$$

A set of parameters that satisfy (4.7) gives the identified set, as summarized below.

---

9Following Hu (2002), we can also assume conditional independence between $\epsilon_{i1}$ and $\epsilon_{i2}$, which implies that $\Delta \epsilon_i = \epsilon_{i2} - \epsilon_{i1}$ is symmetrically distributed conditional on $x_i$ and exploit additional conditional moment inequalities imposed by the symmetry. This potentially can shrink the set in (4.6), but it does not guarantee the sharpness of the set.
**Theorem 4.3** (Non-Stationary Dynamic Model). Suppose that Assumption 8 holds, and assume that \(1 + \gamma > 0\). Let \((g, b) \in \Theta = \Gamma \times B, 1 + g > 0\) satisfy the inequalities in (4.7) for all \(\tau \in \mathbb{R}\) and all \(x_i, x_j, y^*_i, y^*_j\). Then \((g, b)\) is observationally equivalent to the true parameter value \((\gamma, \beta)\). That is, the sharp identified set is

\[
\Theta_{1,4} = \{(g, b) \in \Theta, 1 + g > 0: \text{for every } \tau \in \mathbb{R} \text{ and every } x_i, x_j, y^*_i, y^*_j (4.7) \text{ hold.}\}
\]

### 4.2 Time Varying Factor Loads

A particular nonstationary panel data model that has received interest in empirical settings is one where a time varying factor loads onto the individual specific effect. Maintaining our notation, we can express the latent equation as:

\[
y^*_i = \gamma t \alpha_i + x'_i \beta + \epsilon_i
\]

where \(\gamma_t\) denotes the time varying factor load. This parameter is of interest in labor economics as it represents the returns to unobserved skills, which may change over time (see, e.g. Chay and Honoré (1998)). We can easily modify our approach to attain bounds on \(\beta\) and \(\gamma_t\), assuming cross sectional homoskedasticity.

We illustrate the idea using two periods as we did before. Note here we can only identify the ratio \(\gamma_2 / \gamma_1 = \gamma\), so we normalize \(\gamma_1 \equiv 1\) and \(\gamma_2 = \gamma\). Then the equations for periods \(t = 1\) and \(t = 2\) become

\[
\begin{align*}
y^*_1 &= \alpha_i + x'_i \beta + \epsilon_i_1 \\
y^*_2 &= \gamma \alpha_i + x'_2 \beta + \epsilon_i_2
\end{align*}
\]

We assume that \(\gamma \neq 0\) and so we can divide both sides of the second equation by \(\gamma\).

\[
y^*_2 / \gamma = \alpha_i + x'_2 \beta / \gamma + \epsilon_i_2 / \gamma
\]

This division immediately results in the nonstationarity of the error terms. However, if we assume independence (a non-stationarity assumption), we can place meaningful

\[
\text{[10] Here } \gamma = 0 \text{ would imply that the fixed effect does not enter in time period 2, which does not seem plausible.}
\]
restrictions on the model’s parameters $\beta$ in $\gamma$. In particular, assume first that $\gamma > 0$. Then we can difference out $\alpha_i$, so that the upper and lower bounds on $\epsilon_{i2}/\gamma - \epsilon_{i1}$ are

$$y_{i2}^U/\gamma - y_{i1}^L - (x_{i2}/\gamma - x_{i1})'\beta \leq \epsilon_{i2}/\gamma - \epsilon_{i1} \leq y_{i2}^U/\gamma - y_{i1}^L - (x_{i2}/\gamma - x_{i1})'\beta$$

Then under Assumption 3 and assuming that $\gamma > 0$, the identified set is summarized by the following conditional moment inequalities that must hold for all values of $\tau$ and all $x_i, x_j$ in the support:

$$P\{y_{i2}^U/g - y_{i1}^L - (x_{i2}/g - x_{i1})'b \leq \tau|x_i\} \leq P\{y_{j2}^L/g - y_{j1}^U - (x_{j2}/g - x_{j1})'b \leq \tau|x_j\} \quad (4.8)$$

If $\gamma < 0$, the identified set is given by

$$P\{y_{i2}^L/g - y_{i1}^U - (x_{i2}/g - x_{i1})'b \leq \tau|x_i\} \leq P\{y_{j2}^U/g - y_{j1}^L - (x_{j2}/g - x_{j1})'b \leq \tau|x_j\}$$

This is summarized by the following claim.

**Theorem 4.4 (Time Varying Factor Loads).** Suppose that Assumption 3 holds, and assume that $\gamma > 0$. Let $(g, b) \in \Theta = \Gamma \times B, g > 0$ satisfy the inequalities in (4.8) for all $\tau \in \mathbb{R}$ and all $x_i, x_j$. Then $(g, b)$ is observationally equivalent to the true parameter value $(\gamma, \beta)$. That is, the sharp identified set is

$$\Theta_{I,TVFL} = \{(g, b) \in \Theta, g > 0 : \text{for every } \tau \in \mathbb{R} \text{ and every } x_i \text{ and } x_j \text{ (4.8) hold.}\}$$

Having more than $T = 2$ time periods adds to the number of inequalities that define the identified set. However, it adds more parameters, too. Therefore we cannot say any longer that observing more time periods helps to shrink the identified set (as we were able to say before).

## 5 Inference

This section provides an approach for statistical inference given the identification results in previous sections. We suggest methods that can be used to build confidence regions for $\beta$, taking into account the fact that this parameter, in most of the cases above, might not be point identified. We provide assumptions under which the large sample distribution of a test statistic is derived and used to construct confidence regions on the true
parameter. There has been a lot of work on the statistical inference of models that are partially identified, and so this section mostly adapts some methods from the recent literature. We focus on the case when covariates $x$ have discrete distribution with a finite support\(^{11}\).

We construct confidence intervals for $\beta$ under stationarity or non-stationarity restrictions based on pointwise testing inequalities in (2.2) and (3.1) correspondingly. That is, the confidence set for $\beta$ will collect all candidate parameter values for which one failed to reject the null hypothesis that this candidate value belongs to the identified set. In both Model 1 and 2, we use a Kolmogorov-Smirnov type test statistic that is based on the corresponding conditional moment inequalities. Before we proceed, we introduce additional assumptions that will be used throughout this section:

**Assumption 9** (Random Sampling). Observations $\{(y_{it}, d_{it}, x_{it}'); t = 1, 2, i = 1 \ldots, n\}$ are i.i.d. across individuals.

**Assumption 10** $\inf_{x \in X} P\{x_i = x\} \geq \delta > 0$ for some $\delta > 0$.

Assumption 9 is a standard random sampling assumption, and Assumption 10 is a regularity condition that ensures that we can estimate conditional moments that enter (2.3) at $n^{1/2}$-rate.

### 5.1 Inference in the Stationary Model

According to Theorem 2.1, each $\beta$ in the identified set $B_I$ should satisfy the following inequalities for all values of $\tau$ and $x_i$:

$$
P\{y_{i1}^U - x_{i1}'\beta \leq \tau|x_i\} \leq P\{y_{i2}^L - x_{i2}'\beta \leq \tau|x_i\}$$

$$
P\{y_{i2}^U - x_{i2}'\beta \leq \tau|x_i\} \leq P\{y_{i1}^L - x_{i1}'\beta \leq \tau|x_i\}$$

\(^{11}\)The case of continuous covariates will require a non-parametric estimation of conditional moment inequalities for any fixed value of $\tau$, which, together with continuous $\tau$, is too involved and is beyond the scope of this paper. Some discussion of moment inequalities models with continuous covariates can be found in, for example, Andrews and Shi (2013), Chernozhukov, Lee, and Rosen (2013), Kim (2007), and Ponomareva (2010).
For a candidate value $\beta$, we define $D_1(\tau, x; \beta) = P\{y_{1i} - x_1'\beta \leq \tau|\mathbf{x}\} - P\{y_{2i} - x_2'\beta \leq \tau|\mathbf{x}\}$ and $D_2(\tau, x; \beta) = P\{y_{1i} - x_1'\beta \leq \tau|\mathbf{x}\} - P\{y_{2i} - x_2'\beta \leq \tau|\mathbf{x}\}$. Therefore, testing whether or not a candidate parameter value $\beta$ belongs to the identified set amounts to testing the following null vs alternative hypotheses:

$$H_{S,0}: D_1(\tau, x; \beta) \leq 0, \text{ and } D_2(\tau, x; \beta) \leq 0 \text{ for all } (\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X}$$

$$H_{S,a}: \max\{D_1(\tau, x; \beta), D_2(\tau, x; \beta)\} > 0 \text{ for some } (\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X} \quad (5.2)$$

Assume for a moment that we have a test of size $\alpha$ of $H_0$ against $H_a$ for each value of $\beta$. Then the $(1 - \alpha) \cdot 100\%$ confidence set for $\beta$ will collect all values of beta for which we failed to reject $H_0$. Below we describe a test of $H_{S,0}$ against $H_{S,a}$.

The sample analogs of $D_1(\tau, x; \beta)$ and $D_2(\tau, x; \beta)$ are:

$$\hat{D}_1(\tau, x; \beta) = \frac{1}{n} \sum_{i=1}^{n} \left[1\{y_{1i} - x_1'\beta \leq \tau, \mathbf{x}_i = \mathbf{x}\} - 1\{y_{2i} - x_2'\beta \leq \tau, \mathbf{x}_i = \mathbf{x}\}\right] / \hat{P}\{\mathbf{x}_i = \mathbf{x}\}$$

$$\hat{D}_2(\tau, x; \beta) = \frac{1}{n} \sum_{i=1}^{n} \left[1\{y_{1i} - x_1'\beta \leq \tau, \mathbf{x}_i = \mathbf{x}\} - 1\{y_{2i} - x_2'\beta \leq \tau, \mathbf{x}_i = \mathbf{x}\}\right] / \hat{P}\{\mathbf{x}_i = \mathbf{x}\}$$

where $\hat{P}\{\mathbf{x}_i = \mathbf{x}\} = \frac{1}{n} \sum_{i=1}^{n} 1\{\mathbf{x}_i = \mathbf{x}\}$

To test the null hypothesis in (5.2) we use the following Kolmogorov-Smirnov type test statistic:

$$T_n^S(\beta) = \max\{ \sup_{(\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X}} \sqrt{n} \hat{D}_1(\tau, \mathbf{x}; \beta), \sup_{(\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X}} \sqrt{n} \hat{D}_2(\tau, \mathbf{x}; \beta)\}$$

The limiting distribution of $T_n^S(\beta)$ under the null hypothesis is given in the result below.

**Theorem 5.1** (Distribution of Test Statistic in a Stationary Model). Suppose that Assumptions 1, 2, 9 and 10 hold. Then under $H_{S,0}$, the limiting distribution of $T_n^S(\beta)$ is first-order stochastically dominated by the distribution of

$$\max\{ \sup_{(\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X}} G_1(\tau, \mathbf{x}; \beta), \sup_{(\tau, \mathbf{x}) \in \mathbb{R} \times \mathcal{X}} G_2(\tau, \mathbf{x}; \beta)\}$$

where $G^S(\tau, \mathbf{x}; \beta) = (G_1(\tau, \mathbf{x}; \beta), G_2(\tau, \mathbf{x}; \beta))$ is a two-dimensional gaussian process with zero mean and continuous sample paths in $\ell^\infty([\mathbb{R}, \mathcal{X}])$ and the following covariance kernel:
Finally, to estimate critical values $c$ where $\delta_{11}(\tau, x; \beta)$, $\hat{\delta}_{11}(\tau, x; \beta)$, and replacing the unknown covariance structure. We can consistently estimate the above covariance structure using sample covariances, and replacing the unknown $P\{x_i = x\}$ with its consistent estimator $\hat{P}\{x_i = x\}$. Then $\lim_{n \to \infty} P\{\beta \in CS_{n,1-\alpha}\}$ needs to be estimated, we have to estimate the covariance structure of the gaussian process $G^S(\tau, x; \beta)$, and then we can sample from that estimated process. We can consistently estimate the above covariance structure using sample covariances, and replacing the unknown $P\{x_i = x\}$ with its consistent estimator $\hat{P}\{x_i = x\}$.

Finally, to estimate critical values $c_{1-\alpha}(\beta)$, we can approximate the gaussian process $(G_1(\tau, x; \beta), G_2(\tau, x; \beta))$ with $\hat{G}_1(\tau, x; \beta, Z, \hat{G}_2(\tau, x; \beta, Z))$ defined by

$$
\hat{G}_1(\tau, x; \beta, Z) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\hat{\delta}_{11}(\tau, x; \beta) - \hat{D}_1(\tau, x; \beta))z_i
$$

$$
\hat{G}_2(\tau, x; \beta, Z) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\hat{\delta}_{12}(\tau, x; \beta) - \hat{D}_2(\tau, x; \beta))z_i
$$

We can now use the limiting distribution of $T_n^S(\beta)$ to construct confidence set for the parameter of interest, $\beta$.

**Corollary 5.1** (Confidence Set in a Stationary Model). Suppose that assumptions of Theorem 5.1 hold. Let $c_{1-\alpha}(\beta)$ denote the $(1 - \alpha) \cdot 100\%$ quantile of the distribution of

$$
\max\{ \sup_{(\tau, x) \in \mathbb{R} \times \mathcal{X}} G_1(\tau, x; \beta), \sup_{(\tau, x) \in \mathbb{R} \times \mathcal{X}} G_2(\tau, x; \beta) \}
$$

and define the $(1 - \alpha) \cdot 100\%$ confidence set for $\beta$ as

$$
CS_{n,1-\alpha} = \{ \beta \in B : T_n^S(\beta) \leq c_{1-\alpha}(\beta) \}
$$

Then $\lim_{n \to \infty} P\{\beta \in CS_{n,1-\alpha}\} \geq 1 - \alpha$. 


where \( Z = (z_1, \ldots, z_n) \) and \( \{z_1, \ldots, z_n\} \) are i.i.d. draws from a standard normal distribution, and

\[
\hat{\delta}_{i1}(\tau, x; \beta) = \frac{1 \{y_{i1} - x_i' \beta \leq \tau, x_i = x\} - 1 \{y_{i2} - x_i' \beta \leq \tau, x_i = x\}}{\hat{P}\{x_i = x\}}
\]

\[
\hat{\delta}_{i2}(\tau, x; \beta) = \frac{1 \{y_{i1} - x_i' \beta \leq \tau, x_i = x\} - 1 \{y_{i2} - x_i' \beta \leq \tau, x_i = x\}}{\hat{P}\{x_i = x\}}
\]

Finally, similar to Jun, Lee, and Shin (2011), we can estimate \( c_{1-a}^S(\beta) \) using the \((1 - a) \cdot 100\%\) quantile of the empirical distribution of

\[
\max\{ \sup_{(\tau, x) \in \mathbb{R} \times \mathcal{X}} \hat{G}_1(\tau, x; \beta, Z), \sup_{(\tau, x) \in \mathbb{R} \times \mathcal{X}} \hat{G}_2(\tau, x; \beta, Z)\}
\]

The inference procedure described above may result in the conservative coverage due to using the distribution that first-order dominates the limiting distribution of \( T_n^S(\beta) \). To improve the coverage, one can follow Linton, Song, and Whang (2010) and take the supremum of the above gaussian process over “contact sets” rather than the whole support for \( x \) and \( \tau \). A contact sets is defined as the set of all values \((\tau, x)\) that set inequalities in (5.1) to equalities. In particular, we can define the contact sets as

\[
B_1(\beta) = \{(\tau, x) \in \mathbb{R} \times \mathcal{X} : D_1(\tau, x; \beta) = 0\}
\]

\[
B_2(\beta) = \{(\tau, x) \in \mathbb{R} \times \mathcal{X} : D_2(\tau, x; \beta) = 0\}
\]

Then under the condition of Theorem 5.1, we have

\[
T_n^S(\beta) \Rightarrow \max\{ \sup_{(\tau, x) \in B_1(\beta)} G_1(\tau, x; \beta), \sup_{(\tau, x) \in B_2(\beta)} G_2(\tau, x; \beta)\}
\]

Those contact sets can be consistently estimated by

\[
\hat{B}_1(\beta) = \left\{ (\tau, x) \in \mathbb{R} \times \mathcal{X} : |\hat{D}_1(\tau, x; \beta)| \leq \frac{a_n}{\sqrt{n}} \right\}
\]

\[
\hat{B}_2(\beta) = \left\{ (\tau, x) \in \mathbb{R} \times \mathcal{X} : |\hat{D}_2(\tau, x; \beta)| \leq \frac{a_n}{\sqrt{n}} \right\}
\]

where \( \{a_n > 0 : n = 1, 2, \ldots\} \) is a deterministic sequence such that \( a_n \rightarrow 0, a_n / \sqrt{n} \rightarrow 0 \) and \( \sqrt{\ln \ln n} / a_n \rightarrow 0 \). Though it is feasible to estimate these contact sets above, using the distribution where we take the supremum over all \((\tau, x)\) is easier to construct, especially in the case where \( x \) has discrete support.
5.2 Inference in the Non-Stationary Model

For a non-stationary model, the identified set for $\beta$ is given by the following set of inequalities (see Theorem 3.1):

$$P\{y_{i2}^U - y_{i1}^L - \Delta x_i^\prime b \leq \tau | x_i \} \leq P\{y_{j2}^U - y_{j1}^L - \Delta x_j^\prime b \leq \tau | x_j \}$$  \hspace{1cm} (5.3)

For a fixed candidate $\beta$, we define

$$D(\tau, x, \tilde{x}; \beta) = P\{y_{i2}^U - y_{i1}^L - \Delta x_i^\prime \beta \leq \tau | x_i = x \} - P\{y_{j2}^U - y_{j1}^L - \Delta x_j^\prime \beta \leq \tau | x_j = \tilde{x} \}$$

Then the null and the alternative hypotheses for testing that this candidate $\beta$ belongs to the identified set $B_I$ in this case can be stated as

$$H_{NS,0} : D(\tau, x, \tilde{x}; \beta) \leq 0 \text{ for all } (\tau, x, \tilde{x}) \in \mathbb{R} \times \mathcal{X} \times \mathcal{X}$$

$$H_{NS,a} : D(\tau, x, \tilde{x}; \beta) > 0 \text{ for some } (\tau, x, \tilde{x}) \in \mathbb{R} \times \mathcal{X} \times \mathcal{X}$$  \hspace{1cm} (5.4)

$D(\tau, x, \tilde{x}; \beta)$ can be consistently estimated with

$$\hat{D}(\tau, x, \tilde{x}; \beta) = \frac{1}{n} \sum_{i=1}^{n} 1\{y_{i2}^U - y_{i1}^L - \Delta x_i^\prime \beta \leq \tau, x_i = x \} / \hat{P}\{x_i = x \}$$

$$- \frac{1}{n} \sum_{j=1}^{n} 1\{y_{j2}^U - y_{j1}^L - \Delta x_j^\prime \beta \leq \tau, x_j = \tilde{x} \} / \hat{P}\{x_j = \tilde{x} \}$$

To test the null hypothesis we again use the Kolmogorov-Smirnov type test statistic:

$$T_N^{NS}(\beta) = \sup_{(\tau, x, \tilde{x}) \in \mathbb{R} \times \mathcal{X} \times \mathcal{X}} \sqrt{n} \hat{D}(\tau, x, \tilde{x}; \beta)$$

The limiting distribution of this test statistic is summarized in the result below.

**Theorem 5.2** (Distribution of Test Statistic in a Non-Stationary Model). Suppose that Assumptions 3(4),2, 9 and 10 hold. Then under $H_{NS,0}$, the limiting distribution of $T_n^{NS}(\beta)$ is first-order stochastically dominated by the distribution of

$$\sup_{(\tau, x, \tilde{x}) \in \mathbb{R} \times \mathcal{X} \times \mathcal{X}} G^{NS}(\tau, x, \tilde{x}; \beta)$$

where $G^{NS}(\tau, x, \tilde{x}; \beta)$ is a gaussian process with zero mean and continuous sample paths in $\ell^\infty(\mathbb{R}, \mathcal{X}, \mathcal{X})$ and the following covariance kernel:

$$\text{Cov}(G^{NS}(\tau_1, x_1, \tilde{x}_1; \beta), G^{NS}(\tau_2, x_2, \tilde{x}_2; \beta)) = \text{Cov} \left( \delta_{ij}(\tau_1, x_1, \tilde{x}_1; \beta), \delta_{ij}(\tau_2, x_2, \tilde{x}_2; \beta) \right)$$
where
\[
\delta_{ij}(\tau, x, \tilde{x}; \beta) = \frac{1\{y_{ij}^U - y_{ij1}^L - \Delta x_i'\beta \leq \tau, x_i = x\}}{P\{x_i = x\}} \cdot \frac{1\{y_{ij2}^L - y_{ij1}^L - \Delta x_j'\beta \leq \tau, x_j = \tilde{x}\}}{P\{x_j = \tilde{x}\}}
\]

We use the limiting distribution of \(T_n^{NS}(\beta)\) to construct confidence set for the parameter of interest, \(\beta\).

**Corollary 5.2** (Confidence Set in a Non-Stationary Model). *Suppose that assumptions of Theorem 5.2 hold. Let \(c^{NS}1 - \alpha(\beta)\) denote the \((1 - \alpha) \cdot 100\%\) quantile of the distribution of

\[
\sup_{(\tau, x, \tilde{x}) \in \mathbb{R} \times \mathcal{X} \times \mathcal{X}'} G^{NS}(\tau, x, \tilde{x}; \beta)
\]

and define the \((1 - \alpha) \cdot 100\%\) confidence set for \(\beta\) as

\[
CS_{n,1-\alpha} = \{\beta \in B : T_n^{NS}(\beta) \leq c_1^{NS}(\beta)\}
\]

Then \(\lim_{n \to \infty} P\{\beta \in CS_{n,1-\alpha}\} \geq 1 - \alpha\).

As in the stationary case, one can approximate the gaussian process \(G^{NS}(\cdot, \cdot, \cdot; \beta)\) and sample from this approximation to estimate critical values \(c^{NS}1 - \alpha(\beta)\). We can also improve the coverage by taking the supremum over estimated contact sets instead of the whole support.

### 6 Simulations

This section provides evidence on the size of the identified sets in some stylized panel models with censoring. The first set of simulations are meant to shed light on the size of the identified set in some examples, without issues of sample uncertainty (done with a very large sample size). Second, we provide small sample evidence using our inference approach to construct confidence regions on the parameters in some models also in the following section.

All the simulations (for the identified sets and the confidence regions) are based on the two period model and its dynamic variant:

\[
y_t^i = \alpha + \beta_1 x_{1t} + \beta_2 x_{2t} + \epsilon_t \quad t = 1, 2
\]  

(6.1)
where $\beta_1 = \beta_0 = 1$. We use two regressors both with a discrete distribution with support on $\{-1, 0, 1\}$ in the non-dynamic models, and in the dynamic models, we only have one regressor (in addition to the lagged variables).

### 6.1 Identified Set Simulations

The sets of simulations here are meant to provide evidence on the size of the identified set in certain stylized designs. The identified set simulations are useful in their own rights: 1) for the simple models we simulate with random censoring and under various assumptions, it is not known whether the model is point identified, and 2) in many cases with endogenous censoring and/or heteroskedasticity, and though the model is not likely to be point identified, the identified sets are tight in our designs which is suggestive that under weaker conditions, these models do contain information. So, our approach then allows us to examine the sensitivity of our model to these strong assumptions. We first simulate various versions of the above under **Model 1** and **Model 2**. We start with **Model 1**.

#### 6.1.1 Identified Set in Model 1

For this model, we plot the set of parameters $(b_1, b_2)$ that satisfy the inequalities in (2.2). These inequalities were simulated with a sample of size 20000 for each $x$ value (a total sample size of 16*20000) to minimize the issues of sampling uncertainty. We plot the identified set as contour plots where we use a grid point to look for parameters that do not violate any of the inequalities. For $\tau$, we use a grid on $[-20, 20]$ with various grid sizes. Throughout, the fixed effect was generated as $\alpha_i = N(0, 1) \ast (\sum_{t=1,2, k=1,2} x_{kt})$. We start in Figure 1(a) with the panel data with fixed censoring at zero. Here, $\epsilon_1$ is normal with mean zero and variance 2, and similarly to $\epsilon_2$. The two random variables $\epsilon_1$ and $\epsilon_2$ are correlated with correlation coefficient of $1/2$. This case obeys the assumptions of Honoré (1992) and hence we expect this to be point identified and this is confirmed in the top panel of Figure 1. The second Figure, we plot the identified set also for the case with independent random censoring in which $c$ is $N(0, .25)$. The identified set here appears to be tight. For both of these designs, the level of censoring was around 30%. In the bottom panel of Figure 1, we plot the identified set for the random endogenous cen-
soring in which \( c \sim \mathcal{N}(0,1) + .5 \epsilon^2 \). Here, we see that the identified set is larger. There also, we plot the case with covariate dependent censoring that does not depend on \( \epsilon \). Here, \( c_1 \sim N(0,1) + (x_{21} - x_{11}) \) and as we can see, the identified set is smaller than the case with endogeneity. Figure 2 provides the identified set for the case with covariate dependent endogenous censoring and the bottom panel graphs the case for fixed censoring at zero where the density of \( \epsilon \) is heteroskedastic. Also, we have heteroskedasticity and endogenous censoring, while in the last graph in Figure 2, we allow the censoring to depend on the covariates. Note that the largest identified sets in these designs seem to be in models with endogenous censoring, and that having the censoring depend on \( x \) in our design reduces the size of the identified set.

6.2 Identified Set in Model 2:

This is the independent non-stationary model. So, we simulate \( \epsilon_1 \) as a random normal, and \( \epsilon_2 \sim u \times \epsilon_1 + \frac{1}{2} z \) where \( u \) is a uniform random variable on \([-1,1]\), and \( z \) is a standard normal independent of \( u \) and \( \epsilon_1 \). On the top of Figure 3, we plot the identified set for the fixed censoring case where we have 30% censoring in period 1 and 15% in period 2. Next, we simulate the same model but with random independent censoring that is \( \mathcal{N}(-\frac{1}{2},1) \) in period 1 and \( \mathcal{N}(-1,1) \) in period 2 which resulted in 40% and 26% censoring in periods 1 and 2 respectively. As we can see, in this design, the random censoring shrinks somehow the identified set. In the bottom of Figure 3, we have design with endogenous random censoring where the censoring in period 1 is \( c_1 = \mathcal{N}(0,1) + 2 \epsilon_2 + .5 \) while in period 2 it is \( c_2 = \mathcal{N}(0,1) - .1 \epsilon_1 + 1 \) which got us around 20% censoring in period 1 and 15% censoring in period 2. The last graph in Figure 3 provides a case where the censoring in addition to being endogenous, is also covariate dependent. Here, the censoring in both periods increase to 40% and 30% and so we see that the identified set is larger. As we can, the model with non-stationarity still contains information about the parameters of interest. We also simulated cases with at least 50% censoring that resulted in a model with no information about \( \beta \) as our results above suggest.
6.3 Identified Set in Dynamic Models

Here, we first simulate the following dynamic model in which a lagged observed variable is on the right hand side:

\[ y_{it}^* = \gamma_0 v_{it-1} + x_{it}' \beta_0 + \alpha_i + \epsilon_{it} \]

Here, we assume that the initial period is observed, is \( N(0,1) \) and is independent of all variables in the model. In addition, we simulate the fixed effects and the errors as above. On top of Figure 4, we have the model censored at -1 which resulted in almost 30% censoring in each period. For the random independent censoring case, we use random normal censoring with mean -1, and for the endogenous censoring we have \( c_{it} = N(-1,1) + .2 \epsilon_{it} \). In addition, the covariate dependent model adds the sum of the covariates across time periods to \( c_{it} \). As we can see, the presence of lagged \( y_{it} \) does not result in a complete lack of identification for the above model.

Next, we turn to the dynamic model with lagged sector specific variables as regressors which is provided in Figure 5. There, we plot the identified set for \((\beta, \gamma)\) in the following model:

\[ y_{it}^* = \alpha_i + \gamma_0 d_{it} + x_{it}' \beta_0 + \epsilon_{it} \]

where again, \( d_{it} = 1[y_{it}^* \geq c_{it}] \), an observed binary sector indicator variable. The model is simulated with the same values as the previous models. As we can see from the plots in Figure 4, the sizes of the identified set seems similar and more importantly, it is clear that a stationary dynamic model does not generally identify the parameter of interest in this design, but do contain information.

6.4 Monte Carlo Evidence: Confidence Regions

In this section, we use our inference results to construct confidence regions for parameters in the stationary model that we used above:

\[ y_{it}^* = \alpha + \beta_1 x_{1t} + \beta_2 x_{2t} + \epsilon_t \quad t = 1, 2 \]

where \( \beta_1 = \beta_0 = 1 \) with varying sample sizes and under different assumptions on the censoring mechanism. In particular, we first calculate \( \hat{P}(x_i = x) \), then, we calculate for
a given parameter vector $b$, $\hat{\mathcal{D}}_1(\tau, x; b)$ and $\hat{\mathcal{D}}_2(\tau, x; b)$ and evaluate those on a sequence of random $\tau$ grids from $-4$ to $4$ of size 10. We then calculate $\hat{\delta}_1(\tau, x; b), \hat{\delta}_2(\tau, x; b)$ and $T_n(\beta)$. To get the critical values, we simulate the gaussian process $G^{NS}$ in a simple way as follows. We simulate $\{u_{is}, i = 1, \ldots, n\}$ from a standard normal distribution. Then, for $j = 1, 2$:
\[
\hat{G}_{s,j}(\tau, x; \beta) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} (\hat{\delta}_{ij}(\tau, x; \beta) - \hat{\Delta}_1(\tau, x; \beta))u_{is}
\]
and then we construct the $(1 - \alpha).100\%$CS for $\beta$ in the following way:
\[
CS_{n,1-\alpha} = \{\beta \in B : T_n(\beta) \leq c_{n,1-\alpha}^S(\beta)\}
\]
where $c_{n,1-\alpha}^S(\beta)$ is the $(1 - \alpha).100\%$ quantile of the empirical distribution of
\[
\sup_{(\tau, x) \in \mathbb{R} \times \chi} \max\{\hat{G}_{s,1}(\tau, x; \beta), \hat{G}_{s,2}(\tau, x; \beta)\}
\]
The way we do that is we construct a grid for $(\beta_1, \beta_2)$ and then performing the test pointwise. We report in the tables, projections of the confidence region onto the two axes. So, the coverage of these “rectangular” confidence regions is at least $(1 - \alpha).100\%$ where here we set that equal to 95%. The various Models we report are simulated similar to the previous section, so the Random Independent Censoring model is one where $c$ is $N(0, .25)$, while the Random Covariate Dependent Censoring is one where $c_1$ is $N(0, 1) + (x_{21} - x_{11})$.

As we can see from Table 1, our estimation approach seem to perform well\textsuperscript{12} in small samples. Here, again, the CI were constructed by inverting the test statistic $T_n$ and for example in the fixed censoring case where we know the model is point identified, the (conservative) confidence regions are well behaved but tend to be slightly non-symmetric with respect to the truth of $(1, 1)$.

7 Empirical Illustrations

In this section we consider two simple empirical set ups that fit under a broad class of models characterized by panel data with an endogenous binary variable that characterizes a choice decision variable of the agent. This kind of setup along with a

\textsuperscript{12}The simulations were all conducted using Matlab on a generic office computer and the time each took ranged from 1.5 hours to 8 hours.
Table 1: 95% Confidence Regions for Stationary Model $n = 180, 360, 600, T = 2$.

<table>
<thead>
<tr>
<th>Model</th>
<th>Marginal 95% CI</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta_1$</td>
<td>$\beta_2$</td>
<td></td>
</tr>
<tr>
<td>Fixed Censoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 180$</td>
<td>[.4, 2.4]</td>
<td>[−.2, 2.6]</td>
<td></td>
</tr>
<tr>
<td>$N = 360$</td>
<td>[.7, 1.7]</td>
<td>[.5, 1.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 600$</td>
<td>[.85, 1.45]</td>
<td>[.75, 1.76]</td>
<td></td>
</tr>
<tr>
<td>Random Independent Censoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 180$</td>
<td>[.35, 2.3]</td>
<td>[−.21, 2.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 360$</td>
<td>[.72, 1.66]</td>
<td>[.54, 1.92]</td>
<td></td>
</tr>
<tr>
<td>$N = 600$</td>
<td>[.91, 1.15]</td>
<td>[.85, 1.26]</td>
<td></td>
</tr>
<tr>
<td>Random Covariate Dependent Censoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 180$</td>
<td>[.35, 2.3]</td>
<td>[−.21, 2.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 360$</td>
<td>[.72, 1.72]</td>
<td>[.5, 1.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 600$</td>
<td>[.83, 1.29]</td>
<td>[.81, 1.32]</td>
<td></td>
</tr>
<tr>
<td>Random Endogenous Censoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$N = 180$</td>
<td>[.35, 2.3]</td>
<td>[−.21, 2.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 360$</td>
<td>[.7, 1.7]</td>
<td>[.5, 1.9]</td>
<td></td>
</tr>
<tr>
<td>$N = 600$</td>
<td>[.761, 1.25]</td>
<td>[.75, 1.46]</td>
<td></td>
</tr>
</tbody>
</table>
Roy/competing risks assumption (this means that an agent is “treated” if her outcome under treatment is higher than under no treatment) maps directly into our panel data model with endogenous censoring. We illustrate this model more concretely in two empirical illustrations that we describe next.

### 7.1 Empirical Illustration I

The first empirical illustration is defined through a model of wages for high school vs college graduates under the competing risks assumption that you drop after high school and enter the labor force if your wage (or expected wage) is higher as a high school graduate than a college graduate. This is a model of perfect foresight whereby if an individual decides not to continue her education beyond high school, the wage she expects to get as a college graduate is less than what she can get as a high school dropout. This is the standard Roy type selection. Formally, let $educ_i$ be the number of years of education individual $i$ has, and let $wage_{it}^{\leq 12}$ and $wage_{it}^{>12}$ denote her potential wages in period $t$ under no more than 12 years of education (high school or less) and under more than 12 years of education (college degree or more) respectively. These are the outcome variables. Then, the competing risks requires the following monotonicity

$$educ_i \leq 12 \text{ if and only if } wage_{it}^{\leq 12} \geq wage_{it}^{>12}$$

so that potential wages under no more than 12 years of education are censored from above by potential wages under more than 12 years of education, and this censoring occurs when an individual decides to get more than 12 years of education. Note that in this example, if an observation is censored in the first period, it will also be censored in the second period. So, here, our $y_{it}^*$ is individual $i$’s wage (or log earnings) if this individual is a high school dropout, $wage_{it}^{\leq 12}$, and hence this wage is assumed to be less than $i$’s wage, $wage_{it}^{>12}$, had this person went to college, our $c_{it}$.

We consider the following simple model for the relationship between union status and potential wages under the no more than high school scenario that takes into account individual-specific fixed effects $\alpha_i$’s:

$$\log(wage_{it}^{\leq 12}) = \beta \cdot union_{it} + \alpha_i + \epsilon_{it}$$

and our goal is to make inference about $\beta$ (it is possible to allow for any kinds of controls but we abstract from this here for simplicity). Clearly, we observe $wage_{it}^{\leq 12}$ for workers...
that do not have more than 12 years of education. However, for more educated workers we do not observe their potential wage had they decided to drop out after high school. However, we know that since they chose to continue their education, that wage could not be higher than their actual wage\textsuperscript{13}.

To estimate this model, we use wage data from Vella and Verbeek (1998). This data set provides hourly wages together with union status, years of education, and other personal characteristics for a panel of individuals over a period from 1980 to 1987. We take year 1981 as the beginning period \( (t = 1) \), and year 1987 as the end period \( (t = 2) \). Out of 545 individuals, 415 have no more than 12 years of education, and 127 individuals changed their union status between 1981 and 1987. Table 2 below gives summary statistics for wages and union status in our sample.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
 & Whole sample & High school or less & Some college \\
 & Mean & St.Dev & Mean & St.Dev & Mean & St.Dev \\
\hline
1981: & & & & & & \\
\hline
wage & 5.12 & 2.42 & 4.92 & 2.39 & 5.74 & 2.46 \\
union & 0.25 & 0.43 & 0.27 & 0.45 & 0.17 & 0.38 \\
\hline
1987: & & & & & & \\
\hline
wage & 7.20 & 3.61 & 6.56 & 3.10 & 9.26 & 4.30 \\
union & 0.26 & 0.44 & 0.31 & 0.46 & 0.12 & 0.33 \\
\hline
sample size & 545 & & 415 & & 130 & \\
\hline
\end{tabular}
\caption{Summary statistics for 1981 and 1987 hourly wages and union status, by education level.}
\end{table}

We used the procedure outlined in the inference section to calculate the 95\% confidence set for the slope coefficient for union:

\[ [0.06, 0.18] \]

We used 500 simulated draws of vector \( z \) from the standard normal distribution to approximate the asymptotic distribution of the test statistic. This returns of between 6\%\textsuperscript{13}In the context of the counterfactual treatment effect notation, one observes \( Y = Y_1D + (1 - D)Y_0 \) and \( D = 1 \) if and only if \( Y_1 \geq Y_0 \).
and 18% for union membership for low educated workers is a confidence interval that collects all the returns that could not be rejected. So, this interval summarizes both the sampling uncertainty and the possible lack of point identification.

### 7.2 Empirical Illustration II

To illustrate our inference approach further, our next example studies the relationship between sales and the number of employees trained for firms in Michigan that did not receive the Michigan Job Opportunity Bank-Upgrade (MJOB) program grant for training their employees. We operate under the assumption that a firm took such grant only if its potential sales under the grant scenario (treatment) are higher than under the no-grant scenario. To be precise, let \( grant_{it} \) is the indicator variable equal to 1 if firm \( i \) took an MJOB grant in year \( t \), and 0 otherwise. Also, let \( sales_{it}^{(0)} \) and \( sales_{it}^{(1)} \) be firm \( i \)'s potential sales in period \( t \) under the no-grant and grant treatments, respectively. Then we assume that

\[
grant_{it} = 1\{sales_{it}^{(0)} < sales_{it}^{(1)}\}
\]

For the relationship between the potential total sales under no-grant treatment and the total number of employees trained (\( totrain_{it} \)), we consider the following simple model with firm-level fixed effects \( \alpha_i \)'s:

\[
\log(sales_{it}^{(0)}) = \beta \cdot totrain_{it} + \alpha_i + \epsilon_{it}
\]

We want to make inference about \( \beta \), but as in the previous example, we don’t observe \( sales_{it}^{(0)} \) for firms that actually received the MJOB grant. However, we know that for those grant-receiving firms potential sales are bounded from above by the actual observed sales.

To estimate this model, we use wage data from Holzer, Block, Cheatham, and Knott (1993). This data set provides grant status, total sales, number of employees trained during a year and other firm characteristics for a panel of firms that applied for MJOB training grants in 1988 and 1989. We take year 1988 as the beginning period (\( t = 1 \)), and year 1989 as the end period (\( t = 2 \)). Out of the total of 157 firms available in this data set, 124 have a complete information on the key variables of interest: sales, grant status, and the number of employees trained. Out of those 124 firms, 95 received no grant in
1988 and 104 received no grant in 1989, and none of the firms received the MJOB grant during both years. Table 3 below gives summary statistics for wages and union status in our sample.

<table>
<thead>
<tr>
<th></th>
<th>Whole sample</th>
<th>Grant in 1988</th>
<th>No grant in 1988</th>
<th>Grant in 1989</th>
<th>No grant in 1989</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean  St.Dev</td>
<td>Mean  St.Dev</td>
<td>Mean  St.Dev</td>
<td>Mean  St.Dev</td>
<td>Mean  St.Dev</td>
</tr>
<tr>
<td>1988: sales</td>
<td>6046.55  7320.15</td>
<td>5988.37  6870.06</td>
<td>6237.15  8768.74</td>
<td>6128.02  7658.37</td>
<td>5622.91  5358.71</td>
</tr>
<tr>
<td>training</td>
<td>22.93     41.27</td>
<td>17.08     35.05</td>
<td>42.07     53.48</td>
<td>24.92     43.98</td>
<td>12.55     20.27</td>
</tr>
<tr>
<td>1989: sales</td>
<td>7047.04  9549.43</td>
<td>7358.68  10048.82</td>
<td>6026.16  7757.78</td>
<td>7007.96  9336.51</td>
<td>7250.27  10850.77</td>
</tr>
<tr>
<td>training</td>
<td>33.37     58.27</td>
<td>36.9     62.03</td>
<td>21.55     42.47</td>
<td>28.55     50.71</td>
<td>58.45     85.12</td>
</tr>
<tr>
<td>sample size</td>
<td>124        29</td>
<td>95        20</td>
<td>104</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Summary statistics for 1988 and 1989 sales (in thousands of dollars) and total number of employees trained, by grant-receiving status.

Using the inference procedure outlined above, and splitting all observed combinations of the number of trained employees over the two years into 10 bins (with roughly 10 per cent of the sample per each bin), we calculated the 95% confidence set for the slope coefficient for \(\text{totrain} \)

\[[-0.04572, 0.026268]\]

As before, we used 500 simulated draws of vector \(z\) from the standard normal distribution to approximate the asymptotic distribution of the test statistic. These results indicate that we cannot reject the null hypothesis that there is no relationship between sales and the number of employees trained under the no-grant scenario. However, because we approximated the continuous distribution of \((\text{totrain}_1, \text{totrain}_2)\) by a discrete distribution with 10 support points, the estimated confidence set is likely to be wider than what one would get treating \(\text{totrain}\) as a continuous random variable.

The two examples above highlight the kinds of models that lead naturally to endogenous censoring. This censoring is not the usual top-coding or missing variable censoring (though this can be handled). It is an endogenous censoring whereby the process that determines outcomes also determines the propensity of whether these outcomes
are observed. The empirical implementation of our inference procedures is not more complicated than existing methods derived in models with moment inequalities.

8 Conclusion

This paper considers identification and inference in a class of censored models in panel data settings. Our main contribution is to provide the tightest sets on the parameter of interest that we can learn from data at hand under two sets of assumptions. Throughout, we allow the censoring to be completely general with no restrictions on the relationship between the censoring variable and the other variables in the model. In the specific setting resulting in a randomly censored regression model our results nest existing work on censoring in both panel and cross section settings, such as Honoré (1992), Honoré, Khan, and Powell (2002), and Honoré and Powell (1994). The paper also contains novel results on identification for dynamic models where various kinds of “lagged” behavior is allowed such as having a lagged indicator, a lagged observed outcome, and a lagged latent outcome. In addition, we provide characterizations of the identified set in a model with factor loads. The area of panel data Roy models with dynamics is not well understood in the literature as conditions for point identification under reasonable assumptions are not available. Hence, our results provide a step in that direction in that we construct the identified set for such dynamic models under weak assumptions.

In addition, our characterization of the identified sets are constructive in that they can be estimated from the sample. We then provide a practical approach to constructing confidence regions that control size and can be used to get correct confidence regions. The proposed inference method is based on conditional moment inequalities that is adaptive to point identification conditions in the sense that the objective function is minimized at the identified set (which can be a singleton in the point identified case), depending on the features of the data generating process. We also provide guidance on how one might construct confidence regions for the identified set based on recent contributions to the theory of stochastic dominance tests (for example, Jun, Lee, and Shin (2011), Linton, Maasoumi, and Whang (2005) and Linton, Song, and Whang (2010)).
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A Appendix

A.1 Point Identification

A.1.1 Point Identification in a Stationary Model

In this section we establish sufficient conditions for point identification in a stationary model: we show that under certain assumptions one can come up with a set of moment conditions that point identify the parameter of interest. Those moment conditions are similar to the moment conditions used maximum score estimator in Manski (1985) or in partial rank estimator in Khan and Tamer (2007).

We assume that the following conditions hold.

**Assumption 11** (Large Support). Conditional on all other components (denoted by subscript $-k$), the distribution of $k^{th}$ component of vector $\Delta x_i$ is absolutely continuous on $\mathbb{R}$ with respect to Lebesgue measure, $\text{supp}(\Delta x_{i,k}|\Delta x_{i,-k}) = \mathbb{R}$, and $\beta_k \neq 0$. Also, the support of $\Delta x_i$ is not contained in any proper linear subspace of $\mathbb{R}^k$.

**Assumption 12** (Bounded Censoring). There exist (random) variables $\tau_{i1}$ and $\tau_{i2}$ with a known distribution such that the $\tau_{it}$ is independent of $x_i, \epsilon_{it}, \alpha_i$, and $c_{it}$, $\tau_{i1}$ and $\tau_{i2}$ are independent, and the set $\Xi = \{x \in \mathcal{X} : \ P(c_{it} \leq \tau_{it} | x_i = x) = 1 \}$ is non-empty. Also, $\inf_{x \in \Xi} P\{d_{it} = 1 | x_i = x \} > 0$.

Assumption 11 is a standard identifying condition used in in settings where maximum-score type settings. Assumption 12 ensures that we can come up with some exogenous censoring procedure that dominates the endogenous censoring at least on some subset of the support of $x_i$. For example, Assumption 12 holds if censoring variable $c_{it}$ is endogenous, but bounded above by some constant $M$. Another example would be the case when censoring is exogenous: then
we can choose $\tau_{it} = c_{it}$. Second part of Assumption 12 makes sure that there is not too much censoring.

**Theorem A.1** (Point Identification in a Stationary Model). Assume that Assumptions 1, 11 and 12 hold. Let $F_{\eta}(\cdot|x_i)$ denote the conditional distribution of $\alpha_i + \epsilon_{it}$ conditional on $x_i$ and assume that $F_{\eta}(\cdot|x_i = x)$ is strictly increasing for each $x$ in the support of $x_i$. Then $B_I = \{\beta\}$ and so $\beta$ is point identified.

Theorem A.1 implies that one can consistently estimate $\beta$ using a maximum rank correlation type estimator.

### A.1.2 Point Identification in a Non-Stationary Model

In this section we establish sufficient conditions for point identification in a non-stationary model. As we noted previously, if no censoring occurs for a subset of the support of $x_i$ such that the corresponding subset of the support of $\Delta x_i$ is not contained in any proper linear subspace of $\mathbb{R}^k$, then $B_I = \{\beta\}$. However, it is possible to point identify $\beta$ or some components of it without requiring $y^*_{it}$ being fully observed in both period for a subset of the support of $x_i$.

We start by defining

$$p(x_i) = P\{y^*_{i1} > c_{i1}, y^*_{i2} > c_{i2}|x_i\}$$

Quantity $p(x_i)$ represents the fraction of population that is uncensored in both periods for a set of covariates $x_i$. Then, given the definition of the upper bound $UB(\tau, x_i, b)$ in Theorem 3.1, we have

$$UB(\tau, x_j, b) \leq P\{\Delta \epsilon_j \leq \tau + \Delta x'_j (b - \beta)|x_j\} + 1 - p(x_j)$$

Similarly, given the definition of the lower bound in Theorem 3.1, we get the following inequality for the lower bound:

$$LB(\tau, x_i, b) \geq P\{\Delta \epsilon_i \leq \tau + \Delta x'_i (b - \beta)|x_i\} - 1 + p(x_i)$$

Therefore, for all $b \in B_I$ it must hold that

$$F_{\Delta \epsilon}(\tau + \Delta x'_i (b - \beta)|x_i) - F_{\Delta \epsilon}(\tau + \Delta x'_j (b - \beta)|x_j) \leq 2 - p(x_i) - p(x_j) \quad (A.1)$$

for all $\tau$, $x_i$ and $x_j$, where $F_{\Delta \epsilon}(\cdot|x_i)$ denotes the conditional distribution of $\Delta \epsilon_i$ given $x_i$. This motivates the following sufficient condition for point identification of $\beta$. 
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**Assumption 13** (“Not Too Much Censoring”).

(i) There exists \( 0 < q < 1 \) such that for all \( x_i, x_j \) it holds that \( 2 - p(x_i) - p(x_j) < q \).

(ii) For any \( x_{i,-k} \), \( \sup_{x_{i,k} \in \mathbb{R}} p(x_{i,k}, x_{i,-k}) = 1 \).

For example, if for each \( x_i \) at least 51% or more of observations are uncensored in both periods, then condition (i) with any \( q \) between .98 and 1. Further, we want to note that the first part of Assumption 13 is partially testable (in that we can test the null hypothesis that \( 2 - p(x_i) - p(x_j) < q \) if we fix some small value \( q \)).

The following theorem uses identification at infinity argument to point identify either \( \beta \) or its \( k^{th} \) component. Note that Assumption 13 is by no means necessary for point identification.

**Theorem A.2** (Point Identification in a Non-Stationary Model). Let Assumptions 3, 11 and 13(i) hold, and suppose that \( b \in B \) is such that \( b_k \neq \beta_k \). Then

1. \( \beta \) is identified relative to \( b \).

2. Additionally, if assumption Assumption 13((ii) holds, then \( \beta \) is point identified, so that \( B_I = \{ \beta \} \).

The point identification result above relies on variation at infinity to shrink the set \( B_I \) to a single point. Notice that although it requires large supports, this type of point identification is robust in that if in fact the regressors do not have large support, the identified set is non-trivial as was shown previously. For more on robust point identification, See Khan and Tamer (2010).

### A.2 Stationary Model with Lagged Latent Outcome

In this section, we characterize the sharp set in the lagged outcome model. The characterization here is tedious since the latent \( y \)'s (the \( y^* \)'s) are included on the rhs which makes the model harder. In essence, the reason why is because here \( y^*_1 \) which is generally censored not only appears in the lhs in time period 1, but it also appears on the rhs in \( T = 2 \). So, deriving the identified set must take account of that.

If we observe the latent outcome in the first period, \( y^*_{1i} \), then

\[
\alpha_i + \epsilon_{1i} = y^*_{1i} - \gamma y^*_{0i} - x'_{1i} \beta
\]

The upper and lower bounds on \( \alpha_i + \epsilon_{12} \) are, as before,

\[
y^*_1 - \gamma y^*_{1i} - x'_{12} \beta \leq \alpha_i + \epsilon_{12} \leq y^*_1 - \gamma y^*_{1i} - x'_{12} \beta
\]
If conditional on $x_i$ and $\alpha_i$ the distribution of $\epsilon_{it}$ is stationary, the following inequalities must hold\textsuperscript{14}:

$$P\{y_{i2}^U - \gamma y_{i1}^* - x'_{i2} \beta | x_i\} \leq P\{y_{i1}^* - \gamma y_{i0} - x'_{i1} \beta | x_i\} \leq P\{y_{i2}^L - \gamma y_{i1}^* - x'_{i2} \beta | x_i\}$$

Therefore, the sharp identified set here can be characterized as follows: let $\tilde{y}_i$ be a random variable with the (continuous conditional on $x_i$) distribution such that

$$\tilde{y}_i = \begin{cases} y_{i1} & \text{if } y_{i1}^* > c_{i1} \\ u_i & \text{if } y_{i1}^* \leq c_{i1} \end{cases}$$

where the $u_i$ is a continuous random variable with distribution that can potentially depend on $x_i$ and has to obey the above support conditions. Let $(g, b) \in \Theta = \Gamma \times B$ be such that the inequalities

$$P\{y_{i2}^U - g \tilde{y}_i - x'_{i2} b | x_i\} \leq P\{\tilde{y}_i - g y_{i0} - x'_{i1} b | x_i\} \leq P\{y_{i2}^L - g \tilde{y}_i - x'_{i2} b | x_i\} \quad (A.2)$$

hold for all $x_i$ in the support of $x_i$. Then $(g, b)$ is observationally equivalent to $(\gamma, \beta)$. Unfortunately, the probabilities in (A.2) depend on the choice of the distribution for $\tilde{y}_i$, and hence those inequalities cannot be thought of as a set of conditional moment inequalities that can be calculated from the data once parameters $g$ and $b$ are given. An approach to building the sharp set in this case would be collect $(g, b)$’s that correspond to all (conditional) distributions $u_i$ that satisfy the above support conditions.

\section*{A.3 Proofs}

\subsection*{A.3.1 Proof of Theorem 2.1}

Suppose that $b \in B_1$. We will construct $\tilde{y}_{it}'$ and $\tilde{\epsilon}_{it}$ such that (i) $\tilde{y}_{it} = \max\{y_{it}', \tilde{\epsilon}_{it}\}$ has the same distribution conditional on $x_i$ as $y_{it}$ for $t = 1, 2$ and (ii) $\tilde{y}_{it}' = x'_{it} b + \tilde{\alpha}_i + \tilde{\epsilon}_{it}$, where $\tilde{\alpha}_i + \tilde{\epsilon}_{it}$ and $\tilde{\alpha}_i + \tilde{\epsilon}_{i2}$ are identically distributed conditional on $x_i$. For the ease of presentation, we define $\eta_{it} \equiv \alpha_i + \epsilon_{it}$ and $\tilde{\eta}_{it} \equiv \tilde{\alpha}_i + \tilde{\epsilon}_{it}$.

Note that

$$P\{y_{it}^L - x'_{it} b \leq \tau | x_i\} = P\{\eta_{it} \leq \tau + x'_{it} (b - \beta), y_{it}^* > c_{it} | x_i\} + P\{y_{it}^* \leq c_{it} | x_i\}$$

and

$$P\{y_{it}^U - x'_{it} b \leq \tau | x_i\} = P\{\eta_{it} \leq \tau + x'_{it} (b - \beta), y_{it}^* > c_{it} | x_i\} + P\{c_{it} - x'_{it} b \leq \tau, y_{it}^* \leq c_{it} | x_i\}$$

\textsuperscript{14}This is for $T = 2$. A similar procedure works for $T > 2$. 
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Let $\tilde{c}_{it} = c_{it}$ and define $\tilde{\eta}_{it}$ as follows:

- If $y_{it}^* \geq c_{it}$: $\tilde{\eta}_{it} = \eta_{it} + x_{it}'(\beta - b)$.
- If $y_{it}^* < c_{it}$: $\tilde{\eta}_{it} = u_{it} < c_{it} - x_{it}'b$, where $u_{it}$ is a random variable that can depend on $x_{it}, c_{it}$, and $\eta_{it}$.

In this case, $\tilde{y}_{it} = y_{it}$ and $\tilde{d}_{it} = d_{it}$ for $t = 1, 2$, where $\tilde{d}_{it} = 1\{\tilde{y}_{it}^* \geq \tilde{c}_{it}\}$. We want $P\{\tilde{\eta}_{i1} \leq \tau|x_i\} = P\{\tilde{\eta}_{i2} \leq \tau|x_i\}$. For each $t = 1, 2$, the sharp upper bound on $P\{\tilde{\eta}_{it} \leq \tau|x_i\}$ is $P\{\eta_{it} \leq \tau + x_{it}'(b - \beta), y_{it}^* \geq c_{it}|x_i\} + P\{y_{it}^* < c_{it}|x_i\} = P\{y_{it}^* - x_{it}'b \leq \tau|x_i\}$, while the sharp lower bound (over all possible distributions of $u_{it}$ such that $u_{it} < c_{it} - x_{it}'b$) is $P\{\eta_{it} \leq \tau + x_{it}'(b - \beta), y_{it}^* \geq c_{it}|x_i\} + P\{c_{it} - x_{it}'b \leq \tau, y_{it}^* < c_{it}|x_i\} = P\{y_{it}^* - x_{it}'b \leq \tau|x_i\}$. Any (continuous) distribution between these upper and lower bounds can be generated by some distribution of $u_{it}$. Finally, since $b$ satisfies conditional inequalities (2.2), then we can find $u_{i1}$ and $u_{i2}$ distributed in such a way that $P\{\tilde{\eta}_{i1} \leq \tau|x_i\} = P\{\tilde{\eta}_{i2} \leq \tau|x_i\}$ (i.e., those composite error terms satisfy Assumption 1). Therefore, $b$ is observationally equivalent to $\beta$.

A.3.2 Proof of Theorem 3.1

We can re-write lower bound as $LB(\tau, x_i, b) = P\{y_{i2}' - y_{i1}' - \Delta x_i'b \leq \tau|x_i\} = P\{y_{i2}' - y_{i1}' - \Delta x_i'b \leq \tau, y_{i2}^* \geq c_{i2}, y_{i1}^* \geq c_{i1}\} + P\{y_{i2}' - y_{i1}' - \Delta x_i'b \leq \tau, y_{i2}^* \geq c_{i2}, y_{i1}^* < c_{i1}|x_i\} + P\{y_{i2}' - y_{i1}' - \Delta x_i'b \leq \tau, y_{i2}^* < c_{i2}, y_{i1}^* \geq c_{i1}|x_i\} + P\{y_{i2}' - y_{i1}' - \Delta x_i'b \leq \tau, y_{i2}^* < c_{i2}, y_{i1}^* < c_{i1}|x_i\} = P\{\Delta c_{i} + \Delta x_i'b \leq \tau + \Delta x_i'b, y_{i2}^* \geq c_{i2}, y_{i1}^* \geq c_{i1}|x_i\} + 0 + P\{c_{i2} - y_{i2}^* \leq \tau + \Delta x_i'b, y_{i2} < c_{i2}, y_{i1}^* \geq c_{i1}|x_i\}$. So that

$$LB(\tau, x_i, b) = P\{\Delta c_{i} + \Delta x_i'b \leq \tau + \Delta x_i'b, y_{i2}^* \geq c_{i2}, y_{i1}^* \geq c_{i1}|x_i\}$$

(A.3)

Similarly, we can re-write upper bound as $UB(\tau, x_j, b) = P\{y_{j2}' - y_{j1}' - \Delta x_j'b \leq \tau|x_j\} = P\{y_{j2}' - y_{j1}' - \Delta x_j'b \leq \tau, y_{j2}^* \geq c_{j2}, y_{j1}^* \geq c_{j1}|x_j\} + P\{y_{j2}' - y_{j1}' - \Delta x_j'b \leq \tau, y_{j2}^* \geq c_{j2}, y_{j1}^* < c_{j1}|x_j\} + P\{y_{j2}' - y_{j1}' - \Delta x_j'b \leq \tau, y_{j2}^* < c_{j2}, y_{j1}^* \geq c_{j1}|x_j\} + P\{y_{j2}' - y_{j1}' - \Delta x_j'b \leq \tau, y_{j2}^* < c_{j2}, y_{j1}^* < c_{j1}|x_j\} = P\{\Delta c_{j} + \Delta x_j'b \leq \tau + \Delta x_j'b, y_{j2}^* \geq c_{j2}, y_{j1}^* \geq c_{j1}|x_j\} + P\{y_{j2}' - c_{j1} \leq \tau + \Delta x_j'b, y_{j2}^* < c_{j2}, y_{j1}^* \geq c_{j1}|x_j\} + P\{y_{j2}^* < c_{j2}|x_j\} + P\{y_{j2}' - c_{j1} \leq \tau + \Delta x_j'b, y_{j2}^* < c_{j2}, y_{j1}^* < c_{j1}|x_j\}$. So that

$$UB(\tau, x_j, b) = P\{\Delta c_{j} + \Delta x_j'b \leq \tau + \Delta x_j'b, y_{j2}^* \geq c_{j2}, y_{j1}^* \geq c_{j1}|x_j\}$$

(A.4)

Suppose that $b \in B_j$, that is

$$LB(\tau, x_i, b) \leq UB(\tau, x_j, b) \text{ for all } \tau, x_i, x_j.$$
Now let $\bar{c}_i = c_{i1}$, $\bar{c}_i = c_{i2}$ and define $\Delta \bar{e}_i$ and $\bar{a}_i$ as follows:

- If $y_{i2}^* \geq c_{i2}$, $y_{i1}^* \geq c_{i1}$, then $\bar{a}_i = a_i + x_{i1}'\beta - x_{i1}'b$, and $\Delta \bar{e}_i = \Delta e_i + \Delta x_i'\beta - \Delta x_i'b$.

- If $y_{i2}^* \geq c_{i2}$, $y_{i1}^* \leq c_{i1}$, then $\bar{a}_i = y_{i2}^* - \Delta \bar{e}_i - x_{i2}'b$, and $\Delta \bar{e}_i = \gamma_i(\Delta e_i + \Delta x_i'\beta) + (1 - \gamma_i)(y_{i2}^* - c_{i1}) - \Delta x_i'b + u_{i1}$, where $0 \leq \gamma_i \leq 1$ and $u_{i1} > 0$.

- If $y_{i2}^* \leq c_{i2}$, $y_{i1}^* \geq c_{i1}$, then $\bar{a}_i = a_i + x_{i1}'\beta - x_{i1}'b$, and $\Delta \bar{e}_i = \lambda_i(\Delta e_i + \Delta x_i'\beta) + (1 - \lambda_i)(c_{i1} - y_{i1}^*) - \Delta x_i'b - u_{i2}$, where $0 \leq \lambda_i \leq 1$ and $u_{i2} > 0$.

- If $y_{i2}^* \leq c_{i2}$, $y_{i1}^* \leq c_{i1}$, then $\Delta \bar{e}_i = \Delta e_i + \Delta x_i'\beta - \Delta x_i'b - u_{i3}$ and $\bar{a}_i = \min\{c_{i1} - x_{i1}'b, c_{i2} - \Delta e_i - \Delta x_i'\beta + \Delta x_i'b + u_{i3}\}$ - $u_{i4}$, where $-\infty < u_{i3} < +\infty$ and $u_{i4} > 0$.

Here $u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i$, and $\gamma_i$ are random variables that may depend on $x_i$, $\Delta e_i$, $a_i$, etc. Let $\bar{y}_{i1} = \max\{x_{i1}'b + \bar{a}_i + \varepsilon_{i1}, \bar{c}_{i1}\}$ and $\bar{y}_{i2} = \max\{x_{i2}'b + \bar{a}_i + \Delta e_i, \bar{c}_{i2}\}$. Then $(\bar{y}_{i1}, \bar{y}_{i2}) = (y_{i1}, y_{i2})$.

Now, $P\{\Delta \bar{e}_i \leq \tau|x_i\} = P\{\Delta e_i + \Delta x_i'\beta \leq \tau + \Delta x_i'b, y_{i2}^* \geq c_{i2}, y_{i1}^* \geq c_{i1}|x_i\} + P\{\gamma_i(\Delta e_i + \Delta x_i'\beta) + (1 - \gamma_i)(y_{i2}^* - c_{i1}) \leq \tau + \Delta x_i'b - u_{i1}, y_{i1}^* < c_{i1}|x_i\} + P\{\lambda_i(\Delta e_i + \Delta x_i'\beta) + (1 - \lambda_i)(c_{i1} - y_{i1}^*) \leq \tau + \Delta x_i'b + u_{i2}, y_{i2}^* < c_{i2}, y_{i1}^* < c_{i1}|x_i\}$.

Then lower (sharp) bound on $P\{\Delta \bar{e}_i \leq \tau|x_i\}$ over all possible distributions of $u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i$, and $\gamma_i$ is equal to $LB(\tau, x_i, b)$, and upper (sharp) bound on $P\{\Delta \bar{e}_i \leq \tau|x_i\}$ is equal to $UB(\tau, x_i, b)$. Therefore, it is possible to find such a distribution of $u_{i1}, u_{i2}, u_{i3}, u_{i4}, \lambda_i$, and $\gamma_i$ (conditional on $x_i$ etc) so that for every $\tau$, $x_i$, and $x_j$ we have $P\{\Delta \bar{e}_i \leq \tau|x_i\} = P\{\Delta \bar{e}_i \leq \tau|x_j\} = F(\tau)$ for some $F(\tau)$ such that $LB(\tau, x_i, b) \leq F(\tau) \leq UB(\tau, x_j, b)$, and this distribution is independent of $x_i$. That is, we constructed $\bar{y}_{i1}$ and $\bar{e}_{i1}$ such that: (a) vector $(\bar{y}_{i1}, \bar{y}_{i2}, \bar{d}_{i1}, \bar{d}_{i2})$ is distributed as $(y_{i1}, y_{i2}, d_{i1}, d_{i2})$; and (b) Assumption 3 (or 4) is satisfied for $\bar{y}_{i1} = x_{i1}'b + \bar{a}_i + \varepsilon_{i1}$ and $\bar{y}_{i2} = x_{i2}'b + \bar{a}_i + \Delta \bar{e}_i$.

A.3.3 Proof of Theorem 3.2.

**Proof:** Let $w_{i1} = y_{i1}' - y_{i1}^*$ and $w_{i2} = y_{i2}' - y_{i2}^*$. Then the sharp identified set can be written as $B_1 = \{b : f\text{ for every }\tau, x_i, x_j P\{w_{i1}' - \Delta x_i'b \leq \tau|x_i\} \leq P\{w_{i2}' - \Delta x_i'b \leq \tau|x_j\}\}$. Note that for every $\tau_1, \tau_2$, $P\{w_{i1}' - \Delta x_i'b \leq \tau_1|x_i\} \geq p_{i1}^\tau(x_i)$ and $P\{w_{i2}' - \Delta x_i'b \leq \tau_2|x_i\} \leq 1 - p_{i2}^\tau(x_i)$. Therefore, if $1 - p_{i2}^\tau(x_i) \leq p_{i1}^\tau(x_j)$ for all $x_i$ and $x_j$, then we have $P\{w_{i1}' - \Delta x_i'b \leq \tau|x_i\} \leq 1 - p_{i1}^\tau(x_i) \leq p_{i1}^\tau(x_j) \leq P\{w_{i2}' - \Delta x_i'b \leq \tau|x_j\}$ for every $b \in B$, so the bounds are trivial. □
A.3.4 Proof of Theorem 3.3

Note first that for all $b$, $Q(b) \geq 0$, so that $B_Q = \arg \min_b Q(b)$. Next, let $b \in B_I$ and recall that $B_I$ is defined by the following set of inequalities:

$$P\{w_{iI}^L - \Delta x'_i b \leq \tau | x_i\} \leq F(\tau) \leq P\{w_{jI}^L - \Delta x'_j b \leq \tau | x_j\}$$  \hspace{1cm} (A.5)

for some cumulative distribution function $F$. Inequalities (A.5) imply that if for some constants $\tau_1$ and $\tau_2$ we have $\tau_2 - \Delta x'_i b \geq \tau_1 - \Delta x'_j b$, then $P\{w_{iI}^L \leq \tau_1 | x_i\} \leq P\{w_{jI}^L \leq \tau_2 | x_j\}$. Therefore, if $b \in B_I$, then $Q(b) = 0$, so that $B_I \subseteq B_Q$.

Now suppose that there exists $b \in B_Q$ such that $b \notin B_I$. That is, for this $b$ there exist $\tilde{\tau}$, $\tilde{x}_i$ and $\tilde{x}_j$ such that

$$P\{w_{iI}^L \leq \tilde{\tau} + \Delta \tilde{x}_i b | \tilde{x}_i\} > P\{w_{jI}^L \leq \tilde{\tau} + \Delta \tilde{x}_j b | \tilde{x}_j\}$$  \hspace{1cm} (A.6)

Let $\tilde{\tau}_{2j} = \tilde{\tau} + \Delta \tilde{x}_j b$ and $\tilde{\tau}_{1i} = \tilde{\tau} + \Delta \tilde{x}_i b$. Then $\tilde{\tau}_{2j} - \Delta \tilde{x}_j b = \tilde{\tau}_{1i} - \Delta \tilde{x}_i b = \tilde{\tau}$ and $P\{\Delta w_{ij} \leq \tilde{\tau}_{1i} | \tilde{x}_i\} > P\{\Delta w_{ij} \leq \tilde{\tau}_{2j} | \tilde{x}_j\}$. By continuity of $\tau$ and strict inequality in (3.1), there exist the set $U$ of positive probability measure such that for all $(\tau_{1i}, \tau_{2i}, x_i, x_j) \in U$ we have:

1. $\tau_{2j} - \Delta x'_j b \geq \tau_{1i} - \Delta x'_i b$,

2. $P\{\Delta w_{ui} \leq \tau_{1i} | x_i\} > P\{\Delta w_{ij} \leq \tau_{2j} | x_j\}$,

so that $Q(b) > 0$, which implies that if $b \notin B_I$, then $Q(b) > 0$. Therefore, $B_I = B_Q$. \hfill \Box

A.3.5 Proof of Theorem 4.1

First, of $(\gamma, \beta)$ are the true parameter values, then by construction $(\gamma, \beta) \in \Theta_{I,1}$. Let $\eta_{it} = \alpha_i + \epsilon_{it}$, for $t = 1, 2$. For any $(g, b) \in \Theta_{I,1}$, let $\tilde{g}_{it} = gy_{i,t-1} + x'_i b + \tilde{\eta}_{it}, \tilde{c}_{it} = c_{it}$. For $\tilde{\eta}_{it}$ we have:

- If $y_{it}^* \geq c_{it}$: $\tilde{\eta}_{it} = \eta_{it} + (\gamma - g)y_{i,t-1} + x'_i (\beta - b)$.
- If $y_{it}^* < c_{it}$: $\tilde{\eta}_{it} = \eta_{it} < c_{it} - gy_{i,t-1} - x'_i b$ for some random variable $u_{it}$ that can depend on $y_{i0}, x_{it}, c_{it}$, and $\eta_{it}$.

With this choice, we have $\tilde{g}_{it} = y_{it}, \tilde{c}_{it} = c_{it}$ and $\tilde{d}_{it} = 1\{\tilde{g}_{it}^* \geq \tilde{c}_{it}\} = \tilde{d}_{it}$. As before (see Theorem 2.1), we want $P\{\tilde{\eta}_{1i} \leq \tau | y_{i0}, x_i\} = P\{\tilde{\eta}_{2i} \leq \tau | y_{i0}, x_i\}$ (i.e., we want Assumption 5 to be satisfied by $\tilde{\eta}_{1i} = \tilde{\epsilon}_{i1} + \tilde{\alpha}_i$ and $\tilde{\eta}_{2i} = \tilde{\epsilon}_{i2} + \tilde{\alpha}_i$. The proof then follows the proof of Theorem 2.1. \hfill \Box
A.3.6 Proof of Theorem 4.2

The proof is similar to Theorem 4.1 and therefore is omitted.

A.3.7 Proof of Theorem 4.3

For any \((g, b) \in \Theta_{1,4}\), let \(\tilde{g}_{it}^* = g\tilde{g}_{i,t-1}^* + x_{it}'b + \tilde{\alpha}_i + \tilde{e}_{it}, \tilde{\epsilon}_{i1} = 0, \tilde{\epsilon}_{it} = \epsilon_{it}\), and \(\tilde{g}_{i0}^* = y_{i0}^*\). Let’s define \(\tilde{\alpha}_i\) and \(\tilde{\epsilon}_{i2}\) in a following way:

- If \(y_{1i}^* \geq c_{i1}, y_{i2}^* \geq c_{i2}\): \(\tilde{\alpha}_i = \alpha_i + \epsilon_{i1} + (\gamma - g)y_{i0}^* + x_{i1}'(\beta - b)\); and \(\tilde{\epsilon}_{i2} = \Delta x_{i1}'(\beta - b) + \epsilon_{i2} - \epsilon_{i1} + (\gamma - g)(\alpha_i + \gamma y_{i0}^* + x_{i1}'\beta + \epsilon_{i1} - y_{i0}^*)\).
- If \(y_{1i}^* < c_{i1}, y_{i2}^* \geq c_{i2}\): \(\tilde{\alpha}_i = u_i\), where \(u_i < c_{i1} - gy_{i0}^* - x_{i1}'b\); and \(\tilde{\epsilon}_{i2} = \alpha_i + \epsilon_{i2} - \tilde{\alpha}_i + (\gamma y_{i1}^* - gy_{i0}^*) + x_{i2}'(\beta - b)\).
- If \(y_{1i}^* \geq c_{i1}, y_{i2}^* < c_{i2}\): \(\tilde{\alpha}_i = \alpha_i + (\gamma - g)y_{i0}^* + x_{i1}'(\beta - b) + \epsilon_{i2} + \alpha_i - gy_{i0}^* - x_{i2}'b\).
- If \(y_{1i}^* < c_{i1}, y_{i2}^* < c_{i2}\): \(\tilde{\alpha}_i = u_i\), where \(u_i < c_{i1} - gy_{i0}^* - x_{i1}'b\); and \(\tilde{\epsilon}_{i2} = w_i\), where \(w_i < c_{i2} - \tilde{\alpha}_i - gy_{i0}^* - x_{i2}'b\).

Then the lower and upper bounds on the conditional distribution of \(\tilde{\epsilon}_{i2}|x_i, \tilde{g}_{i0}^*\), obtained by varying distributions of \(u_i\) and \(w_i\) within their bounds, are \(P\{y_{i2}^* - (1 + g)y_{i1}^* + gy_{i0}^* - \Delta x_{i1}'b \leq \tau|x_i, y_{i0}^*\}\) and \(P\{y_{i2}^* - (1 + g)y_{i1}^* + gy_{i0}^* - \Delta x_{i1}'b \geq \tau|x_i, y_{i0}^*\}\), correspondingly. Intersecting these bounds over the support of \(x_i\) allows us to find the distribution of \(\tilde{\epsilon}_{i2}\) that is independent of \(x_i\) and \(\tilde{g}_{i0}^*\), so that Assumption 8 is satisfied.

A.3.8 Proof of Theorem 4.4

The proof closely follows the proof of Theorem 3.1 with the following choices: \(\tilde{\epsilon}_{it} = \epsilon_{it}, \tilde{g}_{it}^* = g\tilde{\alpha}_i + \tilde{\epsilon}_{it} + x_{it}'b\), where \(g_1 = 1, g_2 = g, \tilde{\epsilon}_{i1} = 0\) and

- If \(y_{i1}^* \geq c_{i1}, y_{i2}^* \geq c_{i2}\): \(\tilde{\alpha}_i = \alpha_i + x_{i1}'(\beta - b) + \epsilon_{i1}\); and \(\tilde{\epsilon}_{i2} = (\gamma - g)\alpha_i + (x_{i2} - gx_{i1})'(\beta - b) + \epsilon_{i2} - g\epsilon_{i1}\).
- If \(y_{i1}^* < c_{i1}, y_{i2}^* \geq c_{i2}\): \(\tilde{\alpha}_i = u_i\), where \(u_i < c_{i1} - x_{i1}'b\); and \(\tilde{\epsilon}_{i2} = \gamma\alpha_i - g\tilde{\alpha}_i + x_{i2}'(\beta - b) + \epsilon_{i2}\).
- If \(y_{i1}^* \geq c_{i1}, y_{i2}^* < c_{i2}\): \(\tilde{\alpha}_i = \alpha_i + x_{i1}'(\beta - b) + \epsilon_{i1}\); and \(\tilde{\epsilon}_{i2} = w_i\), where \(w_i < c_{i2} - g\tilde{\alpha}_i - x_{i2}'b\).
• If \( y_{11}^i < c_{11}, y_{12}^i < c_{12} \): \( \tilde{a}_i = u_i \), where \( u_i < c_{11} - x_1'i b \); and \( \tilde{e}_{i2} = w_i \), where \( w_i < c_{12} - g \tilde{a}_i - x_2'i b \).

Then the upper and lower bounds on the conditional distribution of \( \tilde{e}_{i2}/g|x_i \) obtained by varying distributions of \( u_i \) and \( w_i \) within their bounds, are \( P\{y_{12}^i/g - y_{11}^i - (x_1'i/g - x_{11})'b \leq \tau|x_i \} \}

The proof of this result closely follows the proof of Theorem 5.1 and therefore is omitted here. □

A.3.9 Proof of Theorem 5.1

Assumption 9 together with Assumption 10 and the weak law of large numbers implies that \( \hat{P}\{x_i = x\} \) converges in probability to \( P\{x_i = x\} \) uniformly over \( x \in \mathcal{X} \). Next, consider the following empirical processes indexed by \((\tau, x)\):

\[
\begin{align*}
\nu_{1,n}(\tau, x; \beta) &= \sqrt{n} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( 1\{y_{11}^i - x_1'i \beta \leq \tau, x_i = x \} - 1\{y_{12}^i - x_2'i \beta \leq \tau, x_i = x \} \right) - D_1(\tau, x; \beta) \right] \\
\nu_{2,n}(\tau, x; \beta) &= \sqrt{n} \left[ \frac{1}{n} \sum_{i=1}^{n} \left( 1\{y_{12}^i - x_2'i \beta \leq \tau, x_i = x \} - 1\{y_{11}^i - x_1'i \beta \leq \tau, x_i = x \} \right) - D_2(\tau, x; \beta) \right]
\end{align*}
\]

The class of functions \( 1\{z_i \leq \tau, x_i = x\} \) is a VC-class, and therefore is P-Donsker. That is,

\[(\nu_{1,n}(\cdot, \cdot; \beta), \nu_{2,n}(\cdot, \cdot; \beta)) \Rightarrow (G_1(\cdot, \cdot; \beta), G_2(\cdot, \cdot; \beta))\]

Under the null hypothesis, \( D_1(\cdot, \cdot; \beta), D_2(\cdot, \cdot; \beta) \leq 0 \). Together with the weak convergence result above and the continuous mapping theorem for empirical processes, this implies the asymptotic first-order dominance result for the distribution of \( T_n^2(\beta) \). □

A.3.10 Proof of Theorem 5.2

The proof of this result closely follows the proof of Theorem 5.1 and therefore is omitted here. □

A.3.11 Proof of Theorem A.1

We construct the following random variables: \( d_{12}^l = I\{y_{12}^i \leq \tau_{i2} \} \) and \( d_{11}^l = I\{y_{11}^i \leq \tau_{i1} \} \), where \( \tau_{i1} \) and \( \tau_{i2} \) satisfy conditions of Theorem A.1. As before, let \( \eta_{li} = a_i + \epsilon_{li} \). Then \( E[d_{12}^l|x_i, \tau_{i2}] = P\{y_{12}^i \leq \tau_{i2}|x_i, \tau_{i2} \} = 1 - P\{y_{12}^i > \tau_{i2}|x_i, \tau_{i2} \} = 1 - P\{x_2'i \beta + \eta_{i2} > c_{i2}, x_2'i \beta + \eta_{i2} > \tau_{i2}|x_i, \tau_{i2} \} = \ldots \)
\[ 1 - P\{x'_{12}\beta + \eta_{12} > \max\{e_{i2}, \tau_{i2}\}|x_{i2}, \tau_{i2}\} = P\{\eta_{i2} < \tau_{i2} - x'_{i2}\beta|x_{i}, \tau_{i2}\} \]

Here the last equality follows from Assumption 12.

Similarly, \( E[d_{11}^{H}|x_i, \tau_{1i}] = P\{\max\{x'_{11}\beta + \eta_{11}, c_{i1}\} \leq \tau_{1i}|x_i, \tau_{1i}\} = P\{x'_{11}\beta + \eta_{11} \leq \tau_{1i}, c_{i1} \leq \tau_{1i}|x_i, \tau_{1i}\} = P\{\eta_{i1} \leq \tau_{1i} - x'_{1i}\beta|x_i, \tau_{1i}\}. \]

Finally, taking into account that \( \eta_{i1} = \epsilon_{i1} + \alpha_i \) and \( \eta_{i2} = \epsilon_{i2} + \alpha_i \) are identically distributed conditional on \( x_i \), we have: \( E[d_{12}^{H}|x_i, \tau_{12}] = F_\eta(\tau_{12} - x'_{12}\beta|x_i) \) and \( E[d_{11}^{H}|x_i, \tau_{11}] = F_\eta(\tau_{11} - x'_{11}\beta|x_i) \), where \( F_\eta(\cdot|x_i) \) is a c.d.f. of \( \eta_{i1t} \) conditional on \( x_i \). Now, taking into account that \( F_\eta \) is a strictly monotone function for any value of \( x_i \), we have

\[
E[d_{11}^{H} - d_{12}^{H}|x_i, \tau_{11}, \tau_{12}] > 0 \text{ if and only if } \Delta \tau_i < \Delta x'_{i}\beta, \tag{A.7}
\]

where \( \Delta \tau_i = \tau_{12} - \tau_{11} \) and \( \Delta x_i = x_{i2} - x_{i1} \). Consequently, point identification follows from identical arguments used in Khan and Tamer (2007).

\[ \square \]

**A.3.12 Proof of Theorem A.2**

Part 1. Suppose that \( b \in B \) is such that \( b \neq \beta_k \). Then assumption Assumption 11 implies that \( \Delta x'_i(b - \beta) \) and \( \Delta x'_j(b - \beta) \) are unbounded on the support of \( x_i \). Therefore, for any \( 0 < \delta < 1 \) and any \( \tau \) we can find such values of \( x_i \) and \( x_j \) that \( F_{\Delta \epsilon}(\tau + \Delta x'_i(b - \beta)|x_i) - F_{\Delta \epsilon}(\tau + \Delta x'_j(b - \beta)|x_j) > \delta \).

Let \( q < \delta < 1 \). Then we have \( F_{\Delta \epsilon}(\tau + \Delta x'_i(b - \beta)|x_i) - F_{\Delta \epsilon}(\tau + \Delta x'_j(b - \beta)|x_j) > q \) for some \( x_i \) and \( x_j \), which is a contradiction to Assumption 13(i). Therefore, \( \beta \) is identified relative to \( b \).

Part 2. Suppose now that \( b \in B \) is such that \( b = \beta_k \) but \( b \neq \beta \). Assumption 11 ensures that there exist some \( \gamma_2 < \gamma_1 \) such that the sets \( \mathcal{X}_{\gamma_1} = \{x_i,-k: \Delta x'_i(b - \beta) = \Delta x'_{i,-k}(b,-k - \beta,-k) > \gamma_1\} \) and \( \mathcal{X}_{\gamma_2} = \{x_j,-k: \Delta x'_j(b - \beta) = \Delta x'_{j,-k}(b,-k - \beta,-k) < \gamma_2\} \) are nonempty. Then there exist \( \rho > 0 \) and \( \tilde{\tau} \) such that \( H(x_{i,-k},x_{j,-k}) = F_{\Delta \epsilon}(\tilde{\tau} + \Delta x'_i(b - \beta)|x_i) - F_{\Delta \epsilon}(\tilde{\tau} + \Delta x'_j(b - \beta)|x_j) > \rho \) on \( \mathcal{X}_{\gamma_1} \times \mathcal{X}_{\gamma_2} \). Hence, the left-hand side of (A.1) is bounded away from zero for \( \tau = \tilde{\tau} \) on \( \mathcal{X}_{\gamma_1} \times \mathcal{X}_{\gamma_2} \) for all values of \( x_{i,k} \) and \( x_{j,k} \) in the support. On the other hand, Assumption 13(ii) implies that the right-hand side of (A.1) can be made less than any \( \rho > 0 \) with a proper choice of \( x_{i,k} \) and \( x_{j,k} \). Therefore, \( \beta \) is identified relative to any \( b \neq \beta \), so that \( B_1 = \{\beta\} \). \[ \square \]
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