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3.1 Introduction

Carlson (1977b) noted that predicates can be classified as belonging to two natural classes, which he dubbed individual-level vs. stage-level (s-level) and s-level henceforth), and proposed an account for this distinction. Among other things, Carlson showed that this distinction has important implications for our understanding of genericity. Recently, Diesing (1992) and Kratzer (1988; cf. chapter 2, this volume) have developed an interesting alternative to Carlson’s approach, based on the idea that while s-level predicates have an extra Davidsonian argument for space-time locations, i-level predicates lack such an argument. They have argued that the bulk of the properties of i-level predicates can be derived from this difference. In this chapter, I would like to explore an approach that, while preserving the spirit (and even some of the specific insights) of the aforementioned approaches, might arguably take us a little further in our understanding of the relevant contrast. In line with, for example, Parsons (1990) among many others, I will argue that all predicates have a Davidsonian argument ranging over occasions/eventualities, but that in i-level predicates this argument has to be bound by a generic operator. In this sense, i-level predicates are claimed to be inherently generic.1

This chapter is organized as follows. In the remainder of this introduction, I will review the bulk of the properties that make i-level predicates into a natural class. In section 2, I will sketch some background assumptions. In section 3, I will discuss genericity. In section 4, I will articulate my proposal; in section 5, I will discuss its consequences, and finally, in section 6, I will compare it with other approaches.

I-level predicates express properties of individuals that are permanent or tendentially stable. S-level predicates, per contrast, attribute to individuals transient, episodic properties. As Carlson argues, there are three basic types of i-level predicates, namely:

1. Stative verbs, like know, love, hate, etc. (vs. hit, run, etc.)
2. All (predicative) NPs, like be a man, be mammals, etc.
3. Adjectives like intelligent, tall, blue, etc. (vs. drunk, available, etc.)

In what follows I give a list of six key properties that have been identified in the literature as criterion for the characterization of i-level predicates.

1. Stable stativity. The first property is simple and self-evident. I-level predicates are all aspectually stative. They all have the characteristics typical of statives (like being ungrammatical in the progressive, having the subinterval property, and so forth; cf. Dowty 1979). The only statives that are s-level are adjectives which express “transient” or “episodic” qualities (like being drunk or being sick) and pure locatives (like being on the roof). Deciding whether a state is “transient” or “stable” is sometimes difficult, for the notions involved are vague. Nonetheless, we seem to be able to settle the issue in most cases. For example, normally, if one is intelligent or tall, one clearly tends to retain these properties. Of course, accidents capable of altering such tendentially permanent states can occur. But this does not affect their being tendentially stable. Per contrast, a single state of, say, drunkenness lasts relative little. If it doesn’t pass, you are not just drunk—you are an alcoholic. This difference manifests itself in the behavior of temporal adverbials. Consider (2):

(2) a. John was drunk yesterday / last month / a year ago.
b. John was tall yesterday / last month / a year ago.

While (2a) is wholly normal, the interpretation of (2b) calls for special scenarios (e.g., an accident capable of affecting John’s height).

There is also another factor that needs to be taken into consideration. Sometimes one and the same state can be viewed as either stable or transient. For example, in saying “John is sick,” we may mean that he is chronically sick, or that he just has an occasional ailment. So sick can perhaps be classified as belonging to both classes. Moreover, a verb that is normally classified as stable can in certain cases be reclassified as transient. Again, this will generally involve setting up a special context of some kind. Consider (3), for example:

(3) a. John was intelligent on Tuesday, but a vegetable on Wednesday.
b. A friend of mine likes DRT on Mondays and Thursdays and hates it on Tuesdays and Fridays.
Be intelligent, be a vegetable, like all express stable states; that is, they are i-level. However, in (3) they are being used as s-level predicates. For example, in (3a) we either must interpret the VP as "behave intelligently" or else we must imagine that John has a double personality which involves switching his mental capacities on and off in an abnormal manner. If we all were like him, intelligent would be s-level. It is intuitively clear that a shift from i-level to s-level (akin to the well-known shifts from one aspectual class to another or, for nouns, from mass to count) is taking place in these examples.

Modulo these caveats, the first feature that makes i-level predicates into a natural class is the fact that they express stable states, which manifests itself linguistically in the oddity of sentences with temporal modifiers such as (2b).

2. Locatives. Not only are there restrictions on the cooccurrence of temporal modifiers with i-level predicates. There also are even tighter restrictions on their cooccurrence with locative modifiers. In fact, as Carlson (1982) noticed, modification of an i-level predicate by a locative is quite generally impossible. This can be seen by the following kind of contrast:

(4) a. ??John is a linguist in his car.
   b. ??John is intelligent in France.
   c. ??John knows Latin in his office.

(5) a. John is always sick in France.
   b. John works in his office.

Intuitively, it is as if i-level predicates were, so to speak, unlocated. If one is intelligent, one is intelligent nowhere in particular. S-level predicates, on the other hand, are located in space.2

3. Perception sentences. A third property of i-level predicates is that they do not occur felicitously within the 'small clause' complements of perception verbs:

(6) a. *I saw John a linguist.
   b. *I saw John tall.
   c. *I heard John like Mary.

(7) a. I saw John drunk.
   b. I heard Mary beat John.

2. Locatives become more acceptable if the sentence contains an indefinite or bare plural:

(i) In Italy, five-year-olds know how to play soccer.
I believe that in these cases the locative is understood as modifying the noun. For instance (i) is interpreted as (ii).

(ii) (Five-year-olds in Italy) know how to play soccer.

It is unclear why this should be so. Notice that one cannot get away with saying that certain states cannot be seen or otherwise perceived. Height, for example, is prominently perceivable. One can certainly see that John is tall (or that he is not). Yet one cannot describe this perception using (6b). Moreover, the ungrammaticality of (6a–c) cannot just be due to a ban against having states in the complement of perception reports, for drunk in (7a) is a state. Perceptual reports seem to exclude just i-level predicates, and it is not obvious why.

4. There-sentences. Another seemingly unrelated grammatical structure that appears to single out i-level predicates is the existential construction with there.

In particular, the coda position of there-sentences does allow adjectives, as in (8a), but as it turns out, only s-level ones.

(8) a. There are two men drunk/sick/available, . . . .
   b. ??There are two men intelligent/white/altruistic, . . . .

Again, this cannot be construed as a ban against stativity, for adjectives are all aspectually stative. Moreover, there is nothing patently wrong with the meaning of the sentences in (8b). It is quite clear what they should mean, if they were grammatical. They ought to mean something like:

(9) There are two intelligent/white/altruistic men around.

Yet we cannot express what (9) does by means of (8b).

5. Bare plurals. I-level predicates also interact in an interesting way with bare plurals. A prominent property of i-level predicates is that they select the universal reading of bare plurals, in contrast with s-level predicates:

(10) a. Humans are mammals.
      b. Firemen ate altruistic.
      c. Dogs hate cars.

(11) a. Firemen are available.
      b. Dogs are barking in the courtyard.

This observation played a central role in the theory of Carlson (1977b). The bare plural subjects in (10) must all be interpreted universally (or generically). The bare plurals in (11), on the other hand, are naturally interpreted existentially. They may also arguably have a universal reading. But the relevant point is that for the bare plurals in (10) an existential interpretation is just impossible.

The NPs we focused on in (10) and (11) are all subjects. For objects, we have a broader range of options. Consider the following examples:
A closely related pattern can be observed in the absence of a *when*-clause:

(18) a. John always speaks French.
    b. ??John always knows French.
    c. A Moroccan always knows French.
    d. Moroccans always know French.

Thus here, too, we find a pretty regular behavior. The generalization seems to be that sentences involving an adverb of quantification and an i-level predicate must for some reason have an indefinite or a bare plural as argument.

This cursory overview should suffice to illustrate that i-level predicates display a fairly systematic and interesting clustering of properties that calls for an explanation. A number of diverse grammatical constructions seem to single them out. The question is why. In order to formulate my hypothesis, I will first need to spell out a number of background assumptions.

### 3.2. Background

In what follows I adopt a particular combination of syntactic and semantic assumptions, the one I feel is best suited to supplement my main hypothesis. These assumptions are widely shared and arguably independently needed. They do not, however, represent the only way in which the thesis I am exploring can be cast.

#### 3.2.1. The Syntax-Semantics Map

I will adopt a run-of-the-mill version of the Principles and Parameters framework. In this framework, (surface-)structures are mapped into (logical) Forms by Move α. One of the effects of this operation is the adjunction of NPs to S; which fixes their scope (Quantifier Raising). LF is the syntactic level that feeds into semantic interpretation, which takes the form of a recursive mapping of LF-structures into Intensional Logic. Each lexical entry is associated with a restricted range of logical types that determine its semantic makeup. For example, NPs come in (at least) two types: the type e of basic individuals and the type gg (≡ ⟨(e,t),t⟩) of generalized quantifiers. Verbs also come in different basic types, depending on how many arguments they take and whether they are extensional or intensional. I will adopt Montague’s theory of intensional verbs. I also assume that all verbs take an extra argument ranging over situations, in the spirit of Davidson (1967) and Parsons (1990), among many others. I will use e for the type of situations. (19) gives a list of some common categories:

---

3. I am ignoring predicative NPs for the moment. See below (sec. 3.4.3) for some discussion.
intensional abstraction. Similarly, in (22b) ‘seek’ is looking for a (s, gq), while ‘b’ is of type e; however, by applying ‘Lift’ and intensional abstraction to it we obtain an object of the right kind. Quantifier raising (QR) is interpreted as Montague’s ‘quantifying in’, as illustrated in (23):4

\[
\begin{align*}
&\text{a. } [\text{NP, } S] \Rightarrow \mathrm{tr}(\text{NP})\lambda x. \text{tr}(S) \\
&\text{b. } \forall x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x) \\
&\exists x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x)
\end{align*}
\]

Following many current proposals, I assume that QR can adjoin NPs to other categories besides S, such as, in particular, VP and NP. The semantics for such structures is a pointwise extension of the basic quantifying-in rule. I refer to, for example, Rooth 1985 for details.

I do not assume that QR is, in general, obligatory (although there may be constructions that force it). Quantified NPs can be interpreted in situ when the types allow for it. So for example, a sentence like (24a) can have either the LF in (24b) or the one in (24c). The corresponding expression of intensional verbs are indicated.

\[
\begin{align*}
&\text{a. Every man walks.} \\
&\text{b. } [\text{every man}[\text{walks}]] \Rightarrow \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x) \\
&\text{c. } [\text{every man}[\text{walks}]] \Rightarrow \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x)
\end{align*}
\]

Quantified NPs can also be interpreted in situ when the VP by means of a type-shifting operation such as Partee and Rooth’s (1983) ‘argument raising’. This operation turns an e-taking function into a gq-taking one. In (25a) I give a simplified definition (for the case of two-place relations) which I exemplify in (25b). See Partee & Rooth 1983 for extensions and motivation.

\[
\begin{align*}
&\text{a. } [\text{R}] = \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x) \\
&\text{b. } [\text{love}][\text{a man}][\text{a woman}] = \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x)
\end{align*}
\]

To assume that QR is obligatory would be inconsistent with Montague’s theory of intensional verbs.

Another construction that will be relevant to some of our concerns is NP-raising. I assume that its interpretation involves λ-conversion in the manner illustrated in the following example:5

\[
\begin{align*}
&\text{a. A unicorn seems to be approaching.} \\
&\text{b. } [\text{a unicorn}][\text{seems}[\text{be approaching}]] \\
&\Rightarrow \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x) \\
&\Rightarrow \lambda x. \text{tr}(x) \Rightarrow \lambda x. \text{tr}(x)
\end{align*}
\]

4. As usual, like(x,y) is taken as an abbreviation for like(y(x)).
As the reader can see, I adopt the view that S is the maximal projection of 1, as well as the 'Internal Subject Hypothesis', that is, the hypothesis that subjects are base-generated in Spec VP. 6 I am going to ignore the inner articulation of 1 into further functional heads, except when relevant. The interpretation of VPs is also going to play an important role in what follows. Since it is a somewhat unclear and controversial issue, it is worth discussing with some care; to this the following subsection is devoted.

3.2.2. Internal Subjects

In the spirit of Kitagawa (1989), I will regard VPs as predicates and traces in Spec VP as a sort of predication operator, represented here by the λ-abstractor. The general schema, in two parts, is as follows:

\[ \lambda v. \text{tr}(v') \]  

a. \( \lambda v. \text{tr}(v') \) if \( v' \) is of type \( \lambda \)
b. \( \lambda v. \text{tr}(v')(v) \), otherwise

Case (28a) is meant to deal with derived subjects (like, e.g., the subjects of unaccusatives), while (28b) deals with underived ones. Consider first an example of the latter:

\[ \lambda s. \text{tr}(s) \]  
a. kiss John  
b. Tree  

Translation  
\( \text{love}(x)(y) \)  
Type  
(\( e, 0 \))

Here basically nothing happens. The type and meaning of the \( v' \) is not changed (with the possible exception of the binding of embedded pronouns carrying the index \( i \) within the \( v' \)). The property thus obtained is then predicated of

6. Cf., e.g., Kuroda 1988 or Koopman & Sportiche 1988, among many others. See Bowers 1991 for an alternative that would also fit well with the present approach.
the external subject (i.e., Spec IP). Consider now what happens in the case of, say, an unaccusative:

(30) a. John arrived.

\[
\begin{array}{c}
\text{Translation} \\
\lambda x, \lambda y, \lambda z, \lambda t [\text{arrive}(s(x, y, z), t)]
\end{array}
\]

\[
\begin{array}{c}
\text{Type} \\
t
\end{array}
\]

This interpretation of VP has as a consequence that it is not possible, in general, to "reconstruct" an NP in Spec VP (contrary to what, e.g., Kratzer and Diesing maintain). This is so because reconstruction means putting back an NP meaning into its original site via \(\lambda\)-conversion; cf. (26). But the schema in (26b) assumes that, in general, predication traces will not be NP-level (at least for active transitive and unergative verbs, if they are extensional), for the type of the variable being introduced in (28), namely \(v_i\), will depend on the type of \(V'\). The absence of reconstruction into predication traces, besides being technically simpler, is also empirically justified by the following considerations, involving VP deletion. Assume that predication phrases could freely be interpreted at the higher NP type in examples like the following:

(31) a. some student, \(t[i, \text{loves every professor}]\)

\[
\begin{array}{c}
\text{Translation} \\
\lambda y, \lambda z, \lambda t [\text{loves}(s(y, z), t)]
\end{array}
\]

\[
\begin{array}{c}
\text{Type} \\
t
\end{array}
\]

Now a quantified NP in object position can be assigned VP scope. So the structure of (31b) can actually be this:

(32) \(\lambda y, \lambda z, \lambda t [\text{loves}(s(y, z), t)]] \rightarrow \lambda y, \lambda z, \lambda t [\text{loves}(s(y, z), t)]\)

If (32) is predicated of some student, the latter ends up having narrow scope relative to every professor. There is nothing wrong with that, since (31a) can have this interpretation. The problem comes from the fact that if (32) is an admissible interpretation for the VP in (31a), what is to stop it from being used in VP anaphora cases? Nothing, it would seem. But then the following ought to be possible:

(33) some student loves every professor and some secretary does too.

Here it should be possible to interpret every professor as having wide scope over both some student and some secretary. But as has long been noticed (Williams 1977, Sag 1976), this reading is impossible. Its impossibility follows straightforwardly from our interpretation of VP shells, which bans predication phrases from having the higher \(qg\) type.

It is also well known that there are "exceptions" to this generalization. Hirschbühl (1982) discusses cases of the following sort:

(34) A Canadian flag was hanging in front of every window and an American flag was too.

Here it seems possible for the VP-internal quantified NP every window to have scope over the subject in both clauses. I believe that this is so because the
verb in (34) is unaccusative (as can be seen from the way in which its Italian counterpart *pendere* behaves; Italian is a language that marks unaccusativity overtly). Accordingly the structure of the VP is as follows:

(35) [It, was hanging], [in front of every window]

Here we have a genuine NP trace in object position, which according to our hypothesis can be interpreted at the *g*-level. The schematic interpretation of the VP will be as follows:

(36) \( \lambda^P [\text{in-front-of-every-window}(P, \text{hang})] \)

This interpretation makes the reading observed in (34) possible.

So our semantics for VPs predicts that across-the-board wide scope for VP-internal NPs is only possible with unaccusatives or passives, but not with plain active or unergative verbs. As far as I can tell, this prediction is borne out. I am not aware of any other solution to this problem (none, that is, that can account for the facts with fewer stipulations).

This concludes our overview of the basic background assumptions adopted for the purposes of subsequent discussion.

3.3. The Generic Operator

My goal in this section is to give an idea of the line I will be taking on generics and to suggest how my proposals fit with (and, when appropriate, differ from) current research on the topic. As much work has highlighted, there are several key properties that the generic operator shares with adverbs of quantification (Q-adverbs), a circumstance that has led many to conclude that such operator itself is just a Q-adverb with a special, modal character. I believe this insight to be basically correct. Accordingly, my strategy will be the following. First, I will review the main properties that Q-adverbs and the generic operator share and lay out my assumptions concerning how Q-adverbs in general work. Having done that, I will indicate the way in which I think the generic operator fits into this picture.

3.3.1. Some Properties of Adverbs of Quantification

The interpretation of a Q-adverb requires establishing a relation between a restriction (or restrictor) and a scope.\(^8\) The clause has to be "split" into two parts, and the task is to determine what options are available. In trying to do so, the following properties of Q-adverbs should be borne in mind.

**Property A:** Q-adverbs can bind eventualities.


This property is exemplified by sentences of the following kind:

(37) a. Fred always smokes.
   b. \( \forall s [C(f,s) \land \text{smoke}(f,s)] \)
   c. \( \exists s [\text{Overlap}(s, s') \land C(f,s) \land \text{smoke}(f,s')] \neq s \)

A sentence like (37a) is typically understood as quantifying over a set of contextually specified occasions involving Fred (e.g., after meals, during every break, etc.). For example, suppose that Fred has the habit of spending his frequent breaks in my office, where he knows he can smoke. Bill, witnessing one of these scenes, utters (37a). Relative to a context of this kind, the truth conditions that (37a) ends up having can be roughly paraphrased as follows: "Every situation in which Fred is in Gennaro’s office is a situation in which Fred smokes." This is what (37b) would express in such a context. Always is translated as ‘\( \forall \)'; the material in the left pair of brackets forms the restriction of ‘\( \forall \)' and the material in the right pair its scope. The formula in (37c) is a more explicit rendering of (37a).

Formula (37c) says that there is a situation \( s \) in the actual world such that every situation \( s' \) that temporally overlaps with it in which Fred is in Gennaro’s office overlaps with a situation \( s'' \) of Fred’s smoking. I will call the external situation, \( s \) the internal one (or the restriction situation), and \( s'' \) the scope situation. Normally, I will be representing truth conditions of sentences like (37a) using simpler formulas like the one in (37b), which I take to be abbreviations for formulas like (37c). I will, however, switch to (37c) when appropriate.\(^9\)

A second general property of Q-adverbs is the following:

**Property B:** Q-adverbs can bind variables provided by indefinites.

For example, consider (38):

(38) a. An Italian is usually short.
   b. Most \( x \) [It\( \text{italian}(x) \) | \( \text{short}(x) \) ]

Sentence (38a) is naturally understood as saying that most Italians are short, which is what (38b) expresses. The variable that the Q-adverb binds is provided by the indefinite *an Italian*. Within Discourse Representation Theory, it is assumed that indefinites are generally interpreted as free variables, which.

9. The nature of the context variable is affected by focus. For discussion, see, e.g., Roet 1985, Kadmon 1990, Krishna 1992b, among many others. A theory that would fit well with the general line I am taking is Roet’s. I do not believe, however, that the restriction of Q-adverbs is wholly determined by focus as, e.g., Krishna 1992b claims. But this is not something I can get into within the limits of the present discussion.
where appropriate, get existential force by rules of existential closure. Within Dynamic Intensional Logic, indefinites are treated as existentially quantified terms and their variable-like behavior is captured by a role of "existential disclosure" (the term is due to Paul Dekker), which reopens existential terms within the restriction of Q-adverbs. Our main thesis is compatible with both approaches. Accordingly, I will remain neutral on this issue here. However, for the sake of explicitness, I will assume that indefinites are treated as generalized quantifiers, and I will posit a type-shifting function "\( ! \)" that turns them into open formulas. This type-shifting operation is a simple modification of Montague's meaning for BE, namely:

\[
\lambda_p \phi \equiv \lambda \xi (\phi(\xi y = x)), \text{ if } \phi \text{ is indefinite, else undefined.}
\]

Example: \( ! x \text{ a man' } = ! x \lambda \xi (\text{man}(\xi y = x)) = \text{man}(y) \)

This operation will be used in setting up the restriction in cases like (39). Let me give an illustration of what I have in mind.

\[
\begin{align*}
\lambda & \text{ man short} \quad \to \quad \lambda x \lambda \xi (\text{man}(\xi y = x)) \land \text{short}(\xi y) \\
& = \lambda x \lambda \xi (\text{Italian}(\xi y) \land \text{short}(\xi y))
\end{align*}
\]

We will arrive at a more precise formulation of the splitting algorithm shortly, after we have identified the other major properties that must be taken into account.

It is apparent that there are certain definitions that can provide variables for Q-adverbs to bind:

**Property C**: Q-adverbs can bind variables provided by kind-denoting indefinites.\(^\text{12}\)

For example:

1. This dog is usually easy to train. (pointing at a dog in a pet shop)
2. **Most** \( x \in x \leq 4 \) [easy-to-train(x)]
3. \( x \leq y = x \) is an instance of \( y \)

The definite this dog in (41a) can be understood as referring to a kind of dog salient in the context. The Q-adverb is used to quantify over instances of such a kind. The term \( d \) in (41b) is taken to refer to the contextually specified kind.

11. The notion 'indefinite' can be defined explicitly along the lines of, e.g., Barwise & Cooper 1981.
12. I believe that Property C is actually more general. All indefinites that have instances, in an intuitive sense, can provide variables for Q-adverbs to bind. A case in point is represented by true relatives, which are arguably indefinites and can provide a restriction for Q-adverbs. See Jacobson 1990 and Berman 1990 for relevant discussion.

that the definite this dog picks out. The formula \( 'x < d' \) is interpreted as saying that \( x \) is an instance of \( d \). There are various ways in which one can imagine that \( 'x < d' \) is accommodated in the restriction. Within the present setup this can be done by a straightforward generalization of the type-shifting operation defined in (39), namely:

\[
(42) \quad \lambda y \phi (d) = \lambda \xi (\phi(\xi y = x)) \text{ if } \phi \text{ is indefinite or definite, else undefined.}
\]

Examples:

1. \( \lambda y \phi (d) = y \leq d \)
2. \( \lambda y \phi (d) = \phi(\text{man}(y)) \leq \text{man}(y) \)

I assume that every individual is an instance of itself. So when '!' applies to a non-kind-denoting indefinite we will get the same results as before, as (42c) illustrates.

Other NPs (i.e., NPs that aren't either definites or indefinites) do not provide variables that Q-adverbs can bind. So, for example, a sentence like (43) has only the interpretation where the Q-adverb binds situations.

\[
\begin{align*}
(43) \quad & \text{Every man usually smokes.} \\
& (\text{a}) & \text{Vs(\text{man}(x))} & \text{[most s[C(x,)](\text{smoke}(x,x))]} \\
& = & \text{(every man smokes on most occasions)} \\
& (\text{b}) & \text{Vs(\text{man}(x))} & \text{[most s[C(x,)](\text{smoke}(x,x))]} \\
& = & \text{(on most occasions, every man smokes)}
\end{align*}
\]

These NPs are usually referred to as 'quantificational' within the DRT literature, a term I will stick with for the purposes of this chapter.\(^{13}\) Since quantificational NPs do not provide variables that adverbs of quantification can bind, the type-shifting operation '!' will be undefined for them.

Bare plurals, by contrast, are another type of NP that can provide variables for adverbs of quantification. Consider (44):

\[
(44) \quad \lambda \phi 'x < d' \text{ [easy-to-train(x)]}
\]

The interpretation of a sentence like (44a) seems to be essentially the same as that of (41a), namely (44b). This is uncontroversial. However, the way this interpretation is to be obtained is the object of discussions. Some, e.g., Gerstner and Krifka (1987), argue that this interpretation comes about because bare plurals, at least on one reading, are indefinites. The bare plural in (44a) would

13. Within the theory I subscribe to, indefinites, being treated in the standard Frege-Russell way as existentially quantified terms, are also 'quantificational'. But in this text I will stick with DRT terminology and reserve the term 'quantificational' for quantificational NPs other than definites and indefinites.
have roughly the same interpretation as *sm dogs* (where "*sm*" is the unstressed
some). This would make sentences like (44a) similar to sentences with overt
indefinites, like (38a). The variable in (44b) would come about by whatever
mechanism enables indefinites to act like variables in certain contexts. Carlson
(1977b), however, argues against the view that bare plurals are indefinites. He
gives a list of many properties (seven, by my count) that differentiate bare
plurals from plural indefinites, and argues that bare plurals unambiguously
name kinds. While I am inclined to believe that Carlson is more on the right
track than his critics on this issue, it is clear that given the way we have set
things up we can stay neutral on this as well. The type-shifting operation in
(39), which is what we will use to obtain the free variables we need, will work
equally well however bare plurals are treated. Again, for explicitness' sake, I
will assume that they denote kinds.

Let us turn now to another relevant property of Q-adverbs. So far we have
only considered cases involving intransitive VPs. If there are more arguments
around, however, it turns out that there is a fair amount of variability as to
which arguments provide the variables that a Q-adverb can bind. Below, I give
some examples, along with what I perceive their most natural interpretations

to be:

\[(45)\]
a. A cat usually chases a mouse.
b. Most \(x,y, (\text{cat}(x) \wedge \text{mouse}(y) \wedge C(x,y,s))\) \([\text{chase}(x,y,s)]\)

\[(46)\]
a. A cowboy usually carries a gun.
b. Most \(x\) [cowboy(x)] \(\exists y\) [\(\text{gun}(y) \wedge \text{carry}(x,y)]\)

\[(47)\]
a. A computer usually routes a modem plane.
b. Most \(x\) \([\text{modern-plane}(x)]\) \(\exists y\) [\(\text{computer}(x) \wedge \text{route}(x,y)]\)

In (45) the Q-adverb seems to bind symmetrically all the variables that are
around (namely, the one provided by the subject, the one provided by the object,
and the situation variable). Sentence (46), on the other hand, seems to
be most naturally construed as quantifying over cowboys (i.e., the subject),
and sentence (47) as quantifying over modern planes (i.e., the object). In fact,
the interpretation of one and the same sentence can vary depending on factors
like what the context (i.e., common ground) is and what is focused. These
observations can be summarized in the following terms:

Property D: Q-adverbs can bind more than one variable.

Property E: Q-adverbs can (by and large) freely select the arguments they bind.

These are the main properties of Q-adverbs that are going to be relevant for
the following discussion. Before turning to generics, I will sketch how I think
these properties are to be accounted for.

3.3.2 The Splitting Algorithm

Our main task is to establish how the partition of the clause into restric-
tion and scope is to be accomplished. My proposal on this score is a modifica-
tion of Delsing's. Delsing proposes that the scope of a Q-adverb is set quite
rigidly: it is the VP. This raises an issue concerning subjects. As is clear from
the above considerations, subjects can be part of the scope (cf., e.g., (47a)).
However, in languages like English, subjects must always appear outside of
the VP (for case-theoretic reasons, it is generally maintained). So how can
they be incorporated in the scope, if the scope is rigidly set to be the VP?
Delsing suggests that there is always the option of reconstructing subjects back
into their D-structure position, viz. Spec VP. However, this alternative is not
open to us, as we have argued that for independent reasons subjects cannot in
general be interpreted as if they were in Spec VP. So we have to look for a
different way to partition the clause. I would like to propose that adverbs of
quantification can freely choose any semantically compatible maximal projec-
tion as their scope. Q-adverbs are propositional operators; so any category
that denotes a proposition (or a propositional function) will, in principle, constitute
an admissible scope for a Q-adverb.\(^{14}\) This subsumes the scope proposed by
Delsing as a special case. We can implement this idea very simply by assuming
that wherever Q-adverbs are at S-structure, they remain free to select their
scope via LF adjunction. This operation (an instance of Move \(\alpha\)) provides us
with a scopal mechanism fully analogous to QR. The restriction is then drawn
from the material which is external to the scope and locally c-commands the
Q-adverb.\(^{15}\) The net result will be LF configurations of the following type:

\[(48)\]
\[\ldots x, \text{NP}_1, \ldots, \text{NP}_n, \text{ADV}, \text{XP}, \ldots\]

where \(\text{XP}\) is a clausal constituent

\[\text{restriction}\]

\[\text{scope}\]

The NPs (and possibly other constituents) in the restriction get there either by
overt (S-structure) movement or by covert (LF) movement. I assume that
clauses bear the index of the situation variable which is an argument of their
main predicate. In this way, the situation variable will always be locally avail-
ble for the adverb of quantification to bind.

\(^{14}\) Actually, in a generalized quantifier framework, the type of both restriction and scope
would be that of an \(n\)-place relation. See the appendix to this chapter for details.

\(^{15}\) I adopt May's (1985) definition of 'domination'. According to May, a constituent A is
dominated by XP if it is dominated by every segment of XP. Moreover, following Chomsky's
(1993) terminology, if only some segment of a multisegmented category XP dominates (in the
traditional sense) a node, then that node is 'contained' within (but not dominated by) XP. Contain-
ment is thus weaker than domination. Finally, we say that a constituent is in the 'checking domain'
of a head X iff it is contained within XP.
To see these ideas at work in some concrete examples, let us consider what LFs would correspond to the preferred interpretations of the examples in (45)–(47). They would be, respectively, as follows (in general, there will be more than one option available):

(49) a. \{a cat, a mouse, usually \{a t, t, chases t\}\]
   a'. Most x,y,s|\{\text{cat}(x) \land \text{mouse}(y) \land C(x,y,s)\} [\text{chase}(x,y,s)] (= 45b)
   b. \{a cowboy, \{a t, usually \{t, carries a gun\}\}\]
   b'. Most x|\{\text{cowboy}(x)\} \exists|\{\text{gun}(y) \land \text{carries}(x,y)\} (= 46b)
   c. \{a modern plane, usually \{a t, a computer, routes t\}\]
   c'. Most y|\{\text{modern plane}(y)\} \exists|\{\text{computer}(x) \land \text{route}(x,y)\} (= 47b)

The primed versions of the formulas in (49) do not constitute a further linguistic level. They merely represent the intended interpretation of the LFs in the unprimed versions of (49).

Using the ideas outlined in section 3.3.1., it is rather straightforward to provide explicit truth conditions for LFs of the form in (49). Informally, the type of each NP that locally||c-commands the Q-adverb gets suitably shifted to that of a proposition with a free variable. These propositions jointly form the interpretation of the restriction. Each free variable thus introduced is then bound by the Q-adverb. The c-command domain of the Q-adverb constitutes its scope. All this can be schematically summarized as follows (see appendix for details):

(50) \{\text{XP}, ..., \text{XP}, \text{ADV XP}, \} \rightarrow
     \text{ADV x, ..., x, } x|\{x|\{\text{NP} \land \ldots \land \text{NP} \land C(x,y,s)\}\}|\{\text{XP}\}

This approach directly accommodates Properties A–E. For one thing, quantification over situations is always an option (Property A). Quantification over indefinites and definites is accomplished by shifting their type to that of a formula containing a variable (Properties B and C). The fact that Q-adverbs can bind more than one variable is captured by allowing more than one NP in the restriction (Property D). Finally, which NPs can end up in the restriction is left open, modulo standard assumptions on movement (Property E). This simple splitting algorithm appears to yield the necessary flexibility as to what is incorporated in the restriction and what is in the scope.

It should be noted that this approach uses a relatively modest apparatus. By setting up the relevant LFs, we use no construction-specific rule (merely Move α). In interpreting them, we use the standard procedures for interpreting quantificational structures, plus a type shift which “discloses” indefinites (and kind-level indefinites). In any framework, the interpretation of Q-adverbs is going to require a partitioning of clausal structure into a restriction and a scope. And the basic ideas outlined here should carry over fairly in a fairly direct manner.\(^{17}\)

3.3.3. The Gen-Operator

Turning now to the generic operator, it is easy to observe that it shares with over Q-adverbs all of Properties A–E. This can be most simply illustrated by dropping the Q-adverb throughout from the above examples. As a result, we will obtain typical generic sentences whose interpretation is fairly close to that of the corresponding sentence with an always like Q-adverb. This is the basis for concluding that the generic operator Gen must essentially be a phonologically null Q-adverb. What is specific to Gen relative to other Q-adverbs is the nature of its modal dimension. To spell this out is a very hard task. Rather than trying to do so, which well exceeds what can be done at this point, I will illustrate the general line I would like to take with a couple of simple cases. Consider (51):

(51) a. Fred smoked.
   b. [\{\text{Fred}(\text{Gen}(\text{NP}, \text{smokes}))\}
   c. Gen s|\{C(f,s)\} [\text{smoke}(f,s)]

I assume that sentence (51a) has roughly the LF in (51b), which is interpreted as in (51c). In this example, no indefinite (or kind-denoting definite) is present; thus, Gen can just bind the situation variable. To understand the intended modal force of Gen, we must bear in mind that every activity or state comes with a set of “felicity” conditions.\(^{18}\) For example, in order for Fred to engage in smoking, he must feel like it; that is, he must intend, or perhaps feel compelled, to do it; he also must be in a place where there is enough oxygen, he must not be asleep or disabled, and so on. So in evaluating (51a), we have to look at worlds similar to ours where the felicity conditions for Fred’s smoking are met. These felicity conditions are what provides a value for the variable C in the restriction. (51a) is true iff in all the worlds maximally similar to ours where the felicity conditions for Fred’s smoking are met, he does smoke. The similarity of this analysis with the (Lewis/Stalnaker) semantics of conditionals

\(^{16}\) “Locally” essentially means that the material in the restriction and the Q-adverb have to m-command each other (or alternatively, using the terminology of Dowm, 15, that they have to be in the same checking domain).

\(^{17}\) For example, in a Montague-style categorial grammar, this could be done by a rule of quantifying-in that employs the same type-shifting operation.

\(^{18}\) Searle’s (1969) analysis of performatives is relevant in this connection. Searle argues that performatives are subject to a set of “felicity conditions” and provides some examples of how these can be spelled out. But of course performative verbs are just a special kind of activity verb (i.e., activities that crucially involve verbal behavior), and thus Searle’s insight extends to activities in general.
is obvious. Being more explicit than this is a titanic task that I cannot possibly undertake here.

Let us consider another typical case, involving an indefinite:

\begin{align*}
\text{a.} & \quad \text{A bird flies.} \\
\text{b.} & \quad [\text{a bird}, [\text{a}, \text{flies}]] \\
\text{c.} & \quad \text{Gen} \{\text{bird}(x) \land C(x, s)\} \land [\text{fly}(x, s)]
\end{align*}

The expression in (52c) says: Take any bird and any situation in any world maximally similar to ours where the felicity conditions for flying (such as, e.g., presence of the right triggers) are satisfied and assume, furthermore, that inhibiting factors (such as birth defects, diseases, etc.) are absent. Any bird will fly in such a situation. In considering the felicity conditions for the relevant activity, an extra dimension is brought in by the common noun. For example, penguins are birds that fail to have the structural characteristics necessary for flying and are thus excluded from consideration. I assume that this is somehow done via the context variable $C$.

Another feature of generics is that they tend to last. When someone has a habit or a disposition, we expect it to occupy a significant portion of his lifespan. In reality, some habits or dispositions can be very short-lived. I may become a smoker and then stay one for only a day. But this forces us to imagine a somewhat unusual set of circumstances. Laws, routines, habits, and the like are without doubt tendentially stable in time. This fact should somehow be built into the semantics of Gen. For example, we might require that whenever a property holds generically of an individual, in all the stereotypical cases (i.e., cases where nothing unexpected takes place) that property holds for a substantial part of the existence of that individual (where what counts as "substantial" must remain somewhat vague). I will assume that some axioms to this effect suitably constrains Gen, without trying to be more explicit about it.

One way of implementing these ideas, consistent with the framework we are assuming, might be along the following lines. Genericity manifests itself overtly in the aspunctual system of a language. In English the simple present (which is aspunctually imperfective) has a predominant habitual interpretation. The simple past and the future also have natural generic interpretations. In other languages, genericity is marked by explicit aspunctual morphemes. Accordingly, we can assume that all languages have a distinctive habitual morpheme (say, Hab) which can take diverse overt realizations. In the spirit of much recent work on the structure of inflection, this morpheme can be taken to be a functional head in an aspunctual projection. The semantically relevant characteristic of this morpheme is that of carrying an agreement feature requiring the presence of the Gen-operator in its Spec. On the basis of this hypothesis, the structure of, say, (51a) can be spelled out as follows (irrelevant details aside):

\begin{align*}
\text{(53)} & \quad \text{NP} \quad \text{Ag} \quad \text{Asp} \quad \text{V} \\
\text{Fred} & \quad \text{Ag} \quad \text{Asp} \quad \text{V} \\
\text{Pres} & \quad \text{Gen} \quad \text{Asp} \quad \text{V} \\
\text{Hab} & \quad \text{NP} \quad \text{V} \\
\text{I} & \quad \text{smoke}
\end{align*}
The lexical verb *smoke* undergoes head raising, picking up the habitual as-
pectual marker, the present tense, and agreement. The habitual aspectual
marker, we may assume, has an agreement feature (call it ‘+ Q’, for quantifi-
cational) requiring a suitable adverb (the null *Gen* or, possibly, some other
quantificational adverb) in its Spec. This adverb can then, if necessary, be
scoped out at LF. Obviously, this is no more than a rough sketch, and not a
particularly original one at that. Many similar proposals can be found in
the literature. My goal here is merely to identify the properties of generics
that are going to be relevant for the following discussion and to place my proposal
within a more general approach to the semantics and syntax of generics.

3.4. Inherent Genericity

As noted at the outset, the main characteristic of i-level predicates is that
they ascribe tendentially permanent properties to their arguments. It seems
that one can say of an argument with an i-level property P, “Once a P, tendentially
always a P.” This is, of course, a prominent property of generics. It is therefore
very tempting to take this intuition at face value. Perhaps, i-level predicates are
simply predicates that must cooccur with a *Gen*-like quantificational adverb. In
contrast, s-level predicates are free to occur or not occur with *Gen*. In other
words, i-level predicates have no natural nongeneric uses.

If i-level predicates are generic, they must have the following form:

\[(54)\]

a. John knows Latin \(\Rightarrow\) *Gen* s [C(j,s)][know(j,L,s)]

b. John is a smoker \(\Rightarrow\) *Gen* s [C(j,s)][smoker(j,s)]

c. John is intelligent \(\Rightarrow\) *Gen* s [C(j,s)][intelligent(j,s)]

In order to test this claim we should try to give some content to the restriction
expressed by the variable C in these formulas. In the informal discussion of
*Gen* above, we said that C ought to be filled by the felicity conditions for the
relevant activities (and by the absence of inhibiting factors). What could these
be in the case of states like knowing, being a smoker, or being intelligent? It is
very hard to tell. For example, smoking does require that one feels like it,
is not asleep, and so on. But being a smoker does not. If, say, Fred is a smoker,
he is also a smoker when he sleeps. The same goes for being intelligent. It is
very hard to find felicity conditions for these states other than those few
conditions that are constitutive of the state itself. If one is intelligent, one
remains such even when acting silly.

The upshot of these considerations is that the restrictions on i-level predi-
cates appear to be rather meager in content, if contentful at all. Perhaps, the only
restriction we want to impose on s in (54) is that John be part of it. This means

that the content of C in (54) might be set to a maximally general locative relation
in. Accordingly, (54a–c) wind up saying that whenever John is or might be
located, he knows Latin, is a smoker, and is intelligent, respectively.

On the basis of this hypothesis, one might be led to conclude that the
meaning of i-level lexical entries is as follows:

\[(55)\]

a. \(\alpha \rightarrow \lambda x_1, \ldots, x_n. \text{Gen } s \ [\text{in}(x_1, \ldots, x_n, s)] \ [\text{a} \ (x_1, \ldots, x_n, s)]\)

Examples:

b. know \(\Rightarrow \lambda x_1, x_3. \text{Gen } s \ [\text{in}(x_1, x_3, s)] \ [\text{know}(x_1, x_3, s)]\)

c. smoker \(\Rightarrow \lambda x_1. \text{Gen } s \ [\text{in}(x_1, s)] \ [\text{smoker}(x_1, s)]\)

d. intelligent \(\Rightarrow \lambda x_1. \text{Gen } s \ [\text{in}(x_1, s)] \ [\text{intelligent}(x_1, s)]\)

This is a way of giving content to the idea that i-level predicates are inherently
generic. They have *Gen* built into their lexical entry. The restriction on the
*Gen*-operator is taken to be the property of being at an arbitrary location.
In a sense, this amounts to saying that in the case of i-level predicates, the
restriction on *Gen* is fairly trivial: being located anywhere. This, right off the
bat, seems to capture the fact that one carries i-level predicates along as one
changes location and that they are tendentially stable through time.

In order for this approach to be really viable, we must see how it accounts for
other properties of i-level predicates. It is this issue that the remainder of this
section is devoted to. We will start by further exploring the lexicalist approach
outlined above. We will see that while it can be made to work for a number of
cases, there are also difficulties with it that will lead us to modify it somewhat.

3.4.1. The Lexicalist Approach

It is prima facie not clear how defining i-level predicates as in (55)
would account for their behavior with indefinites and bare plurals. If, for
example, the lexical entry for intelligent is as in (55d), where only individual
variables are used, why should, say, *Dogs are intelligent* select the universal
reading?

22. These considerations apply only to generic predications of singular individuals. For ex-
ample:

i. Italians know Latin.

When we say (i), we do not mean to say that any Italian, wherever he is, knows Latin. We are presum-
bly talking about Italians of normal intelligence, average upbringing, and so on. These restrictions
would be part of C and would be triggered by the common noun. However, those instances of the
Italian population that support the truth of (i) do know Latin wherever they may be. To make this
explicit, one could assume that the following is a presupposition of i-level predicates:

\[(55d)\]

\[\forall x \forall y \forall R \ [\text{ind}(x) \land \text{locative}(R) \land \text{Gen } s \ [(\text{R}(x,y)) \ [\text{know}(x,y,s)] \ [\text{in} x]]\]

This restricts the value of the context variable C only vis-à-vis locative restrictions, and only with
respect to singular individuals.
Perhaps this difficulty stems from the fact that we haven’t really used the full-blown version of the Gen-operator in the definitions we have considered so far. On the basis of the discussion in section 3.3.3, we are assuming that the general form of the generic operator (cf. (50)) is roughly the following:

\[ \text{Gen } x_0, \ldots, x_n, s [\lambda x, \lambda y, \lambda z \ldots \lambda w \lambda x_0 \ldots \lambda x_n, y, z \ldots w \lambda x_0 \ldots \lambda x_n, y, z \ldots w] \] [XNP,]

So this is, presumably, what we want to use. We should restate the definitions of (55) along the following lines:

\[ \begin{align*}
  a. & \text{ know = } \lambda x, \lambda y, \lambda z \ldots \lambda w \lambda x_0 \ldots \lambda x_n, y, z \ldots w [\text{Gen } x, x, s \ldots s \lambda x_0 \ldots \lambda x_n, y, z \ldots w] [\text{know}(x, y, z, \ldots w)] \\
  b. & \text{ smoker = } \lambda x, \lambda y, \lambda z \ldots \lambda w \lambda x_0 \ldots \lambda x_n, y, z \ldots w [\text{Gen } x, x, s \ldots s \lambda x_0 \ldots \lambda x_n, y, z \ldots w] [\text{smoker}(x, y, z, \ldots w)]
\end{align*} \]

This amounts to lifting the type of i-level predicates so that they can take go-type arguments, by using the independently motivated definition of Gen. As a consequence, a sentence with bare plurals, for example, such as (58a), ends up being interpreted as in (58b):

\[ \begin{align*}
  a. & \text{ Italians know pasta recipes.} \\
  b. & \text{ Gen } x, x, s [\lambda x \leq \text{ Italians } \land x \leq \text{ pasta recipes } \land \text{in}(x, x, s)] [\text{know}(x, x, s)]
\end{align*} \]

Similarly for indefinites. For example:

\[ \begin{align*}
  a. & \text{ An Italian knows Latin.} \\
  b. & \text{ Gen } x, s [\lambda x \in \text{ Italian}(x) \land \text{in}(x, s, s)] [\text{know}(x, s, s)]
\end{align*} \]

So the Gen-operator induces universal readings of bare plurals and indefinites just as it does in the generic forms of s-level predicates. But while s-level predicates can of course be nongeneric (and in the nongeneric mode, will select existential readings of bare plurals), for i-level predicates there is no choice. The Gen-operator has to be there. This is why i-level predicates only allow for universal readings of bare plurals.

These considerations suggest that the lexicalist approach we have sketched might indeed be on the right track. However, there are certain difficulties that stem from the assumption that the argument structures of i-level predicates are actually created in the lexicon. I’ll illustrate these difficulties by means of two examples. Consider first the following, pointed out by Schubert and Pelletier (1987):

\[ \text{Gen } x, s [x \equiv \text{ sheep } \land \text{in}(x, s, s)] [\text{black}(x, s) \lor \text{white}(x, s)] \]

But how could (61) be obtained on our current approach? We would first need to form the complex predicate black or white. Then we would have to generically attribute this predicate of the sheep-kind. The generic operator would then induce the quasi-universal quantification over sheep. However, on the lexicalist hypothesis each i-level predicate comes out of the lexicon with its own Gen-operator attached. So there is no way of creating the complex predicate black or white without each disjunct carrying along this attached Gen-operator. Consequently, the only reading for (60) one should get could be paraphrased roughly as:

\[ \text{Gen } x, s [x \equiv \text{ sheep } \land \text{in}(x, s, s)] [\text{black}(x, s) \lor \text{white}(x, s)] \]

\[ \text{Sheep are black or sheep are white.} \]

While this is arguably a possible reading for (60), it clearly isn’t the only one. A similar problem arises in connection with the following kind of sentence, discussed in Carlson 1977b:

\[ \text{Gen } x, s [x \equiv \text{ cats } \land \text{in}(x, s, s)] [\text{like}(x, x, s)] \]

A natural reading for this sentence is: Every instance of the cat-kind in the appropriate circumstances bears the ‘like’-relation to itself. In our formalism this reading is expressed as follows:

\[ \text{Gen } x, s [x \equiv \text{ cats } \land \text{C}(x, s)] [\text{like}(x, x, s)] \]

To obtain (64), one should first form the reflexive predicate like oneself and then predicate it generically of the cat-kind. But it is not clear how to do that, if like comes out of the lexicon with its Gen-operator already built in.

So the lexicalist approach to i-level predicates seems to face serious difficulties. In view of these difficulties, it appears to be impossible to handle i-level predicates simply by exploiting the Gen-operator as part of the word formation component of the grammar.
3.4.2. Local Licensing

If the idea that i-level predicates are somehow inherently generic cannot be straightforwardly implemented in strict lexicalist terms, we must find some other way to force i-level predicates to cooccur with a generic operator. The intuition we want to formalize is that i-level predicates (as delivered by the lexicon) are somehow incomplete. They cannot stand on their own and need to be operated on by Gen. In other words, they have a quantificational, “operator-like” character. The parallel that comes to mind is with negative polarity items. They too cannot stand by themselves and need to be licensed by negation under certain strict locality conditions.

Here is one way of capitalizing on this parallelism. We have assumed that the habitual morpheme Hab carries a feature [+Q] that induces the presence of Gen in its local environment. Suppose that i-level predicates have this morpheme inherently (i.e., in the lexicon). This entails that they will be directly associated with the feature [+Q], which requires the presence of Gen. Hence, unless they find the Gen-operator in their immediate environment (i.e., in their checking domain), ungrammaticality will result. In other words, by assuming Hab to be, as it were, lexicalized in the verbal head, we derive the fact that i-level predicates are subject to licensing by Gen. They are generic polarity items.

According to this hypothesis, the structure of a VP headed by an i-level predicate will be, schematically: 24

(65)

```
     VP
      /\  \\
     /   \ \\
    Gen  VP
     /\  \\
    /   \ \\
   NP  V
      /\  \\
     /   \ \\
    know Latin
  [+Q]
```

24. Since the Spec position is occupied by the subject, satisfaction of the [+Q] feature cannot take place via Spec-Head agreement. There are two possibilities that come to mind in this connection. Either (as assumed in the text) we maintain that having Gen in the checking domain of the head suffices to license [+Q]. Or we can assume that the verb moves into a higher empty functional head in whose Spec Gen is located. At present, I have no evidence that helps me choose between these two hypotheses.

We could go further by spelling out the semantics of [+Q] in appropriate ways. We could assume, for example, that what [+Q] does is turn the VP into a function that looks for Gen. So if the VP doesn’t find a Q-adverb locally, the resulting structure will be uninterpretable. In this way the syntactic requirement of being licensed by a Q-adverb would be rooted in the semantics of i-level verbs. 25

I will refer to the approach I have just sketched as local licensing and contrast it with the strict lexicalist approach. It should be clear that the local-licensing approach doesn’t run into the difficulties that the lexicalist view runs into. Let us consider the cases that were problematic for the lexicalist approach.

The first one, repeated here, was of the following form:

(66) Sheep are black or white.

For the sake of explicitness, let us adopt Stowell’s (1978) analysis of copular sentences as small clauses (sc). According to such an analysis, the copula is a raising verb that takes a small clause as complement. So, for example, two possible syntactic structures for (66) would be these:

(67) a. [sheep, are, black or white]
   b. [sheep, are, black or white]

In (67a) we first form the complex AP black or white and then apply Gen to it, which will license [+Q] across the board, on both disjunctions. This will result in the interpretation according to which each (typical) individual sheep is either black or white. In (67b) we have a coordination of small clauses (each with its own occurrence of Gen) out of which the subject is extracted across the board. This yields the reading according to which every sheep is typically black or every sheep is typically white.

It should be noted that nothing hinges on the details of this particular analysis of copular sentences. The point is that in coordinate structures involving i-level predicates, we will in general have more than one way to satisfy the requirement that [+Q] be licensed by the Gen-operator. On the lexical approach, we had no such choice.

25. In a framework that uses Cooper-storage, this would amount to storing the operator Gen in the lexical entry of i-level predicates and have it retrieved out of store at the VP level. This is analogous to the way in which reflexives are treated in categorial grammar. Cf., e.g., Bach & Partee 1980.
Essentially the same considerations apply to the other kind of problem for the lexical approach, involving reflexives (cf. (63) above):

(68) a. \( \text{cats Gen}[v_{P,0}, \text{like themselves}] \)
    b. \( \text{Gen} \times 0 \{x \leq \text{cats} \wedge C(x,0)\} [\lambda y \text{like}(y,y,0(x))] \)

The interpretation of reflexives requires an operation that identifies two argument slots in a relation. Such an operation, which is represented by the \( \lambda \)-abstractor in (68b), must clearly be allowed to apply at the VP-level. This is shown, for example, by well-known VP anaphora facts. In sentences like Norman likes himself and Templeton does too, the missing VP must be interpreted as the property of loving oneself. The right interpretation will arise only if the reflexivization operation is construed as having VP scope. Consequently, nothing can prevent \( \text{Gen} \) from taking scope over the reflexivized VP. Moreover, if reflexivization is syntactically instantiated in the form of an operator binding the reflexive pronoun, the operator will presumably be in an adjunction structure, which would not create a barrier for the \( \text{Gen} \)-operator.

It thus seems that the idea that i-level predicates are inherently generic can be successfully worked out. Inherent genericity cannot simply be equated to lexical genericity. Rather, it is to be thought of in terms of local licensing. I-level predicates must be licensed by a (modalized) quantifier in their local environment. This is what makes them "operator-like."

3.4.3. Nouns

So far I have been assuming that predicate NPs are treated just like other i-level predicates, without paying much attention to their internal structure. Before moving on, it might be appropriate to be more explicit about this internal structure, even though I will certainly not be able to solve all the problems that it poses.

A basic assumption I am making is that every VP, whatever its internal structure and aspectual characteristics, has an extra argument position for eventualities, in the spirit of Davidson’s proposal. It is through the Davidsonian argument that temporal and adverbial modification is realized. That is to say, adverbs and tense are construed as properties of eventualities. In a way, having this extra argument slot is part of what makes something a VP, whatever its inner structure. Predicate NPs, I would like to maintain, are no exception to this. Accordingly, I assume that their basic structure is roughly as follows:

The meaning of the lexical item doctor in (69) is that of a predicate marked \([+Q]\). The Davidsonian slot is filled by a variable ranging over states. The determiner \( a \) in predicative NPs is interpreted as a cardinality predicate, in the sense of, e.g., Milisark (1974). So the type of the whole predicative NP is that of a propositional function. All this is summarized in (70):

(70) \( \lambda x [\text{one}(x) \wedge \text{doctor}(x, s)] \)

Predicative NPs can, therefore, be operated on by the \( \text{Gen} \)-operator in the manner indicated in (69). I am assuming that determiners that do not have a natural adjectival interpretation are not felicitous within predicative
The details of this analysis are not so important for my purposes as the claim that the type of a predicate NP is that of a predicate which, like other VPs, has a Davidsonian argument. The assumptions I am making raise the issue, of course, of the other main role of common nouns, namely that of being restrictors of quantifiers in quantificational NPs like every man. Clearly, we do not want to say that nouns in their role as quantifier restrictors have a Davidsonian argument. The purpose of having a Davidsonian argument is that tense and adverbs can operate on it. But nouns, qua quantifier restrictions, do not take adverbs or tense. To the extent that nouns in argument position enter into temporal relations, they do so in a radically different manner than VPs (cf., e.g., Encl 1981). We can account for this by assuming that every noun, besides having the type of a two-place relation α between individuals and situations, also has a predictable variant of the type of (sortal) one-place predicates (which we will denote as α*). The relation between α and α* is roughly as follows:

\[
\alpha^* = \lambda x \text{ Gen } s \in [\text{in}(x,s)][\alpha(x,s)]
\]

Example: \(\text{doctor}^* = \lambda x \text{ Gen } s \in [\text{in}(x,s)][\text{doctor}(x,s)]\)

Viewed as an operation, (71) can be regarded as an “internalization” of the Davidsonian argument. I assume that nouns are freely assigned either type. However, if a noun without Davidsonian argument wound up in predicate position, tense and adverbial would have nothing to operate on and hence the derivation would be ruled out. Conversely, if a noun with the Davidsonian variable were to occur in argument position, the Davidsonian argument would remain unbound and hence, one can argue, the resulting structure would be uninterpretable.

In a sense the analysis I just sketched amounts to saying that the inherent genericity of i-level predicates can be satisfied in two ways: in the lexicon for (nonpredicative) nouns, and locally in the syntax (via the Q-feature) for predicative nouns, verbs, and adjectives. 27 That it couldn’t be the other way around follows from general principles concerning the way tense is instantiated and how adverbial modification works.

It is well known that defines like the president can also occur after the copula, as in John is the president. For our present purposes, I assume that these are equational sentences, to be treated a a pair with John is him. A classical reference on this and related topics is Higgins 1973.

3.5. Consequences

It is now time to reconsider the properties of i-level predicates listed at the beginning of this chapter. We will argue that they follow naturally if we adopt the hypothesis that i-level predicates are inherent generics (as articulated in the previous section) and other independently plausible assumptions.

1. Stable stativity. Some of the observed properties are immediately obvious now and hardly deserve any comment. Generics express tendentially stable properties, and hence i-level predicates will too. Consequently, a temporal modifier that is somehow incompatible with this presumption of stability (like yesterday, an hour ago, etc.) will be odd when it applies to an i-level predicate. Moreover, generics are known to be actually static. Hence i-level predicates will be static as well. The stativity of generics follows in turn from the fact that their semantics is based on the semantics of conditionals, also generally taken to express states. Notice that the stativity of i-level predicates is expected no matter what aspectual class the (abstract) underlying predicate—know, intelligent, etc.—might belong to. These predicates never surface as such. They only occur within the scope of Gen (i.e., as conditionals).

2. Locatives. Consider next the oddity of i-level predicates with locative modifiers. Some relevant examples from (4) are repeated in (72).

(72) a. ??John is a linguist in his car.
   b. ??John is intelligent in France.
   c. ??John knows Latin in his office.

We have argued that the generic quantifier present in the argument structure of i-level predicates ranges over situations that are arbitrarily located. The introduction of a locative modifier clearly clashes with the fact that the location of i-level predicates is arbitrary, that is, unrestricted. This is, in a nutshell, the source of the ungrammaticality of sentences like (72).

It is worth pursuing a bit further how this incompatibility of i-level predicates and locative modification actually comes out on our formalization. The full-blown representation of something like John knows Latin is as follows:

\[
\exists s_0 [\text{Overlap}(s_0, \text{now}) \land \exists s [\text{Overlap}(s, s) \land \text{in}(s, s)]] \land \exists s_1 \text{[Overlap}(s_1, s) \land \text{know}(s, \text{John}, \text{Latin})]}
\]

There are three possible targets for a locative modifier in formula (73). Such a modifier could in principle restrict the external situation s’, the internal one
s, or the scope situation \( s' \). Modification of the internal situation, however, is ruled out by the fact that the restriction already contains a locative. The contextual variable C is set to in and there is no room for further locative modification in the restriction. Modification of the scope situation would yield the following expression:

\[
3s' [\text{Overlap}(s', \text{now}) \land \text{Gen}(s, \text{Overlap}(s, s') \land \text{in}(j, s)) \exists y'\ ' [\text{Overlap}(s, s') \land \text{know}(j, L, s') \land \text{in-j's-office}(s')]]
\]

But this is clearly logically false. Formula (74) says: Any situation \( s \) where John is or might be located (including, that is, situations where he is not in his office) is a situation in which he is in his office.

Finally, modification of the external situation would result in something like (75):

\[
3x' [\text{Overlap}(s', \text{now}) \land \text{in-j's-office}(s') \land \text{Gen}(s, \text{Overlap}(s, s') \land \text{in}(j, s))]
\]

But formula (75) is trivially equivalent to the logical form of the unmodified sentence John knows Latin, namely (73). To see this, assume that there is a situation \( s' \) such that

\[
[\text{Overlap}(s', \text{now}) \land \text{in-j's-office}(s') \land \text{Gen}(s, \text{Overlap}(s, s') \land \text{in}(j, s))]
\]

For this to hold, any situation temporally overlapping with \( s' \) must satisfy a certain condition. But if this is the case, then an arbitrary situation \( s^* \) temporarily overlapping with \( s' \), no matter what its spatial location, cannot fail to also verify (73) when assigned as a value to the variable \( s' \). In other words, if we can find any situation at all in the actual world that constitutes a verifying assignment for \( s' \) in (73), then any actual situation temporarily overlapping with it will. And among such situations, there will also be some whose spatial location is John’s office.

Kratzer (1989b) makes exactly this point. She argues that if the truth of a generic statement is supported by one situation in a world, it must be supported by all. Generic statements, as it were, distribute through every part of a world.28

28. Kratzer formulates her claim within a situation-based semantics. Our semantics is compatible with hers as well as with more traditional approaches.

So if the locative modifier were taken to modify the external situation, it would add nothing to the meaning of what it modifies—not an efficient way to communicate.

Having exhausted all possible targets for locative modification, we can conclude that our semantics for i-level predicates actually predicts that there is just no way that they can be meaningfully modified by locative adverbials.

3. Perception sentences. The next property of i-level predicates to be considered involves perception sentences. Why are i-level predicates bad as complements of perception verbs? Here are some relevant examples again:

\[
\begin{align*}
&\text{a. I could see that John was tall.} \\
&\text{b. I could see John on the roof.} \\
&\text{c. *I could see John tall.}
\end{align*}
\]

The explanation for this unexpected restriction is parallel to the one offered for the impossibility of locative modification. Following Higginbotham (1983), Parsons (1990), and many others, I assume that verbs of perception can either express relations between individuals and propositions, as in (76a), or relations between individuals and eventualities, as in (76b). Naked infinite complements are, I assume, small clauses of some kind (cf. (77a)) that in the complement of perception verbs are interpreted roughly as in (77b).

\[
\begin{align*}
&\text{a. I could see [\text{John on the roof}]} \\
&\text{b. } \exists y' [\text{see}(y, s) \land \text{on-the-roof}(j, s)]
\end{align*}
\]

Formula (77b) says that there is a state I saw which is a state of John’s being on the roof. The contribution of the meaning of the small clause to the meaning of (77b) is that of determining the type of the eventuality which is taken as an argument of the verb. Why now are sentences like (76c) ungrammatical? As mentioned in the introductory section, this cannot have anything to do with the relevant state being perceivable or not. The state of being tall is uncontroversially perceivable. I think that what gets in the way in sentences like (76c) is the Gen-operator. Given our hypothesis on the nature of i-level predicates, the LF of (76c) must be as in (76a), which is then interpreted as in (78b):

\[
\begin{align*}
&\text{a. I saw [\text{John [\text{tall}]]]} \\
&\text{b. } \exists y' [\text{see}(y, s) \land \text{on-the-roof}(j, s) \land \text{tall}(j, s)]
\end{align*}
\]

The problem is that the situation that can be taken as argument by see must be the external one (for the internal one, being bound by Gen, is not accessible). But since we are dealing with a generic sentence, if the right conjunct is
true of some s’ in the actual world, it will be true of every s’, for the reasons discussed in connection with locatives above. Consequently, (78b) says nothing more than ‘John is tall and I saw something (possibly totally unrelated to John’s tallness)’. The complement of a perception verb, if it is an inherent generic, will be incapable of specifying or in any way narrowing down the nature of the observed situation, which, I submit, is sufficient cause for ungrammaticality.

4. There-sentences. Another peculiarity of i-level predicates we observed is that they are not good in there-sentences. To my knowledge, this phenomenon has not received a satisfactory account as of yet. I believe that a plausible one is at hand, if one adopts the perspective developed in the present paper. There-sentences state the existence of entities of a certain kind and are known to give rise to a ‘definiteness effect’: the NPs that can occur in there-sentences have to be indefinite (the weak NPs of Milsark 1974). There are two main lines on the definiteness effect, namely, Milsark 1974 and Barwise & Cooper 1981). Depending on which line one adopts, the explanation for the bar against i-level predicates takes a slightly different form. In what follows, I briefly go over both approaches.

According to Milsark, weak NPs are constituted by determiners which can be analyzed as cardinality predicates, while strong NPs cannot. The determiners within strong NPs are quantificational. ‘There-be’ is an existential quantifier and looks for a variable to bind (i.e., for an open sentence). Weak NPs provide just that. Strong NPs, being already quantified, do not. Hence the definiteness effect is essentially a case of vacuous quantification.30 Now, according to our hypothesis, i-level predicates require a Gen-operator in their local environment, which is a (modalized) universal quantifier. This operator will bind the indefinite NP, making the quantifier associated with ‘there-be’ vacuous. It is exactly as if there was a strong determiner. In fact, that is just what Gen is: a phonologically null strong determiner. Schematically, we are dealing with a structure of this form:

(79) a. ??There is \_a man in the garden\]
   b. \[Gen_{\_a} [a, man, tall] \]

By definition, the subject of the small clause in (79a) is the restrictor of Gen and hence gets bound by it. The existential quantifier in (79b), therefore, has nothing to bind. Notice that this also explains, right off the bat, why predicative NPs are disallowed in the coda of there-sentences, as in (80):

(80) *There is \_a woman a doctor\]

Predicative NPs are of course all i-level predicates.

As mentioned, the second main line on there-sentences stems from Barwise and Cooper (1981).30 Details aside, the basis of their proposal is that strong NPs are tautologous or contradictory in the context ’NP exists’, while weak NPs in that same environment give rise to contingent statements. There-sentences are of course interpreted just as ’NP exists’, and the deviance of strong NPs in that environment is thus attributed to the uninformaticness of the resulting structure.31 This second account presupposes that the semantic type of what follows ‘there-be’ is that of generalized quantifiers. If we adopt some version of Stowell’s analysis of there-sentences, according to which what follows the copula is a small clause, we must, therefore, assume an interpretive procedure of the following kind:

(81) a. There is \_a man in the garden\]
    b. \_a man in the garden] ∃λx∃s [man(x) ∧ in-the-garden(x) ∧ P(s)]32
    c. There be a ∃x ∃s [exist(x)]
        (where exist = ∃s x(s = x); cf. Barwise & Cooper 1981)
    d. There is \_a man in the garden]\] ∃λx∃s [man(x) ∧ in-the-garden(x) ∧ P(s) \[exist(x)]
        = ∃x [man(x) ∧ in-the-garden(x) ∧ exist(x)]
        = ∃x [man(x) ∧ in-the-garden(x)]

In (81b), the small clause gets an NP meaning (i.e., its type is that of a generalized quantifier). In (81c) the contribution of ‘there-be’ is taken to be

30. See also Keenan 1987.
31. The weak point in this explanation is that uninformaticness might not be sufficient ground for ungrammaticality. In particular, as Heim (1987b) points out, there are pairs of equivalent sentences that pattern differently in there-sentences, like There is no perfect relationship vs. *No perfect relationship is such that there is it.
32. There are a variety of ways in which this interpretation may be obtained. For example, in order to treat relative clauses, one arguably needs an interpretation for NPs of the following kind:
   i. a man ∃λx ∃s (man(x) ∧ R(x) ∧ P(s))
   ii. a man + that I met ∃λR ∃λx ∃λs (man(x) ∧ R(x) ∧ P(s) ∧ (λx(λmet(Lx))))
   \[R\] is a variable that is going to be filled by a relative clause, roughly in the manner indicated in
   ii (if no relative clause comes along, its value is simply going to be some property salient in the
   We can use the same type of procedure to interpret small clauses when they occur in there-sentences.
that of saying, essentially, 'NPs are in the universe of discourse'. And in (81d), it is shown how this reduces to a statement of existence.

Suppose now we have an i-level predicate. The structure of the sentence will be:

(82) There is Gen [a man tall]

At this point we have two options. Either we first apply Gen to the small clause and then go through the steps in (81) or the other way around. Suppose we follow the latter route and first apply to the small clause in (82) the interpretive procedure outlined in (81), where the coda is ‘absorbed’ within the NP. Then the result will be an NP meaning—and this will be the only thing left for Gen to operate on. But Gen needs two arguments: an NP (or a set of NPs) and a clause. Thus, in this case, there will be a type mismatch, which will make the sentence uninterpretable.

Suppose, on the other hand, we first apply Gen to the small clause, so that the small clause winds up being interpreted roughly as follows:

(83) Gen < [man(s) \ A \ ins(s,s)] [tall(s,s)]

Then the interpretation of ‘there-be’ structures as outlined in (81) (which requires an NP meaning) will be unable to operate (again because of a type mismatch) and the structure will be uninterpretable.

So on either one of the two main interpretive hypotheses for there-sentences (i.e., Millsark’s and Barwise and Cooper’s) there is a quite natural account of the ungrammaticality of i-level predicates, under the assumption that they are inherent generics. The point is basically this: the semantics for there-sentences and the Gen-operator compete for the same structure (i.e., they must operate on the same structure) and it is quite plain that they pull in different directions. Their respective semantics cannot be smoothly integrated. And it seems very reasonable to blame this semantic incompatibility for the ungrammaticality of the relevant sentences.

5. Bare plurals. Let us now turn to the distribution of readings of bare plurals with i-level predicates. The first basic fact in this connection, as mentioned in the Introduction, is that i-level predicates select universal readings of bare plural subjects. On the present theory this follows from the locality requirement on the licensing of i-level predicates. Consider the following example:

\[ \text{Italians know Latin} \]

The [+Q] feature on know has to be locally licensed on the lexical head by the presence of Gen within the head’s checking domain. If Gen were to select IP scope (as it would be necessary for the subject to be incorporated in the scope), it wouldn’t be in the checking domain of the lexical head and hence be too far to license [+Q] on the verb. The guiding principle of our splitting algorithm is that once the scope of Gen is fixed, what is external to it is part of the restriction. We assume that in general no ‘reconstruction’ of the material in Spec IP into Spec VP is possible (not even as a purely interpretive phenomenon). Since Gen has to be VP-adjointed for it to be able to license [+Q], it follows that the subject of i-level predicates will generally be forced to be part of the restriction (and thus pick up universal force). Singular indefinites work in the same way (modulo the fact that with them, ‘specific’ readings are always possible).

It is conceivable that Gen is generated first in VP-adjointed position, where it licenses the Q-feature on the verb, and then scoped out. This possibility must be ruled out, perhaps by insisting that a trace is too weak to license [+Q].

Note that something of exactly this sort is needed for negative polarity items
(NPIs). To see this, recall the fact often noticed in the literature that negation can have scope over the subject position, as (85) illustrates.

(85) a. Did every student come to the party?
b. No, every student didn’t come to the party. (⇒ ¬∀)

While for some, (85b) on the intended reading is less than perfect, most people do get it. Now, in contrast with (85b), it seems that when negation licenses a NPI, it cannot be scoped out. This is attested by two facts. First, in languages like English a NPI cannot be licensed by negation in subject position.

(86) *Anyone didn’t come.

This fact would be unexpected if negation could be scoped out to a level where it locally c-commands the subject position, while it follows under the assumption that negation is a proper NPI-licensor only from its base position. Second, and independently of this fact, when negation is an NPI-licensor it cannot take scope over the subject in any case. Contrast (85) with (87):

(87) Every student didn’t do anything. (⇒ ∀¬∃)

Sentence (87) lacks the reading ‘Not every student did anything’, in sharp contrast with sentence (85b). Again, we assume that whatever mechanism allows negation to have wide scope in (85b) is blocked when it acts as NPI-licensor. I suggest that what happens with i-level predicates is fully parallel. The licensor of a polarity trigger (an NPI or an i-level predicate) can act only under conditions of strict locality.

As far as objects are concerned, whether they are part of the restriction or not will depend, as is generally the case, on whether they are scoped out of the VP or not. In (88) I give two examples with a schematic representation of their LFs:

(88) a. Mice hate cats.
   a’. [p mice, [νp cats, Gen [νp t, hate t]]]
   b. Lions have manes.
   b’. [νp lions, [νp t, have manes]]

In (88a’) the object is scoped out and thus gets universal force, since it is part of the restriction of Gen. In (88b’), on the other hand, the object remains in situ and thus is interpreted existentially. As is clear from these examples (and well known from the literature), certain verbs strongly prefer a reading where the object is scoped out, others the one where it stays within the VP. I have nothing to say about this (see Delsing 1992 for interesting considerations).

Things are different with unaccusatives (or, for that matter, passives). NP traces can be interpreted as i-level variables, and the antecedents of NP traces can be interpreted as if they were in the trace position. Which means that the subjects of i-level unaccusatives will be able to escape from the restriction and be interpreted as part of the scope. Below I provide a simple example, taken from Kratzer 1989b (for more details, see the appendix to this chapter).

(89) a. A pond belongs to this property.
   b. LF: [a pond, [νp this property, Gen [νp t, belong t, to t]]]
   c. xP [Gen x, s [x = this-property ∧ int(x,s)] [P (belong x s(x))]]

   ⟨a-pond⟩
   = GEN x,s [x = this-property ∧ int(x,s)] [a pond(belong x s(x))]
   = Gen x,s [x = this-property ∧ int(x,s)] [∃y][pond(y) ∧ belong y (x,y,s)]

The subject in (89a) is most naturally interpreted existentially. Yet the sentence involves an i-level predicate which carries Gen with itself. However, since the predicate is unaccusative, the subject can be λ-ed back into the position of the object trace. As we know, this option is not available with predication traces, which is why subjects of unergative i-level predicates must be caught in the restriction.

6. Adverbs of quantification. Let us now turn to Kratzer’s generalizations which concerns contrasts of the following type:

(90) a. ??When John knows Latin, he usually knows it well.
   b. When an Italian knows Latin, he usually knows it well.

As it turns out, this kind of behavior is not restricted to i-level predicates (cf. De Hoop and De Swart 1989 and Chierchia 1992):

(91) a. ??When John kills Fido, he kills him cruelly.
   b. When John kills a dog, he kills it cruelly.
   c. ??When John wins the 1991 Boston marathon, he wins it by a wide margin.
   d. When John wins a marathon, he wins it by a wide margin.

The predicates in (91) are all s-level, and yet they pattern just like i-level predicates with respect to this phenomenon. What seems to be playing a role here is the fact that the events described in (91) are not naturally iterable. Not being naturally iterable means that two instances of the same event (with the same protagonists) cannot naturally occur (e.g., two killings of John by Bill
cannot naturally occur). In the deviant sentences in (91), the only thing that the Q-adverb can quantify over is the situation variable (since there are no indefinites or kind-level NPs). But we know that in any given world there is going to be at most one situation in which, e.g., John kills Fido. This makes the Q-adverb useless. Thus the ungrammaticality of the sentences in (91) does not stem from a formal ban against vacuous quantification (as Kratzer proposes), for there is in (91a–d) a variable over which to quantify. Instead, it seems plausible to maintain that not only do variables have to be there but also that they must in principle be satisfiable by more than one entity. Let’s call this the “nonvacuity presupposition.” It is the nonvacuity presupposition that appears to be violated in the examples in (91).

The question that arises is, however, why should i-level predicates not be principally naturally iterable? This seems to be a straightforward consequence of their tendential stability. Their duration tendentially occupies a significant portion of an individual’s lifespan. To imagine a situation where there can be two distinct knowings of Latin by John, we have to imagine an unusual scenario. So on the present approach, we can relate the deviance of (90a) to the deviance of (91a–c) on principled grounds. The tendential stability of i-level predicates triggers a presupposition that there is going to be at most one state of the relevant sort, which clashes with the nonvacuity presupposition of Q-adverbs.

7. I-level predicates and counterfactuals. There is a further interesting property of i-level predicates that follows from this analysis, mentioned in Kratzer 1989b, fn. 7, which we haven’t considered in the Introduction. It involves the way they behave in counterfactual reasoning. The example that follows is taken from Kratzer’s work. Imagine a situation where five people are in this room, including Otto and Paula. It so happens that Otto and Paula are the only two people in the room that are bored. In such a situation, we would be inclined to regard (92a) as true, but (92b) as false:

(92) a. If Otto and Paula weren’t in the room, nobody in the room would be bored.
    b. If nobody in the room were bored, Otto and Paula wouldn’t be in the room.

Kratzer argues quite forcefully that her analysis of counterfactuals predicts exactly these judgments. In order to sketch why this is so, I will now present some key ingredients of Kratzer’s analysis. I will do so in a completely infor-

mal way and without any pretense of doing justice to the richness of her analysis.

The basic semantics for would-conditionals is as follows:

(93) A would-counterfactual is true in a world w if and only if every way of adding propositions that are true in w to the antecedent while preserving consistency reaches a point where the resulting set of propositions logically implies the consequent. (Kratzer 1989b, 626)

For this statement to work, it has to be qualified in a crucial way. In adding a true proposition p to the antecedent of a counterfactual, we must also add the propositions that p ‘lumps’. The notion ‘lumping’ is defined as follows:

(94) p lumps q in w iff:
    i. p is true in w
    ii. For any situation s which is a part of w, if p is true in s, then q is true in s.

The intuitive idea behind this definition can be put in the following terms. Facts come structured in blocks, or ‘lumps’. Reasons about a certain fact involves considering all that comes with it. This includes not just what the fact in question entails, but the various aspects that are inherent to the situation it characterizes. For example, in the state of affairs just considered, (95a) lumps (95b):

(95) a. Exactly two people in this room are bored.
    b. Otto and Paula are in this room.

In the world as we have described it, any situation that supports the truth of (95a) will support the truth of (95b). This is obviously not a matter of entailment. Now consider (92a) in light of definitions (93) and (94). For (92a) to be true, every consistent way of adding true propositions and what they lump to ‘Paula and Otto are not in this room’ reaches a point where the result entails ‘Nobody in this room is bored’. Now, obviously (95b) cannot be added consistently to the antecedent of (92a). And since (95a) lumps (95b), (95a) cannot be added consistently either. But if we leave (95a,b) out and add the rest of the facts to the antecedent, we reach a point where the result entails the consequent. Hence (92a) is true in the state of affairs in question. Consider now (92b). (95a) is incompatible with its antecedent, so it cannot be added to it. But (95b) is compatible with ‘Nobody in this room is bored’ and can be
added to it. Moreover, as Kratzer puts it, "[95b] doesn’t lump any dangerous proposition like [95a]]" (p. 633). So there is a way of adding facts to the antecedent of (92b) that do not entail the consequent (in fact, they entail its negation). Hence (92b) is not true in the relevant state of affairs.

The counterfactuals under discussion so far involve an s-level predicate, like be bored. What is interesting from our point of view is that if we use i-level predicates instead, judgments are reversed. Suppose that Otto and Paula are the only tall people in this room, then consider the following sentences:

(96) a. If Otto and Paula weren’t in the room, nobody in the room would be tall.
   b. If nobody in the room were tall, Otto and Paula wouldn’t be in the room.

We would still be inclined to regard (96a) as true in the relevant state of affairs. But contrary to what happens with (92b), we would also be inclined to regard (96b) as true. In observing this asymmetry, Kratzer remarks that it would be explained if i-level predicates could be taken to express "nonaccidental generalizations" (i.e., generics). This is so because nonaccidental generalizations, if true in a world, are true in any situation of that world. Consequently, they will be lumped by any true proposition whatsoever. So the fact that Otto and Paula are tall is lumped by any true proposition, which means that however we add facts to the antecedent of (96b), the result will be something that is incompatible with them being in this room; whereas the truth of (96b). This is a reflection of the general fact that in counterfactual reasoning nonaccidental facts always take precedence over accidental ones.

On the approach presented here, i-level predicates are generics. Hence, by adopting Kratzer’s approach to counterfactuals and lumping, the contrast between (92) and (96) is predicted. From our perspective, it would be surprising and problematic if i-level predicates didn’t pattern as "nonaccidental generalizations." 33

3.6. Some Comparisons

I will indicate now what I think the main differences are between the approaches of Kratzer and Diesing, on the one hand, and the one I have developed here, on the other. I will only focus on what I understand to be the central aspects of their proposals, whose scope goes well beyond what I was able to cover here. Also, I will not comment directly on the differences between their approaches.

The main assumptions of the two theories (Kratzer and Diesing’s vs. my own) can be summarized as follows:

The Kratzer-Diesing Hypothesis

a. S-level predicates have a Davidsonian argument ranging over occasions or eventualities (or perhaps space-time locations). I-level predicates do not.
   b. The subject of i-level predicates is base-generated in Spec IP, the one of s-level predicates is generated in Spec VP.
   c. VP is the scope of existential closure (for indefinites) and gets mapped into the scope of a Q-adverb.
   d. Reconstruction of a raised NP into its base position is always possible (on a language-particular basis). 33

These assumptions account for most of the empirical generalizations discussed in the preceding section. For example, the fact that i-level predicates cannot be smoothly modified by locatives follows from the fact that they lack a Davidsonian argument that the locative could modify. Moreover, an indefinite (which Kratzer and Diesing interpret as a free variable) in the subject position of a sentence involving i-level predicates will not be able to undergo existential closure. Hence, either it gets quantification force from somewhere (like a generic operator) or else the sentence will contain a free variable floating around, which can arguably be regarded as the source of the ungrammaticality of the sentences in question (on the existential reading).

The Inherent Generictiy Hypothesis

a. Every verb has a Davidsonian argument. Uniformly, the subject of a verb is generated in Spec VP.
   b. I-level predicates must be licensed locally by a Gen-operator.
   c. The scope of a Q-adverb is free.
   d. Interpretive reconstruction is only possible into NP traces (not into predication phrases).

Of these assumptions, those in (98a) are in no way specific to my theory. Assumption (98b) is really the plank of the whole approach. As for (98c), I think it is fair to say that it should constitute the null hypothesis, assuming that scoping is an instance of Move a. Finally, (98d) is, as I have suggested, independently needed.

From the point of view of generictiy, one way of looking at these two approaches is as follows. Kratzer and Diesing stipulate that the function-argument structure of i-level predicates is special in certain ways and try to derive their inherent generictiy (and their other properties) from these assump-
tions on function-argument structure. My approach stipulates that what is special about the function-argument structure of i-level predicates is just the fact that they need a generic operator. I then try to derive their properties from this assumption. Kratzer and Diesing’s hypothesis in effect almost succeeds in deriving the fact that i-level predicates need a Gen-operator (which I take as basic), but only when indefinites are involved. According to their hypothesis, something like John is tall is not in any obvious way “generic.” We have seen reasons for wanting to regard even sentences of this form as generic. In so far as English is concerned, the present theory covers all the facts addressed by Kratzer and Diesing. Moreover, it enables us to derive the predicate restriction on there-sentences and the behavior of i-level predicates in counterfactuals. It is not obvious how a theory based solely on (97) would derive these generalizations.

On the syntactic side, the approach I have developed here is consistent with a strong version of the Internal Subject Hypothesis, whereby the subject of every verb is uniformly generated in the same place. Various arguments have been put forth in the literature in favor of this view. For example, one is based on the conjoinability of passive and active VPs illustrated in (99):

(99) a. John loves Mary and is loved by her.
   b. John [CP t, loves Mary] and [CP t, is loved t, by her]

If there was no trace within the active VP in (99a), this sentence ought to constitute a violation of the Across-the-Board constraint on extraction. The problem disappears if we assume that there is a trace in Spec VP of love. But this appears to be inconsistent with the claim that subjects of i-level predicates originate outside the VP. The same point can be made in connection with the conjunction of i- and s-level predicates:

(100) a. Sue married John thirty years ago and still loves him very much.
   b. Sue [[t, married John thirty years ago] and [PRO still loves him very much]]

The analysis of (100a) according to the Kratzer-Diesing hypothesis would be (100b), which should be ruled out by constraints on Across-the-Board movement. A possible way out might be to assume that the conjunction in (100a) involves a functional category higher than VP, such as, say, TP. Under the assumption that the subjects of i-level predicates are actually generated in Spec TP and then move up, the coordinated structures would both contain a trace.

Kratzer and Diesing also discuss many facts from German. I address them in Chierchia (1994), where I argue that they too follow naturally from the inherent genericity hypothesis.

However, this way out is rather implausible in view of facts such as the following:

(101) a. Which of your colleagues married her husband thirty years ago and always loved him like the first day?
   b. Sue did ______.

Here the antecedent for the VP anaphor in (101b) is the coordinated structure in (101a). Yet, the tense (and aspectual) features appear on did in (101b). Hence it is implausible to maintain that the missing predicate is a coordinated Tense Phrase or Aspect Phrase.

On the semantic side, the present theory is consistent with the view that temporal and adverbial modification is done uniformly through the Davidsonian situation argument. And there may be reasons for viewing this uniformity as a positive feature. For example, we can borrow from Parsons (1990) the following argument. Consider the following set of sentences:

(102) a. John loved Mary with great passion in his youth.
   b. John loved Mary with great passion.
   c. John loved Mary in his youth.
   d. John loved Mary.

These sentences give rise to the following entailment pattern:

\( (103) \)

Each sentence in this diagram entails the ones below it but is not entailed by them. As Parsons argues, this fact follows in a rather direct fashion under the assumption that adverbs apply to the eventuality argument of verbs. If i-level predicates lack such an argument, this behavior (which is fully parallel to that of s-level predicates) would appear to be hard to explain. 35

35. The logical form of (102a) on our approach would have to be:
   (i) \( \exists i [\lambda (\text{John-\text{younger}\ s}) \land \text{Gen\ s}' \land \text{Overlap}\ s', s'] \land \text{PRO\ still\ loves\ s'} \land \text{with-great-passion\ s'})\)

I leave it to the reader to verify that the desired entailment pattern does follow from (i).
3.7. Conclusions

The idea that i-level predicates are inherent generics can be implemented in a fairly elegant way. Polarity phenomena are rooted in the lexicon but have effects on whole phrases. My main contention is that i-level predicates give rise to a kind of polarity phenomenon (namely, inherent genericity). By assuming that i-level predicates must be licensed by \textit{Gen}, under a strict form of locality we can derive all of their observable properties in an arguably principled manner. This hypothesis also sheds some light on genericity in general and exposes interesting aspects of the syntax/semantics interface.

Appendix

Here I will make more explicit the 'splitting algorithm' developed in the test and give some detailed examples. I will begin by considering cases where IP is selected as scope. Then I will turn to cases of VP scope.

\[(104) \phantom{\ldots} [\text{NP}_1, \ldots, \text{NP}_n, \text{Gen} \text{IP}_p] \Rightarrow \]

\[\text{Gen} \ x_1, \ldots, x_n \ [\text{NP}_1, \text{NP}_2, \ldots \wedge !\text{NP}_n, \wedge \text{C}(x_1, \ldots, x_n, s)] \text{[IP]} \]

Example:

\[(105a) \phantom{\ldots} \text{a cat chases a mouse.} \]

\[\text{[a cat, a mouse, Gen [p, t, chase t]]} \]

\[\text{c Gen } x_1, x_2 \ [\text{NP}_1, \text{NP}_2, \ldots \wedge !\text{NP}_n, \wedge \text{C}(x_1, x_2, s)] \text{[chase(x,y,s)]]} \]

Reductions of (c):

\[\text{i Gen } x_1, x_2 \ [\text{NP}_1, \lambda \exists x \text{cat(x)} \wedge \text{P}(x) \wedge \text{NP}_2, \lambda \exists x \text{mouse(y) \wedge P(y) \wedge C}(x_1, x_2, s)] \text{[chase(x,y,s)]]} \]

\[\text{c Gen } x_1, x_2 \ [\text{NP}_1, \text{NP}_2, \ldots \wedge !\text{NP}_n, \wedge \text{C}(x_1, x_2, s)] \text{[chase(x,y,s)]]} \]

Let us consider now the case of VP scope. This divides into two subcases, depending on whether the VP is of type (e,t) or (q,t).

\[(106) \phantom{\ldots} \text{Case (a): the VP is of type (e,t) \{VP, [Gen [p, t, Gen[V P]]} \Rightarrow \]

\[\lambda \exists \gamma \ [\text{Gen } x_1, x_2, \ldots, x_n, s \ [\text{NP}_1, \ldots \wedge !\text{NP}_n, \wedge \text{C}(x_1, x_2, \ldots, x_n, \text{VP}(x)))] \]

where \(k\) is the predication index (i.e., the index of the trace in Spec VP).

Example:

\[(107a) \phantom{\ldots} \text{A lion has a mane.} \]

\[\text{[a lion, [vp, has a mane]]} \]

\[\text{c Gen [vp, has a mane] \Rightarrow \lambda \exists \gamma \text{[mane(y) \wedge has(x,y,s)]}} \]
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