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A B S T R A C T
Traveling salesman and vehicle routing problems with their variants, as classic combinatorial optimization problems, have attracted considerable attention for decades of their theoretical and practical value. Many classic algorithms have been proposed, for example, exact algorithms, heuristic algorithms, solution solvers, etc. Still, due to their complexity, even the most advanced traditional methods require too much computational time or are not well-defined mathematically; algorithm-based decision-making is no exception. Also, these methods cannot be generalized to a larger scale or other similar problems. With the latest developments in machine and deep learning, people believe it is feasible to apply reinforcement learning and other technologies in the decision-making or heuristic for learning combinatorial optimization. In this paper, we first gave an overview on how combine deep reinforcement learning for the NP-hard combinatorial optimization, emphasizing general optimization problems as datapoints and exploring the relevant distribution of data used for learning in a given task. We next reviewed state-of-the-art learning techniques related to combinational optimization problems on graphs. Then, we summarized the experimental methods of using reinforcement learning to solve combinatorial optimization problems and analyzed the performance comparison of different algorithms. Lastly, we sorted out the challenges encountered by deep reinforcement learning in solving combinatorial optimization problems and future research directions.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction
Operations research (OR) emerged during World War II as an important means of adapting mathematics and computer science to assist civilian and military leaders make decisions. OR techniques are now extended to a wide range of industries, including, but not limited to, transportation, supply chains, energy, finance, and scheduling. This research mainly focuses on integer-constrained optimization problems [1], involving optimization problems with integer or binary variables (decision variables).

One of the most famous NP-hard problems [2], the traveling salesman problem (TSP) [2,3], proposes the following question: “Given a list of cities and the distance between each pair of cities, what is the shortest possible route to visit each city and return to the original city?” The vehicle routing problem (VRP) [4–6] says: “One (or more) vehicle is responsible for the goods delivered to multiple clients when the vehicle must be returned to the goods warehouse. The goal is to optimize a set (or sets) of routes where all routes start and end on a given node (warehouse). To obtain the greatest possible returns, it often requires a vehicle to minimize the total distance and the average service time, and it is usually accompanied by constraints such as vehicle load limit, mileage limit, etc.”. TSP is a simple, particular case of VRP because VRP has more optimization objectives and constraints [7] than TSP. Due to its highly structured nature, a similar NP-hard problem can be determined by a sequential decision task on the graph. What we do is search for the space of various permutations and combinations to find an optimal node sequence (tour), which has the most negligible total edge weight (tour length).

Traditionally, algorithms for solving this combinatorial optimization (CO) problem can be divided into exact algorithms that are guaranteed to find the optimal solution and heuristic algorithms that weigh the computational cost [8,9]. However, exact algorithms can use heuristic algorithms internally and vice versa. Heuristics are usually expressed in the form of rules, which can be interpreted as policies. Nevertheless, offering a fast and reliable solution is still a challenging task. Even if there are only a few hundred client nodes, it is sometimes difficult to resolve this problem computationally. In the absence of any artificial reasoning, the latest research trend makes machine learning a compelling choice, and it may become a significant milestone in solving such problems.
Machine learning (including deep learning and reinforcement learning), which focuses on performing tasks given some (limited and often noisy) data, has replaced humans as algorithmic engineers to solve various problems. It is well suited for natural signals with no clear mathematical formula because the actual data distribution is analytically unknown. Machine learning and CO are closely related, particularly in optimizing to minimize errors between prediction and target, because they can overlap or complement each other in certain areas. From the point of view of CO problems, there are two fundamental motivations for applying machine learning. First, the researcher assumes expert knowledge of optimization algorithms but wants to replace some heavy calculations with quick approximations. Learning can establish such approximations in a general way (without deriving new explicit algorithms). Secondly, sometimes expert knowledge may be insufficient, or some algorithmic decisions may be unsatisfactory, so we need to explore the space of these decisions and learn the best behavior (policy) from them to improve the technological level. Although machine learning is approximate, the relevant work collated in this paper can prove that integrating different parts or components of machine learning does not reduce the overall feasibility and theoretical guarantee of optimality.

Ten years ago, computer vision algorithms used hand-crafted features, but today the features can be learned end-to-end by deep neural networks (DNNs) [10]. When applied to a high-dimensional space with many data points, deep learning has apparent advantages due to its predictive ability. Reinforcement learning enables algorithms to learn decisions for reasoning by interacting with the environment [11]. Heuristic policies can be parameterized by DNNs and trained by RL to obtain more robust algorithms for many different CO problems. We want to train models that can make decisions to solve real problems. Those models must learn to choose appropriate solutions for a problem from the vast potential solutions of the combinatorial space.

2. Model description and problem definition

Given a set of transport requirements and a set of vehicles, we aim to plan a route for the vehicles to execute all of the transport requests by the vehicles at the lowest cost. We need to determine which transport requests to fulfill in which order so that it is feasible to traverse all vehicle routes [5,12] (Fig. 1).

The Capacitated Vehicle Routing Problem (CVRP) [13] is the most studied version of the VRP because it has greater academic significance and practical application value. We will start with this basic variant of VRP with a concrete example that elaborates on the VRP series.

2.1. Problem description

In CVRP, a transportation request includes delivery from a single warehouse (denoted as point 0) to a given set of another \( n \) points (often referred to as customers) and the total number of customers is \( N = \{1, 2, \ldots, n\} \). The customer's demand is the quantity that must be delivered to the customer \( (i \in N) \) (for example, the weight of the goods to be delivered), which is given by the scalar quantity \( q_i \geq 0 \). Assume that the fleet \( K = \{1, 2, \ldots, |K|\} \) is homogeneous, which means that \( |K| \) vehicles can be used in the warehouse, all vehicles have the same capacity \( Q > 0 \), and their costs are the same. The vehicles serving a subset of customers \( S \subseteq N \) start in the warehouse, then travel to each customer \( i \), and finally return to the warehouse. The cost of the vehicle from \( i \) to \( j \) is \( \lambda_{ij} \).

We can apply undirected graphs or directed graphs to construct the problem described above. Let \( V = \{0\} \cup N = \{1, 2, \ldots, n\} \) be a collection of nodes. In the case of symmetry (undirected graph), where the cost from \( i \) to \( j \) is equivalent to the cost from \( j \) to \( i \), the graph \( G = (V, E) \) is complete, and the edge set \( E = \{e = [i, j] = [j, i] : i, j \in V, i \neq j \} \) and edge cost are both \( \lambda_{ij} \). Otherwise, if there is at least a pair of vertices \( i, j \in V \) with an asymmetric cost \( \lambda_{ij} \neq \lambda_{ji} \), the base graph is a directed graph \( G = (V, A) \), where the arc cost of the arc set \( A = \{(i, j) \in V \times V : i \neq j \} \) is \( \lambda_{ij} \). The difference between the calculation of edges \( E \) and arcs \( A \) is: \(|E| = n(n + 1)/2\) and \(|A| = n(n + 1)\).

In summary, the CVRP instance can be uniquely determined by a fully weighted graph \( G = (V, E, \lambda_{ij}, q_i) \) or a directed graph \( G = (V, A, \lambda_{ij}, q_i) \), as well as the number of vehicles \( |K| \) and vehicle loading capacity \( Q \). For the node-set \( S \subseteq V \) that has been visited, for the undirected graph, the cut set (the set of edges of the connected graph \( G \), such that removing these edges will separate \( G \) into two parts, but if one of the edges is removed, the graph will still be connected) is \( \delta(S) = \{(i, j) : i \in S, j \notin S \} \). For directed graphs \( G = (V, A) \), the in and out edges are defined as \( \delta^+(S) = \{(i, j) : i \in S, j \notin S \} \) and \( \delta^-(S) = \{(i, j) : i \notin S, j \in S \} \). \( A(S) = \{(i, j) \in A : i \notin S, j \in S \} \) is a collection of all arcs connecting vertices in \( S \).

A complete vehicle route (tour) can be expressed as \( r = (l_0, l_1, \ldots, l_{t-1}) \), where \( l_0 = l_{t+1} = 0 \) and the customer collection \( S = \{l_1, l_2, \ldots, l_t\} \subseteq N \) is visited. The cost of the route \( r \) is \( \lambda(r) = \sum_{i=0}^{t} \lambda_{l_i+1} \). If the capacity constraint \( q_i \leq Q \) is established, and no customer is visited more than once, the vehicle route is feasible. That is, for all \( 1 \leq b < \gamma \leq s, l_b \neq j, S \subseteq N \) can be said to be a feasible cluster or a feasible cluster at this time. A CVRP solution consists of \(|K|\) feasible routes, where each vehicle \( k \) corresponds to a feasible route. If all routes are feasible and the clusters form a \( N \) partition, then the routes \( r_1, r_2, \ldots, r_K \), and the corresponding clusters \( S_1, S_2, \ldots, S_{|K|} \) are a viable solution provided by CVRP.

CVRP consists of two interdependent tasks:

1. Divide the customer collection \( N \) into feasible clusters \( S_1, S_2, \ldots, S_{|K|}; \)

2. Each vehicle \( k \in K \) passes the route in \( 0 \cup S_k \).

Note that (2) is equivalent to the solution to the traveling salesman problem (TSP). The two tasks are mutually reinforcing because the cost of the cluster depends on the path, and the path requires the cluster as input.

2.2. A model of operations research

VRP (or TSP) contains many variants according to different application scenarios and realistic conditions [4,13,14], such as MTSP (multiple traveling salesman problem), VRPTW (vehicle routing problem with time window), FSVRP (multi-vehicle vehicle routing problem), VRPM (vehicle routing problem for multiple uses of vehicles), VRPSPD (random demand vehicle routing problem), VRPF (vehicle filling problem), VSP (vehicle scheduling problem), etc. Traditional algorithms usually design corresponding solutions for each problem. Still, we can apply deep RL to learn the problems’ internal structure and a “meta-algorithm” to generalize them to different problems with similar structures. Next, we give a complete model description of the most basic CVRP.

The most basic CVRP model has integer decision variables \( x_{ij} \) for \( (i, j) \in E \) (or \( (i, j) \in A \)), indicating that the vehicle moves directly between \( i \) and \( j \). We present the most basic directed graph in the way of operations research, specifically:

\[
\min \sum_{(i,j) \in A} \lambda_{ij} x_{ij} \\
\text{s.t.} \quad \sum_{j \in \delta^+(i)} x_{ij} = 1, \forall i \in N
\]
Machine learning is based on probability theory, statistics, and optimization [15] and is the foundation of big data, data science [16], prediction modeling [17], data mining, information retrieval, and other fields. Generally, we can divide machine learning into supervised learning (including semi-supervised learning), unsupervised learning, and reinforcement learning (RL) according to manually labeled data. Supervised learning derives predictive functions from artificially labeled data. Unsupervised learning derives conclusions and finds hidden structures from unlabeled data. RL learns how to select a series of actions from unlabeled data to maximize long-term benefits. The information available from training data in RL falls between supervised and unsupervised learning [15]. Supervised and unsupervised learning are typically one-time, short-sighted, and thinking about immediate rewards, whereas RL is sequential, far-sighted, and thinking about long-term cumulative rewards.

Deep learning [10,18], or deep neural networks, is a specific form of machine learning, usually used for supervised or unsupervised learning. It can be integrated with RL, often as a function approximator. Deep neural networks have one or more hidden layers between the input layer and output layer. They usually apply nonlinear transforms or activation functions (such as logistic, tanh, or ReLu) on the unit’s input to obtain an updated representation (Fig. 2). Then, in the output layer and each hidden layer, we can calculate the error derivative backwards and propagate the gradient back to the input layer to update the weight to optimize the loss function. Commonly-used and basic models in deep learning include the convolutional neural network (CNN) [19], the recursive neural network (RNN) [17] (including LSTM [20], GRU [21], etc.), and the residual network [22]. Normalization in neural networks includes batch normalization (BN) [23], group normalization (GN) [24], and ReZero [25]. Commonly used regularization techniques include dropout [26], early stopping [27], etc.

Feature engineering used to be done manually and was often time-consuming, over-specified, and incomplete. In deep learning, representation learning [28–30] can realize the end-to-end learning of automatic feature engineering and gradient descent, thus significantly reducing or even eliminating the dependence on domain knowledge. Distributed representation is the core idea of deep learning, which means that many features can represent each input, and each feature can represent many inputs. Distributed representations of depth can leverage hierarchies in the data to counter the curse of dimensionality. End-to-end training enables models to generate outputs using raw inputs that are not manually characterized, and the versatility, expressiveness, and flexibility of deep neural networks make some tasks easier. There are novel architectures and applications, such as micro-neural
Fig. 2. The general flow of how artificial neurons work.

computers, asynchronous algorithms, question-answering systems, seq2seq for machine translation using original sentences, AlexNet for image classification using original pixels, DQN for games using original pixels and fractions, etc. [20,31–35].

3.2. Graph neural networks

A network or graph (collectively known as graphs in this section) is a data structure that models a group of objects (nodes) and their relations (edges) and is also common in data analysis problems. Graphs can be applied to social networks (social sciences) [36], physical systems (natural sciences) [37,38], knowledge graphs [39], bioinformatics [40,41], etc. Real-world graphs carry vital and rich information, and the information is not just from individual entities or parts [33]. Graphs are obtained as unique non-Euclidean data structures in machine learning and play an important role in downstream tasks such as search and recommendation. The general definitions of graphs (undirected graphs) and directed graphs are given below:

Definition 1 (Graph). A graph can be given as \(G = (V, E, A)\), where \(V\) represents a set of nodes, \(E\) represents a set of edges, and \(A\) is an adjacency matrix. \(e_{ij} \in E\) is used to represent an edge, the adjacency matrix \(A\) is an \(N \times N\) matrix, where if \(e_{ij} \in E\), then \(A_{ij} = w_{ij} > 0\), and if \(e_{ij} \notin E\), then \(A_{ij} = 0\). The degree of a node is the number of edges connected to it, and is formally defined as \(\text{deg}(v_i) = |N(v_i)|\), where \(N(v_i)\) represents the set of all neighbors of the node \(v_i\). When there is only one kind of node type and relationship type, it is called an isomorphic graph. On the contrary, when there is more than one kind of node type or relationship type in a graph, it is called a heterogeneous graph, and most graphs in the real world are heterogeneous graphs.

Definition 2 (Directed Graph). Compared with an undirected graph, a graph containing directed edges is called a directed graph. For a directed graph, \(A_{ij} \neq A_{ji}\), and in an undirected graph, \(A_{ij} = A_{ji}\).

Definition 3 (Attribute Graph). If the graph adds attribute information, it can also be called an attribute graph. The node attributes of the graph are expressed as \(X\), where \(X \in \mathbb{R}^{N \times D}\) is a feature matrix, where \(N\) indicates the number of nodes and \(N = |V|\), \(D\) indicates the dimension of a node vector, and \(X \in \mathbb{R}^D\) represents the feature vector of node \(v_i\) (in the case of \(D = 1\), we employ \(X\) instead of \(x \in \mathbb{R}^N\) to represent the feature vector of the graph). Space–time is an attribute graph, which can be defined as \(G = (V, E, A, X)\), where \(X \in \mathbb{R}^{T \times N \times D}\), and \(T\) are time steps.

3.3. Graph convolutional networks and graph embedding

The graph convolutional network (GCN) [43] generalizes the convolution operation of traditional data (images or grids) to graph data. It attempts to replicate the success of CNNs in image data by using graph theory or spatial locality to define graph convolution. The graph neural network (GNN) was proposed due to two essential motivations [37,42,45] (Fig. 3 demonstrates the internal relationship between GNNs, deep learning, and graph embedding).
One is from a convolutional neural network (CNN) [46]. CNNs can extract multi-scale local spatial features and combine them into highly expressive representations, thus making breakthroughs in almost all machine learning fields. Nonetheless, CNNs usually process regular Euclidean data such as images (2D grids) and text (1D sequences). The critical characteristics of CNNs are local connections, shared weights, and the use of multiple layers. Since graph data is the most typical local connection structure, shared weights lessen the amount of calculation compared with traditional spectral theory. The multi-layer structure is the key to hierarchical processing, to capture features of various sizes. Hence we can directly consider the promotion and application of CNNs to graphs. Yet standard neural networks such as CNNs and RNNs do not handle graph data input well because they superimpose features of nodes in a specific order, while there is no natural order of nodes in a graph. To solve this problem, as a representative algorithm of deep learning and graph data combination, GCN is propagated on each node separately, ignoring the input order of nodes. The output of a GCN is invariant under the input order of nodes. In a standard neural network, edges in a graph (information-dependent) are only a feature of nodes, and a GCN can propagate messages under the guidance of a graph structure rather than as part of a feature. In general, GCNs update the hidden state of a node by the weighted sum of the node’s neighborhood states. The essential technique is to learn a function and generate the representation of the node $v_i$ by aggregating the features of the node $X$ and the neighborhood representation $v_i$.

Another motivation comes from graph embedding (representation learning) [33,47–49], which aims to represent network vertices in a low-dimensional vector space by retaining network topology and node content information, thus completing any subsequent graph analysis task. The research of graph neural networks is closely related to graph embedding, which is also a topic of increasing concern in data mining and machine learning circles. Many graph embedding algorithms are typically unsupervised. We can roughly divide them into three categories: matrix factorization, random walk, and deep learning algorithms. Graph embeddings based on deep learning belong to graph neural networks. Inspired by word embeddings [50], DeepWalk [51] is the first graph embedding method based on representation learning. It takes a node as a word, a node sequence generated by random walk on the graph as a sentence, and processes it by the natural language model SkipGram [52]. Analogous methods such as node2vec [50], LINE [53], and SDNE [54] also achieved desirable results, whereas for large graphs, these methods may be computationally expensive and not optimal. With graph structure and node content information as input, the output of a GCN can be utilized on different graph analysis tasks through one of the following mechanisms [42,45]:

- **Node-level output**, such as tasks related to node regression and classification. Since GCNs directly give the potential representation, the last layer of GCN is generally a multi-level perceptron layer (MLP) or softmax layer.
- **Edge-level output**, such as edge classification and link prediction-related tasks. The function extracts the latent representation of the two nodes of the edge from the graph convolution model as input to predict the label/connection of the edge.
- **Graph-level output** and graph classification-related tasks. The pooling layer is used to coarsen the graph into subgraphs to “sum” or “average” the node representation to obtain a compact representation at the graph level.

### 3.4. Graph neural networks and their variant frameworks

If the proposal of graph convolutional networks (GCNs) [43] drives a broad class of approaches that apply deep learning (neural networks) to the learning task of graph-structured data, then graph neural networks (GCN) give a broader definition covering this class of approach. A GCN is essentially a process of iteratively aggregating node neighborhoods. Inspired by this, many approaches for improving and redesigning such aggregation operations have been designed to improve the adaptability and generalization of graph data. Through the analysis and reconstruction of such approaches, the general expression form and unified paradigm, namely the general expression framework of GNs [42,45], is abstracted from a more unified level.

GCNs utilize graph structure and node features to learn the node representations $h_i$ or the representation vectors $h_i$ of the entire graph. GNs follow the neighborhood aggregation strategy and iteratively update the representation of the node by aggregating the neighborhood representation of the node. After the $k$-th aggregation iteration, the representation of a node captures the structural information in its $k$-hop network neighborhood. Formally, the first layer of GNN is (many other GNN variants can be expressed similarly [55]):

$$a_i^{(0)} = \text{AGGREGATE}^{(0)}(\{h_u^{(0)}\mid u \in N(v_i)\})$$

$$h_i^{(0)} = \text{COMBINE}^{(0)}(h_i^{(0)}, a_i^{(0)})$$

$h_i^{(0)}$ is the feature vector of the node $v_i$ in the $k$-th iteration or layer. The initialization representation vector $h_i^{(0)} = X_i$, \text{AGGREGATE}^{(0)}, and \text{COMBINE}^{(0)} in GNs are abstract generalization functions, which can be replaced with functions $\text{MAX}(k)$, $\text{MEAN}(k)$, etc., and it is crucial to choose the specific function. In the architecture of some \text{AGGREGATE} functions that have been proposed, such as the pooled variant of GraphSAGE [33], \text{AGGREGATE} is expressed as:

$$a_i^{(k)} = \text{MAX}([\text{ReLU}(W \cdot h_i^{(k-1)}), \forall u \in N(v_i)])$$

$W$ is a parameter matrix, $\cdot$ is the dot product, and the MAX represents a MAX pool divided by the number of elements. In a graph convolutional network (GCN), the aggregation and merge steps using the \text{MEAN} pool are integrated as follows:

$$h_i^{(k)} = \text{ReLU}(W \cdot \text{MEAN}(h_i^{(k-1)}, \forall u \in N(v_i) \cup \{v_i\}))$$

Convolutions can learn valuable features of nodes to solve many node-centered tasks. Nevertheless, to handle graph-centric tasks, one needs to aggregate the node’s information to form a graph-level representation, which is often referred to as a readout or graph coarsening operation. Thus, for node classification, the node representation $h_v^{(k)}$ of the final iteration is used for prediction, while for graph classification, the function is read out to aggregate the node characteristics of the final iteration step to obtain the representation $h_C$ of the whole graph:

$$h_C = \text{READOUT}([h_i(v_i) \in G])$$

The readout operation of the graph is sequentially invariant and should remain the same no matter the order of the nodes. If we change the index of the nodes and edges using a bijection function between two sets of vertices, the representation of the entire graph should not change. The readout can be a simple permutation invariant function, such as summation, or a more complex graph-level pooling function.

In GCNs, neighborhoods of nodes are combined with equal or predefined weights, but the influence between neighbors will be very different, which will make the model better than the predefined ones in training. The attention mechanism [56] has been successfully applied to many sequence-based tasks, such as natural language processing.
as machine translation [57,58], machine reading [59], etc. Graph attention networks (GAT) [44] modify the convolutions of GCNs and introduce attention to GCNs, which incorporate the attention mechanism into the propagation step. They pay attention to the neighbors of each node, follow a self-attention strategy to calculate the hidden state of each node, and propose a single graph attention layer (GAL) constructed by superimposing this layer to construct an arbitrary graph attention network. It is necessary to normalize the correlation calculated with all neighbors to assign weights. The layer calculates the coefficients in the attention mechanism of the node pair in the following manner:

$$\alpha_{ij}^t = \text{softmax}(e_{ij}^t) = \frac{\exp(e_{ij}^t)}{\sum_{i \in N(v_i)} \exp(e_{ij}^t)}$$ (12)

The complete weight coefficient calculation formula is as follows:

$$\alpha_{ij}^t = \frac{\exp(\text{LeakyReLU}(a^T [Wh_j^t \parallel Wh_i^t]))}{\sum_{i \in N(v_i)} \exp(\text{LeakyReLU}(a^T [Wh_j^t \parallel Wh_i^t]))}$$ (13)

$a^t$ is the weight parameter, LeakyReLU is the activation function, and $W$ is the weight matrix applied to the shared linear transformation of each node. If the above weight coefficient is calculated, the new feature vector of the node $v_i$ is as follows by the idea of the weighted sum of the attention mechanism:

$$h_i^t = \sigma(\sum_{j \in N(v_i)} \alpha_{ij}^t Wh_j)$$ (14)

At the same time, the structure of a GAT also has the following characteristics: (1) by assigning arbitrary weights to neighbors, it can be applied to nodes with different degrees; (2) the calculation of node and neighbor pairs are parallel, so the operation is effective; and (3) it can be easily applied to inductive learning.

The message passing neural network (MPNN) [60] is a graph-based general framework for supervised learning. The MPNN framework integrates the typical characteristics of several popular graph-structured data models, such as spectral methods and non-spectral methods [61], portal-graph neural networks [62], and deep tensor neural networks [63] in the graph convolution. MPNNs contain two phases: the messaging phase and the readout phase. First, the messaging phase runs $T$ time steps, defined by the message function $\text{MESSAGE}_t$ and the vertex update function $\text{UPDATE}_t$. The update process for hidden state $h_i^t$ and message $m_i^t$ is as follows:

$$m_i^t = \sum_{j \in N(v_i)} \text{MESSAGE}_t(h_j^{t-1}, h_i^{t-1}, e_{ij})$$ (15)

$$h_i^t = \text{UPDATE}_t(h_i^{t-1}, m_i^t)$$ (16)

The readout function applies the readout function to calculate a feature vector for the entire graph (complete time step):

$$y = \text{READOUT}(h_i^T | v_i \in G)$$ (17)

As mentioned earlier, the readout function can be set differently, so we can modify the readout function so that MPNNs will have different functions.

In addition, CNNs also have some variants, such as GAE [64, 65], GCNP [41], Graph-LSTM [21], GN [37], etc. Their basic ideas are integrating GCN-based mechanisms with other deep learning components to form a new model or a new variant with more generalization ability or specific ability based on the fusion of several variants.

3.5. Modeling combinatorial optimization problems with graph neural networks

In recent years, the application of deep learning to solve combinatorial optimization problems on graphs has been a research hotspot [66–68]. For example, in most combinatorial optimization problems, a decision sequence is involved, which is a sequence of decision problems. Hence, recursive neural networks (RNNs) and other methods in deep neural networks can ultimately realize the mapping from one sequence to another [69]. Pre-processing for graph data requires the representation ability of deep learning. It is feasible to exploit deep neural networks to solve combinatorial optimization problems. Some recent works have exploited graph neural networks to build network frameworks based on the characteristics and attributes of graph structures. This section briefly introduces several recent works adopting graph neural networks to solve combinatorial optimization problems on graphs. For a detailed introduction of related work, please refer to Section 5.

Khalil et al. use graph neural networks to learn heuristic algorithms on graphs [70]. They first employed structure2vec [71] (a variant of the GCN) to obtain node embeddings (low-dimensional representation of nodes) and then input it into Q-learning [34,72] to carry out policy network training. They have achieved better results than previous approaches, fully proving the representation ability of graph neural networks. Kool et al. proposed a model based on attention [73], where the encoder can be regarded as a graph attention network (GAT) [44], and its readout stage is an attention-based decoder. Experiments have proved the efficiency and effectiveness of the approach, and the graph neural network itself can show strong reasoning ability without reinforcement learning. At the same time, they employ the GAT to take the entire graph as input instead of the sequence as input. It is better to adopt the graph as input than the sequence as input because the nodes are arranged anyway. If the given graph is unchanged, then the output will not change, which is an advantage over the previous input sequence methods and the advantage of the graph neural network’s ability to analyze and process the entire graph.

4. Deep reinforcement learning

RL is an area of machine learning that focuses on the idea of how a software object should behave in an environment to maximize cumulative rewards [74,75]. Through trial and error, the agent interacts with the environment to learn an optimal policy to solve sequential decision problems in various fields in the natural sciences, social sciences, and engineering (Fig. 4). The sequential decision process is as follows: the agent is provided with some initial observations of the environment and is required
to select some operations from a given set of possible operations. The environment responds by switching to another state and generating a reward signal (scalar number), which is envisaged as a basic authenticity estimate of the agent’s performance. The process continues, and the agent makes choices based on its observations and circumstances and reacts to the next state and reward signal. The sole goal of the agent is to maximize the cumulative reward [76]. Several key assumptions have been introduced in the description of this learning process model: first, because the interaction between the agent and the environment is continuous, the time-space is considered discrete; second, the environment provided contains some reward function—this is a manifestation of the reward hypothesis, also known as the RL hypothesis. RL is inherently used to solve sequential decision problems. We can utilize deep learning to deal with graph data in combinatorial optimization problems. Hence for sequential problems, we can utilize deep learning to deal with graph data in combinatorial optimization problems. Hence for sequential problems. We can utilize deep learning to deal with graph data in combinatorial optimization problems. Hence for sequential problems.

The process of a RL agent interacting with the environment over time can be described as a Markov decision process (MDP): at each time step $t$, the agent receives a state $s_t$ in the state space $S$, follows a policy $\pi(a_t | s_t)$ to select action $a_t$ from the action space $A$ (where the policy $\pi$ is the behavior of the agent), that is, the mapping from state $s_t$ to action $a_t$, receives a scalar reward $r_t$, and transitions to the next state $s_{t+1}$, for some reward function $R(s, a)$ and state transition probability $P(s_{t+1} | s_t, a_t)$. This process continues until the agent reaches its final state, and then it restarts. The total reward $R = \sum_{k=0}^{\infty} \gamma^k r_{t+k}$ is the cumulative reward after discount, and the discount factor is $\gamma \in (0, 1]$ [79].

When we employ deep neural networks to approximate any component of RL, we will develop deep RL [79], including components such as a value function $\hat{V}(s; \theta)$, policy $\pi_a(s; \theta)$, and model (state transition function and reward function), where the parameter $\theta$ is the weights of the deep neural network. Deep RL combines the perceptive ability of deep learning and the reasoning ability of RL. Deep learning enables RL to expand to previously difficult decision-making problems, environments with high-dimensional states, and larger action spaces. In recent work in the deep RL field, two successful cases have attracted worldwide attention. First, the revolution of deep RL started with an approach that can learn to play a series of Atari 2600 video games at a superhuman level directly from the image pixels, which provides the instability of the function approximation technology in RL solutions [74]. It convincingly proves that the RL agent can be trained in primitive, high-dimensional observations, and is entirely based on reward signals. The second outstanding success was creating a hybrid deep RL system AlphaGo, which defeated a human world champion in Go [80]. AlphaGo is comprised of neural networks, which train the model by combining supervised learning and RL with traditional heuristic search algorithms.

Similarly, AlphaGo Zero [81], AlphaZero [75], MuZero [82], etc., are leading the revolution in artificial intelligence. Deep RL can be subdivided into value function-based learning and policy gradient-based learning. The following are some of the most representative or latest relevant algorithms.

### 4.1. Value-based algorithms

Value-based algorithms obtain the approximation of the optimal Q function $Q(s, a)$ through dynamic programming and construct the optimal implicit policy [34]. In deep RL, a neural network is utilized to represent the Q function [83], and supervised learning is utilized for approximation dynamic programming. The value function is the prediction of cumulative, discounted, and future rewards and measures how good or bad each state or state-action is.

Solving RL tasks usually leads to a policy that not only maximizes the expected reward of the start state $s_0$, but of any state $s \in S$, which is derived from the Markov property: from a specific step $t$, the reward being collected does not depend on the previous history, and for the agent in a state $s$, performing the optimal task is equivalent to maximizing the expected reward with the current state $s$ as the starting state. Many RL algorithms seek the optimal policy and additional information about the usefulness of each state. For a given MDP and policy $\pi$, the value function under the policy $\pi$ is defined as:

$$V^\pi(s) = E_{s_0 \sim \pi} \left[ \sum_{t=0}^{\infty} \gamma^t R_{t+1} \right] \quad (18)$$

The value function estimates the performance of the agent using the policy $\pi$ to access the state $s$ and generalizes the concept of discounted expected reward $J(\pi)$ corresponding to $V^\pi(s_0)$. Since the value function can be derived from any policy, the value function $V^\pi(s)$ under the optimal policy $\pi^*$ can also be considered, and it can also be expressed as $V^*(s)$ and is called the optimal value function.

#### 4.1.1. Temporal-difference learning

Temporal-Difference (TD) learning [11] is one of the core technologies of RL. TD learning usually refers to the proposed learning methods for value function evaluation. SARSA and Q-learning are also regarded as TD learning. TD learning learns the value function $V(s)$ directly from incorrect experiences with bootstrapping, model-free, online, and fully incremental methods. TD learning is a prediction problem, and its update rule is $V(s) \leftarrow V(s) + \alpha [r + \gamma V(s') - V(s)]$, where $\alpha$ is the learning rate and $r + \gamma V(s') - V(s)$ is called the TD error. Bootstrapping is the same as the TD update rule, which estimates the state or action value based on subsequent estimates, such as TD learning, Q-learning, and actor–critic algorithms. Bootstrapping methods usually learn faster and enable learning to be online and continuous.

The bootstrapping method is not an example of actual gradient descent (because the target depends on the weight to be estimated), but an example of semi-gradient descent.

SARSA stands for state, action, reward, (next) state, (next) action, and is a policy control method based on update rules:

$$Q(s, a) \leftarrow Q(s, a) + \alpha [r + \gamma Q(s', a') - Q(s, a)] \label{19}$$

Q-learning is a non-policy control method to find the optimal policy and uses update rules to learn action-value functions:

$$Q(s, a) \leftarrow Q(s, a) + \alpha [r + \gamma \max_{a'} Q(s', a') - Q(s, a)] \label{20}$$

Q-learning greedily improves the action-value policy through the max action. TD learning, Q-learning, and SARSA converge under certain conditions. From an optimal action-value function, we can obtain an optimal policy.

Monte Carlo methods do not utilize dynamic programming to guide the value function. Still, they estimate the expected return value function of the state through the return of multiple rollouts of the averaging policy [11]. Thus, pure Monte Carlo methods can also be adopted in non-Markovian environments. On the other hand, they can only be used in limited MDPs because the rollout must be terminated to calculate the reward. As the TD(\lambda) algorithm combines TD learning and Monte Carlo policy evaluation, the best results of these two methods can be obtained. A discount factor $\lambda$ in TD(\lambda) is used for interpolation between Monte Carlo evaluation and bootstrapping.
4.1.2. Deep Q-learning (DQN)

Modeling a policy or Q function using a neural network frees one from constructing task-specific features and opens up the possibility of applying RL algorithms to complex tasks (for example, tasks with an image as input). A video game is a classic example of such a task, where the raw pixels of the screen are provided as a state, accordingly, as input to a policy or Q function. The main idea of deep Q-learning is to adopt the TD algorithm, and its updating formula is as follows:

\[
Q^*_{t+1}(s, a) = \min_{a'} Q^*_{t}(s, a') + \gamma \max_{a'} Q^*_{t}(s_{t+1}, a') - Q^*_{t}(s, a)
\]

It is equivalent to gradient descent and trains neural networks to solve a regression task. DQN [84] has made some significant contributions: (1) using experience replay and the target network, using deep neural networks (CNN) to stabilize the action-value function approximation training; (2) using only pixels and game scores as input, designing end-to-end RL methods so that only minimal domain knowledge is required; (3) the same algorithm, network structure, and hyperparameters can be utilized to train flexible networks to perform well on many different tasks, such as Atari games [74]. There are many extended variants of DQN, such as double DQN [85], dueling DQN [86], and value-based distributed DQN algorithms, such as QR-DQN [87], rainbow DQN [88], etc.

4.2. Policy gradient algorithms

Policies map states to actions, and policy optimization aims to find an optimal mapping. As described by Peters et al. [89], the range from direct strategy search to value-based RL includes: evolutionary strategy, CMA-ES (covariance matrix adaptation–evolution strategy), staged REP (relative entropy policy search), policy gradient, PILCO (Probability Inference for Learning Control) [90], model-based REPS, policy search through trajectory optimization, actor–critic algorithms, natural actor–critic algorithms, dominant weighted regression, conservative policy iteration, Q-learning and fitted Q, and extended variants such as contextual policy search and hierarchical policy search.

Gradients can provide a powerful learning signal for improving parameterized policies. In the more common model-free RL setting, the Monte Carlo estimate of the expected return is determined. At the same time, for gradient-based learning, the setting, the Monte Carlo estimate of the expected return is defined parameterized policies. In the more common model-free RL setting, the Monte Carlo estimate of the expected return is defined parameterized policies.

\[
\nabla \theta J(\theta) = \mathbb{E}_{\tau \sim \pi_\theta} \sum_{t=0} \nabla \log \pi_\theta(a_t | s_t) Q^\pi(s_t, a_t)
\]

The Q function under the policy \( \pi \) is approximated by the corresponding regression:

\[
Q^\pi(s, a) = E_{\tau \sim \pi_\theta} Q(\tau) \approx R(\tau), \tau \sim \pi_\theta | s, a
\]

The estimation is unbiased because the approximation of \( Q^\pi \) and the expected approximation on the trajectory are both done using the Monte Carlo method. Since the gradient estimation is unbiased, stochastic gradient ascent or more advanced stochastic optimization techniques are known to converge to a local optimum.

### 4.2.1. Actor–Critic Algorithms

Actor–critic algorithms learn both the policy and the value function used for guidance, updating the state from subsequent estimates to minimize variance and speed up learning [92,93]. The actor (policy) learns by using the feedback from the critic (value function). In doing so, these approaches balance the variance reduction of the policy gradient against the bias introduced by the value function approach. The only fundamental difference between actor–critic methods and other baselines is that actor–critic methods use value functions as baselines for the policy gradient. Instead of using the average value of the Monte Carlo reward as the baseline for the policy gradient approach, the actor–critic approach combines the advantages of policy search with value functions that can be learned from total gains and TD errors. They can benefit from both improved policy gradient approaches and value function approaches [94].

4.2.2. Deep Deterministic Policy Gradient (DDPG)

Policies are usually random, but Lillicrap et al. proposed a deterministic policy gradient (DPG) to estimate the policy gradient [77] effectively. Silver et al. introduced the DPG algorithm for continuous action space RL problems [95]. The deterministic policy gradient is the expected gradient of the action-value function in the state space. In contrast, the policy gradient is the desired gradient in the state space and the action space in the random case. The deterministic policy gradient can be calculated more efficiently than the random policy gradient estimation. Lillicrap et al. introduce a non-policy actor–critic algorithm to learn the deterministic target policy from the exploratory behavior policy. They apply the consistent function approximation of the deterministic function gradient to ensure an unbiased policy gradient.

By extending DQN and DPG, Lillicrap et al. proposed a model-free, deep deterministic policy gradient (DDPG) algorithm in a continuous action space [93]. Actor–critic methods in the DDPG algorithm avoid action optimization at each step, making it have the same greedy strategy as Q-learning. But they also make it infeasible to be an approximator in the face of complex action spaces with huge unconstrained functions (such as deep neural networks). The DDPG algorithm adopts the experience replay similar to DQN and the idea similar to the target network to make learning more stable and robust, namely using a “soft” target. Instead of directly copying weights like DQN, it slowly updates soft target network weights \( \theta’ \) to track and learn network weights \( \theta \). In this way, the actor–critic algorithm learns from the experience of exploring the policy by adding noise to the actor policy. The DDPG algorithm can solve a problem with 20 times fewer empirical steps than DQN, although it still requires a lot of training to find a solution, just like most model-free RL methods [11].

5. Combinatorial optimization with deep reinforcement learning

5.1. Classic algorithms

The VRP and TSP (and related routing problems) are widely studied combinatorial optimization problems [12]. For Euclidean and non-Euclidean graphs, many approximation algorithms have been proposed.

Exact algorithms mainly apply linear programming, nonlinear programming, integer programming, and other mathematical programming techniques to describe the quantitative relationships in the system and find the optimal policy. They are usually applied to solve for the precise structure, clear boundary, and transparent relationship between elements. Nonetheless, due to
the computational complexity (the complexity of the most well-known TSP exact dynamic programming algorithm is $O(2^n n^2)$, which increases exponentially with an increase in the scale of the problem (the number of nodes and edges) of these algorithms, they cannot scale to larger combinatorial optimization problems. Moreover, in practical application scenarios, the structure, boundary, and elements (variables) are unclear. Even exact algorithms can be used to solve a problem specifically, they do not have generalization ability. That is, the solution to one problem does not apply to other variants.

An approximation algorithm is a type of progressive algorithm to solve combinatorial optimization problems. They can approximate the optimal solution by polynomial-time algorithms. An approximation algorithm can be used to solve combinatorial optimization problems with a large data size (relative to the exact algorithm). Still, approximation algorithms often produce poor results in the worst case of practical problems (the approximation ratio between the approximate solution obtained by approximation algorithms and the actual optimal solution is no more than 2, within two times of the total optimal cost). Moreover, some combinatorial optimization problems in practice cannot be approximately solved.

Heuristic search [96] refers to fast and practical algorithms for solving combinatorial optimization problems that lack theoretical support, such as genetic algorithms, ant colony algorithms, simulated annealing algorithms, etc. Nevertheless, the design of existing heuristic algorithms relies on expert experience, professional knowledge, and trial and error. Some solution solvers have fused heuristics to solve large-scale problems. The most accurate TSP solver, Concorde, describes how to guide the space of feasible solutions in an effective way to solve symmetric TSP instances with thousands of nodes through a carefully hand-designed heuristic. It applies the cutting plane algorithm [97] to iteratively solve the TSP’s linear programming relaxation and combines with the branch and bound algorithm to trim the part of the search space that does not contain the optimal solution. Similarly, the Lin–Kernighan–Helsgaun algorithm is inspired by the Lin–Kernighan heuristic and designs of symmetric TSP approximation heuristic search algorithms [97], and has been proved to be the optimal solution in instances with hundreds of nodes.

More general solutions, such as Google’s OR-tools, combine local search algorithms and meta-heuristics to solve a super-set of TSP problems. Local search algorithms apply a specific set of local mobility operators to candidate solutions based on artificial heuristic algorithms such as 2-opt [98], and navigate from one solution to another in the search space. The meta-heuristic algorithm is utilized to propose the uphill motion and avoid the optimal local solution [99]. A popular option for the meta-heuristic approach of the TSP and its variants is to guide local searches, which avoid local minima by penalizing specific solution characteristics that it believes should not appear in a desirable solution.

Applying existing heuristic search algorithms to newly encountered problems or new instances of similar problems is challenging because all search algorithms have the same performance when averaging all problems. Hence, the search algorithm must be selected appropriately based on the priority of the problem to ensure performance. This challenge is the underlying motivation behind hyper-heuristics, defined as “the search algorithm or learning mechanism that selects or generates heuristics to solve computational search problems”. Hyper-heuristics [100] are knowledge-intensive processes that partially abstract heuristics for a given combinatorial problem, are easier to use than problem-specific algorithms, and have been demonstrated to successfully combine human-defined heuristics in a superior way in various tasks. Nevertheless, hyper-heuristic algorithms run on the search space of the heuristic algorithms rather than on the search space of the solutions, and hence still initially rely on the heuristic algorithms generated by humans.

5.2. Related neural network architectures

The application of neural networks in combinatorial optimization problems can be traced to Hopfield & Tank [67,101], who proposed the Hopfield network to solve small TSP problems. The Hopfield network is a type of recursive neural network, which combines storage systems and binary systems. It guarantees convergence to a local minimum, but there is likewise a probability of convergence to a non-global minimum or an incorrect local minimum [102]. In recent years, deep learning models have been increasingly used to address combinatorial optimization problems.

5.2.1. Sequence-to-sequence models

Although neural networks are flexible, they can only be adapted to problems where the input and target can be reasonably encoded with vectors of fixed dimensions. This is a key constraint, and many crucial problems are better represented by sequences of unknown length, rather than requiring that the input and output dimensions are known and fixed. For example, a question answering system can be thought of as mapping a set of words representing a question to a set of words representing an answer. Speech recognition and machine translation are both sequential problems. So, it makes sense to learn a domain-independent way of mapping sequences to sequences.

Sutskever et al. proposed a general end-to-end sequence learning method (Sequence-to-Sequence or seq2seq). The general structure including the encoder and decoder is illustrated in Fig. 5 [20]. It applies a multi-level LSTM to map the input sequence to a fixed dimension vector and then applies another deep LSTM to decode the target sequence (as illustrated in Fig. 6). They demonstrate that an LSTM architecture can solve general sequence-to-sequence problems. The core idea is to apply an LSTM to read the input sequence a time step at a time, obtain the fixed dimension vector, and then adopt another LSTM to output the sequence extracted from the embedding. The two LSTMs are the encoder and decoder, and the second LSTM is essentially an input sequence for the recursive neural network model of language [103].

LSTMs or other variants of RNNs, such as GRUs, were chosen because of their success in learning data with long time
dependencies, with considerable time delays between the inputs and their corresponding outputs. The seq2seq model encodes the source sequence as a vector of fixed dimension, which will lose a lot of information for long sequences. Bahdanau et al. introduced an attention mechanism based on seq2seq and proposed to store the layer state $h_i$ in a list, and then when decoding next, the $T$ hidden layer states and their correlation are calculated according to the state $s_{t-1}$ at the previous moment, and the weighted sum is used to obtain the encoding information $c_t$, that the c vector at each decoding moment is different. The weight adjustment and calculation were performed according to the correlation between output and input (see Fig. 7) [57].

5.2.2. Pointer networks
Vinyals et al. introduced a neural network (Pointer Network) based on a Sequence-to-Sequence network to learn the conditional probability of the output sequence. The elements are discrete labels corresponding to the positions in the input sequence [104]. In a Sequence-to-Sequence model, the number of target classes in each step of the output depends on the input length, and the length of the input is variable. Usually, the content of the output sequence of a combinatorial optimization problem is the same as the content of the input sequence. Still, the order of the elements in the sequence has changed. In many cases, a combinatorial optimization problem is to make a sequence decision. The pointer network is a very targeted neural network architecture for solving combinatorial optimization problems.

The pointer network [104] uses an attention mechanism [56] to solve the problem of variable-size output dictionaries (each element of the output sequence has some connection with one or more elements of the input sequence). It does not adopt attention in each decoding step to mix the hidden units of the encoder into the context vector. Still, it uses attention as a pointer to select the members of the input sequence as output. Specifically, it obtains the output sequence by the weight of an element of a position associated with each position of the input sequence. Then the input sequence and the weight are combined in a certain way to affect the output. In this process, each input element can only be pointed to by one output element to avoid the repeated occurrence of input elements.

5.2.3. Transformers
Sequential transformation models such as seq2seq and pointer networks are based on recursive or convolutional neural networks that usually perform factor calculations using the symbol positions of the input and output sequences, align the positions with calculation time steps, and then generate a sequence of hidden states $h_t$ as a function of the previous hidden state $h_{t-1}$ and position $t$. The inherent order precludes parallelization in training examples. Still, parallelization becomes critical when sequence lengths become long because memory limits batch processing. Some works have achieved significant improvements in computational efficiency through factorization techniques [66] and conditional calculations [105] while improving model performance, but the fundamental constraints of sequential calculations still exist.

Attention mechanisms have become an essential part of various sequence modeling and transformation models because they allow the modeling of dependencies, regardless of their distance in the input or output sequence [57]. Vaswani et al. proposed a simple network structure, the transformer framework [56], which does not require recursion or convolution but is based entirely on an attention mechanism to describe the global dependency between input and output. It allows more significant parallelization in translation experiments. There are more improvements based on the transformer, which are also used in areas such as image data, audio data, graph data, etc. [106–108]. The transformer also has an encoder–decoder structure, in which a multi-head attention mechanism (or self-attention mechanism) can be used in three different ways:

1. In the “encoder–decoder-attention” layer, the queries come from the previous decoder layer. The memory’s key and value come from the encoder’s output, which allows each position in the decoder to participate in all positions in the input sequence.
2. The encoder contains self-attention. In the self-attention mechanism layer, all keys, values, and queries come from the same position, and each position in the encoder can handle all positions.
3. The self-attention layer allows each position in the decoder to contain all the position information. To maintain the autoregressive property of the decoder, the leftward information flow in the decoder needs to be prevented.

5.3. Review of research status
In recent years, while moving ahead with artificial intelligence and hardware computing capabilities, academia and industry have increasingly paid attention to applying machine learning methods to solve traditional NP problems [66]. Deep learning’s
perception ability and reinforcement learning's reasoning ability can be applied to combinatorial optimization problems to process large-scale data. Its robustness and generalization will be more superior to traditional methods. The two essential motivations for adopting deep reinforcement learning are to approximate and discover new policies [77]. How deep RL participates in solving combinatorial optimization problems is illustrated in Fig. 8.

In some works, researchers assume that they have a theoretical basis or empirical knowledge of combinatorial optimization algorithm decisions but hope to alleviate the computational burden by using deep learning to approximate some of these decisions. The motivation for using RL is that sometimes the expert knowledge of traditional algorithms is not satisfactory. Researchers hope to find better decision-making methods, and deep RL can train models through trial and error. The deep neural networks and Markov decision processes introduced in the previous chapters theoretically describe these two motivations. The environment is the algorithm's internal state, learning policies through experiential RL to discover new policies. In a simulation setting (traditional method), the policy is learned (and not rewarded) by the supervised object provided by the expert for each operation [109].

Next, in an empirical setting, the policy is learned from the use of RL (and no expert, possibly delayed) reward signals. The main difference between simulated settings and RL is that the agent is taught what to do, and the agent is encouraged to accumulate rewards quickly.

Recently, many researchers have reviewed machine learning and graph neural networks in combinatorial optimization (CO). But most of them are usually either summarized from a very general perspective or only focus on one aspect. For example, Bengio et al. [77] gave a high-level overview of CO’s machine learning methods, which described the inherent relationship between machine learning and CO. They provided some essential theoretical basis and motivation for applying machine learning to CO. However, they focused more on learning in CO rather than modeling. Similarly, Kotary et al. [110] classified various machine learning methods in CO, mainly focusing on classifying end-to-end learning paradigms. Still, they made representation learning, especially graph neural networks, a secondary topic.

Bai et al. [111] comprehensively reviewed a hybrid approach that combines analysis techniques with machine learning tools to solve VRP problems. They listed many state-of-the-art machine learning methods for VRP, but they did not systematically introduce the related technologies used in these methods. Mazyavkina et al. [112] focused on applying RL in CO (especially routing problems). They summarized some commonly used policy-based and value-based RL algorithms. Lamb et al. [113] and Cappart et al. [114] gave a high-level overview of the application of GNNs in various reasoning tasks. Still, they did not describe the specific role and process of learning in CO reasoning.

Compared with previous reviews, our review is more systematic, specific, and comprehensive. We systematically describe modeling, learning, and search in CO and describe the techniques, principles, and theories used in detail. More importantly, we systematically summarize the experimental methods, results, and analysis based on learning methods, which have rarely been seen in previous reviews. Finally, we summarize the challenges and future directions of learning-based methods based on a systematic analysis of almost all current research conditions introduced.

Next, we summarize in detail some state-of-the-art works based on deep RL in recent years. The current learning-based methods can be roughly divided into two categories: construction heuristics-based and improvement heuristics-based. The former uses the learned heuristic policies to construct solutions one by one from scratch, while the latter continuously improves the quality of the solutions by iteratively improving a given initial solution.

Bello et al. pioneered the utilization of RL (actor–critic framework) based on pointer networks to solve combinatorial optimization problems [115]. It is stated that although the heuristic method works well on TSP, once the problem statement differs slightly, the algorithm has to be modified. In contrast, machine learning may automatically apply its heuristics based on training data, which may suit various optimization tasks, requiring less manual engineering than a solver optimized for only one task. Nevertheless, if one adopts supervised learning when training the mapping from training input to output, one cannot access the optimal label since the label is difficult to obtain in the combinatorial optimization instance.

Nonetheless, we can adopt a validator to compare the quality of a set of solutions and provide feedback for the learning algorithm. Therefore, we can follow the RL paradigm to cope with combinatorial optimization problems. Empirically, even using optimal solutions as labels, a supervised mapping has poor generalization ability compared to RL, that explores different paths and observes their corresponding rewards.

Two methods based on policy gradients are considered in their paper. The first pre-training-based approach applied a training set to optimize a recurrent neural network (RNN), which targets the expected return and parameterizes the random policy. At test time, the policy is fixed, and inference is executed by greedy decoding or sampling. The second method, called active search, did not involve pre-training. It started with a random policy, iteratively optimized RNN parameters on a single test instance, used the expected reward target, and tracked the sampling during the search process. They found that a combination of RL pre-training and active search works best in practice. On a 2D Euclidean graph with up to 100 nodes, neural combinatorial optimization is significantly better than the supervised learning method of TSP, allowing more calculation time while obtaining near-optimal results. They tested the same method on the backpack problem to prove the flexibility of their method and obtained the optimal solution for up to 200 project examples. These results reveal how neural networks can be used as general tools for solving combinatorial optimization problems, especially those that are challenging to design heuristic algorithms for.

Nazari et al. proposed an end-to-end framework [116] that uses RL to solve vehicle routing problems based on pointer networks and PN-AC [115]. The VRP is also defined as a Markov decision process (MDP), where the optimal solution can be viewed as a series of decisions. RL can be applied to generate an approximate optimal solution by increasing the probability of decoding the “expected” sequence, sampling from MDP trajectories to generate near-optimal solutions. The policy learned by some previous learning methods does not apply to other examples than those used in training. If the problem settings are slightly modified, the policy needs to be retrained from scratch. Numerous parallel combinatorial optimization problems are only changes of variables and data, and their internal structure does not differ. Therefore, they proposed a structure that can handle any problem sampling from a given distribution rather than training a separate model for each problem instance. The framework can be applied if it approximates the generated distribution of the problem, is an extension of PN-AC [115], and has more generalization capabilities because the trained model can be regarded as a black box heuristic (or meta-algorithm), generating high-quality solutions within a reasonable time. The pointer network assumes that the system is stationary for some time when decoding the solution. Still, in actual problems, the demand varies over time, so this process should be dynamic. To this end, they propose a more straightforward alternative model, which contains a recurrent...
neural network (RNN) decoder and an attention mechanism. At each time step, an embedding of static elements is the input to the RNN decoder (using “embedding” instead of “encoding” in the pointer network). The output of the RNN and the dynamic element embedding is input into the attention mechanism. The attention forms a distribution on the feasible destinations that the next decision point can choose.

Khalil et al. exploited a combination of RL and graph embedding to solve combinatorial optimization problems on graphs [70]. The policy studied is similar to a meta-algorithm that incrementally constructs a solution whose operation is determined by a graph-embedding network on the current state of the solution. Based on the graph structure, they construct feasible solutions by constantly adding nodes and maintain the feasible solutions that satisfy the constraints of the graph. Greedy algorithms are generic patterns for heuristics for graph-related problems so that the same high-level design can be seamlessly applied to different graph optimization problems. Structure2vec is applied to represent the policy in the greedy algorithm. The new instance-graph-based deep learning architecture specializes the nodes in the graph, capturing the attributes of the nodes in their graph neighborhood context. It allows policies to differentiate nodes based on their usefulness and generalize them to problem instances of different sizes.

In contrast, previous sequence-based approaches did not take full advantage of the structure of the graph. In this paper, fitting Q-learning was applied to learn the greedy policy parameterized by the graph embedding network. The framework makes the policy's objective be to optimize the original problem instance's objective function directly. The paper also proved that the heuristic methods studied can maintain their effectiveness even when used on graphs much larger than those they were trained on.

Deudon et al. extended the neural combinatorial optimization framework and designed a data-driven heuristic algorithm to solve the travel agent problem (TAP) [12]. The model is based on the fact that many real-world problems generated by the OR community are solved daily from scratch using hand-crafted features and manually designed heuristics. They proposed a general framework for learning the heuristics of combinatorial tasks in which the outputs and inputs are in the same order. In the framework, the coordinates are used as input. The neural network in RL is used to enhance learning efficiency by designing a critic to calculate the baseline for a more extended patrol.

Furthermore, the authors strengthened their approach with the famous 2-OPT heuristic. The results demonstrate that the overall performance of the framework is comparable to that of high-performance heuristic algorithms (OR-Tools). When the framework is configured with a simple 2-OPT process, it can obtain near-optimal results on a two-dimensional Euclidean graph. It indicates that machine learning-based approaches can learn good heuristic algorithms and produce promising results compared to enhanced simple local search.

Kool et al. employed a deterministic greedy rollout as a baseline to guide the improved transformer to solve routing problems [73]. They used a greedy algorithm as the baseline, which is better than the traditional RL value function. Heuristics are used to predict the distribution of urban arrangements. Instead of using an RNN architecture, the proposed framework was expressed in rules that can be interpreted as policies for making decisions. Nevertheless, these policies can be parameterized using neural networks and trained to obtain new and more robust algorithms for many different routing problems. They aimed to design better models and better training methods to replace manual heuristic algorithms with learning routes. They suggested using a complete model based on attention and a simple but effective greedy algorithm as a baseline to reinforce the model's training. The baseline's goal is to estimate the instance's difficulty, and the instance's difficulty can be applied to estimate the algorithm's performance. The baseline is defined as the best model-defined policy for the cost of the deterministic solution produced by the greedy algorithm. The value of the proposed approach is not to exceed existing manual design heuristics for specific tasks but rather to extend to different path problems with a high degree of flexibility. It allows us to learn powerful heuristics for solving practical problems where desirable heuristics do not exist.

The attention model (AM) is an encoder–decoder model used to learn the input graph's representation and predict the correct path. Kool et al. modified the encoder to a GAT, where the input is the coordinates of each node, and the output is the nodes themselves. The graph is the average value of all the embedding nodes. The decoder also uses a GAT, whose input is associated with node embeddings, context or graph embeddings, the start node embedding, and the previous node embedding. The output is a series of nodes with the highest compatibility, selected at each step to add to the path. The accessed nodes are masked to ensure the feasibility of solutions.

Duan et al. proposed an approach founded on a GCN, which takes the node and edge feature embeddings as input [117]. They designed two independent decoders to decode the embeddings. One is a sequence prediction decoder based on a RNN, which takes node embeddings as input and outputs a sequence as the solution of the VRP instance. The other is a classification decoder based on a multilayer perceptron, which takes an edge embedding as input and outputs a probability matrix (which can also
be transformed into the solution of a VRP instance). They used the output of the sequence prediction decoder as a supervised label for the output of the classifier decoder, which constitutes a mutually reinforcing mechanism while both two decoders are learning. They applied reinforcement learning to train the sequence prediction decoder and a supervised approach with policy sampling to train the classification decoder. The trained policy can be thought of as a black box heuristic (meta-algorithm) that can be used to solve a large-scale real-world VRP. Its performance is better than other existing learning models and is superior to the solution solver OR-Tools.

The above methods are all based on construction heuristics, which also include [36,69,118–120]. Methods based on construction heuristics can generate diversified solutions through the learned distribution, showing good generalization. However, the quality of the solutions is still slightly worse than that of a solution solver. At present, improvement heuristic-based methods that continuously improve the quality of the solution have surpassed solution solvers in solution quality. Next, we list several representative improvement-based methods.

The NeuRewriter algorithm [121] heuristically selects a part of the current solution through the learned policy to re-optimize and improve the performance until convergence. It divides the policy into two parts: region selection and rule selection, both of which are represented by a neural network and optimized simultaneously through reinforcement learning algorithms. It uses the advantage actor–critic algorithm and the learned Q function as critics to avoid boot-strapping, leading to insufficient samples and instability in training. The NeuRewriter algorithm has achieved good performance on expression simplification problems, job scheduling problems, and vehicle routing problems.

Lu et al. proposed a “Learn to Improve” (L2I) method [122], which is superior to operations research methods. The core idea is to add RL in the meta-heuristic iterative search to help select operators more effectively. Specifically, they first employed heuristics to construct the initial feasible solution, then employed RL to select an improvement operator to optimize the solution iteratively, and finally used a perturbation operator to avoid searching for the optimal local solution. In the process of exploiting an improvement operator, if it is determined that the current solution can be improved, the RL-based controller is applied to select an improvement operator and try to apply it to improve the solution. It tries to reduce the cost of the current solution by moving client nodes to different locations along each route.

On the other hand, when a local minimum is reached, the perturbation operator randomly destroys (in whole or in part) and reconstructs the perturbation operator of multiple routes to generate a new initial solution. Specifically, if there is no cost reduction for a limited number of improvement steps, we disturb the solution and start the improvement iteration again. Since perturbations can dramatically change the solution, the authors found it helpful to start over from a relatively desirable starting point for improvement iterations, filtering out restarted solutions that are significantly worse than the current solution or the current best solution.

Wu et al. proposed a framework [123] for directly learning the improvement heuristics. The framework improves the initial solution by iteratively performing a neighborhood search based on a particular local operator. Hand-made search policies guide traditional improvement heuristics, but these policies require much domain knowledge to design and may only bring limited improvements to the solution. Instead, they applied deep reinforcement learning to discover better policies for improvement automatically. Specifically, they first defined the improvement heuristic as a Markov decision process (MDP) in which the policy guides the choice of the next solution. Then, they proposed a self-attention-based policy architecture, through which they can combine a variety of commonly used pairwise local operators, such as 2-opt and node swapping. Finally, they applied the RL framework to TSP and CVRP and designed an actor–critic algorithm to train the policy network. On this basis, Costa et al. introduced a dual encoding mode, namely using GCN layers and sequence embedding layers, so that the pointing attention mechanism can be extended to more general k-opt moves [78].

Many other approaches are based on deep learning and RL, most of which first employ GNNs, attention, and RNNs to model combinatorial optimization problems and then use RL to train and optimize the entire framework [124,125]. Theoretically, a large class of similar problems can be solved using RL, if the Markov decision process is altered according to the specific combinatorial optimization problem. Many combinatorial optimization problems are mathematically equivalent. That is, most of their internal structures are similar [70]. For example, besides VRP and TSP on graphs, RL can also solve MVC, vertex cover, max-cut, graph coloring, etc. [126].

AlphaGo [80] and AlphaGo Zero [81] represent the valuable features of Go and extract them through deep learning. Then, they combine Monte Carlo tree search and RL to self-play and update their parameters and have achieved great success in Go. They are also of immense significance for solving combinatorial optimization (CO) problems because there are similarities between Go and CO problems. For example, the search space of both is enormous, and if only exhaustive travel is expected to be adopted, the time consumed increases exponentially, which is unrealistic. AlphaGo uses a convolutional neural network and uses pieces and historical positions as features to build a value network and a policy network (AlphaGo Zero combines the two networks into one network). They adopt Monte Carlo tree search (MCTS) [128] to diminish the search width and depth.

MCTS is the core technology of the AlphaGo series, which applies the Monte Carlo method of random simulation to tree search [80]. Traditional search algorithms, such as minimax-search use an evaluation function to evaluate the value of a node (state) accurately. Still, when the search space is vast, they may exceed the hash rate. MCTS uses Monte Carlo simulations to estimate the node’s value rather than an evaluation function [129]. MCTS can be divided into four stages: selection, expansion, simulation, and backpropagation, roughly described in Fig. 9. Traditional heuristic search algorithms commonly used for combinatorial optimization also include beam search, greedy algorithms, active search, meta-heuristic algorithms, local search, etc.

For combinatorial optimization problems, we can also establish appropriate mathematical models, exploit deep neural networks for appropriate feature representation, and combine appropriate search strategies to diminish the solution space. Similar to the win–lose rule of Go, a large number of combinatorial optimization problems, in reality, have a clear objective function and constraint conditions to evaluate the current policy, so that a model can be learned according to the reward and penalty signal of the expected result and that the model can maintain stable improvement in the training process.

We cannot obtain many optimal solutions to optimization problems as labeled data to train the network parameters. AlphaGo Zero has proven that deep learning and RL can perform complex tasks well without the guidance and assistance of human experience, even surpassing algorithms based on human experience. Algorithms based on expert experience tend to converge to a local optimum without knowing it. Still, machine learning can break through the limit. In combinatorial optimization problems, we can also gradually raise the model performance by self-playing with data and labels generated. At present, some
Fig. 9. The process of MCTS algorithms. Viewed from left to right, a path is first selected to maximize the UCB [127], second, the tree is expanded, third, the neural network performs the simulation, and finally, the results are propagated back to the update node along the current path.

Fig. 10. The approximation ratio of the results obtained by different algorithms to the optimal solution on random TSP instances.

researchers have tried to exploit the ideas of the AlphaGo series for combinatorial optimization [35,75,82,127,130–134].

As a complete and general summary, we summarize the methods of using deep learning and RL for combinatorial optimization in recent years in Table 1, including the problems they solve, the deep learning models they employ, and the RL algorithms and their types. It is worth noting that MVC, MIS, MC, SAT, and MAX CUT can often be transformed into facility location problems. They are closely related to traffic map planning and can also be combined with VRP and TSP to form more complex optimization problems. They can theoretically be solved using the same RL framework by changing the corresponding Markov decision process.

5.4. Experimental data and evaluation indicators

The data sources in combinatorial optimization problems on graphs can be roughly summarized in the following aspects:

(1) Graph data in practical applications, such as relevant data in the natural environment, i.e., logistics and transportation, including the coordinated position of each delivery point, the amount of goods demanded, the number of nodes, the number of vehicles, etc.

(2) In experiments, the data sets used to train and test the effect of the model, often generated data such as TSP instances and VRP instances. For small-scale graph instances, we can employ a solution solver to obtain the optimal solution set.

(3) Trajectories generated during RL training, or data generated through self-play [130–133].

(4) Measurement indicators based on deep reinforcement methods can be summarized as follows:

**Time.** The training time is a vital indicator for using deep RL methods, such as the time required to train the policy network and value network, or the time required for the trained model to do the prediction task in an instance.

**Hyperparameters.** For example, the learning rate of gradient descent, the number of layers of the neural network, the number of neurons, and the batch size will significantly impact the effect of the model. The problem of over-fitting should also be considered.

**Quality.** The quality of a model or solution used to solve combinatorial optimization problems can be averaged over the entire set of test cases using the approximation ratio of each solution relative to the best solution [70]. The approximation ratio of a solution $S$ to a problem instance $G$ can be defined as:

$$R(S, G) = \max \left( \frac{OPT(G)}{h(S)}, \frac{c(h(S))}{OPT(G)} \right),$$

where $c(h(S))$ is the target value of the solution, and $OPT(G)$ is the value of the optimal solution of the problem instance $G$.

**Generalization Ability.** Can the model be generalized to larger problem instances, or can it be used to solve other combinatorial optimization problems of similar types? Because most combinatorial optimization problems on graphs have similar structures, one of the most important aspects of deep RL over classical exact or heuristic algorithms is generalization ability.

**Effectiveness.** General methods based on deep RL are composed of several neural network structures, so we can employ ablation research to verify the effectiveness of each component.

**Decoding Strategy.** Methods based on deep RL can also be combined with heuristic methods. For example, a greedy algorithm may be used in decoding, and the node with the highest
probability will be selected as the next destination in each decoding step. Beam search (BS) tracks the most likely paths and then selects the one with the highest reward. There are other heuristics such as sampling, active search, etc., which require some baselines for comparison, which is usually based on the tour length of the path searched by the agent [70,115,117,135].

Efficiency. Parameter adjustments of network architectures significantly impact training accuracy and resource utilization, such as GPU or TPU utilization. The implementation framework (e.g., TensorFlow or Pytorch) is also worth considering.

Robustness. A model is robust if it runs multiple times, and its results fluctuate only within a small range.

Upper Limit and Lower Limit. The upper limit and lower limit are the best and worst solutions, respectively, for a combinatorial optimization problem.

There may be more detailed evaluation indicators, which need to be designed according to motivation and purpose. Above are some universal evaluation indices and experimental methods we can choose from to measure the efficiency and effectiveness of a model.

5.5. Performance of different methods

Here we summarize the recent experimental results of usual deep reinforcement learning-based methods and heuristic algorithms, which include the following aspects: (1) their performance on small-scale TSP instances (TSP20, TSP50, and TSP100), i.e., the length of the shortest path obtained and the time spent (Table 2); (2) the length of the shortest path they can obtain on large TSP instances (TSP250, TSP500, TSP750, and TSP1000) and the time they take to obtain it (Table 3); (3) the length of the shortest path they can obtain on the instances on CVRP (CVRP20, CVRP50, and CVRP100) and the time they take to obtain it (Table 4); (4) the length of the shortest path they can obtain on large-scale VRP instances (VRP100, VRP200, and VRP400) and the gap between the length of the shortest path and the absolute optimal solution (Table 5); (5) their approximate ratios to the optimal solution on a random TSP instance (Fig. 10); (6) a visual comparison of their learning curves (Fig. 11). The experimental results of different methods are drawn from recent papers on representative learning-based methods, such as AM [73], S2V-DQN [70], GCN-NPEC [117], GPN [135], PN-AC [115], PN [104], PRL [116], L2I [122], and GCN-NPEC (Node) [117].

From the experimental results, we can derive the following phenomena and facts:

- (1) the performance of solution solvers (such as Concorde, LKH3, and Gurobi) based on heuristic algorithms still maintain a high level of accuracy, especially on small scale TSP and VRP instances. Learning-based approaches are constantly approaching the optimal solutions on a small scale, more so than traditional heuristic algorithms (such as Nearest Insertion, Random Insertion, Nearest Neighbor, etc.).
- (2) Learning-based methods have more advantages on larger TSP and VRP instances, especially in less time than solution solvers and traditional heuristics.
Table 2

<table>
<thead>
<tr>
<th>Method</th>
<th>TSP20 Obj.</th>
<th>TSP50 Obj.</th>
<th>TSP100 Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concorde</td>
<td>3.84</td>
<td>5.70</td>
<td>7.76</td>
</tr>
<tr>
<td>LKH3</td>
<td>3.84</td>
<td>5.70</td>
<td>7.76</td>
</tr>
<tr>
<td>Gurobi</td>
<td>3.84</td>
<td>5.70</td>
<td>7.76</td>
</tr>
<tr>
<td>Nearest Insertion</td>
<td>3.84</td>
<td>5.70</td>
<td>7.76</td>
</tr>
<tr>
<td>Random Insertion</td>
<td>3.85</td>
<td>6.13</td>
<td>8.52</td>
</tr>
<tr>
<td>Farthest Insertion</td>
<td>3.93</td>
<td>6.01</td>
<td>8.35</td>
</tr>
<tr>
<td>Nearest Neighbor</td>
<td>4.50</td>
<td>7.00</td>
<td>9.68</td>
</tr>
<tr>
<td>PN [104]</td>
<td>3.88</td>
<td>5.95</td>
<td>--</td>
</tr>
<tr>
<td>PN-AC [115]</td>
<td>3.89</td>
<td>5.95</td>
<td>8.30</td>
</tr>
<tr>
<td>S2V-DQN [70]</td>
<td>3.89</td>
<td>5.99</td>
<td>8.31</td>
</tr>
<tr>
<td>AM [73]</td>
<td>3.85</td>
<td>5.80</td>
<td>8.12</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Method</th>
<th>TSP250 Obj.</th>
<th>TSP500 Obj.</th>
<th>TSP750 Obj.</th>
<th>TSP100 Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concorde</td>
<td>11.89, 1894 s</td>
<td>16.55, 13902 s</td>
<td>20.10, 32993 s</td>
<td>23.11, 47804 s</td>
</tr>
<tr>
<td>LKH3</td>
<td>11.893, 9792 s</td>
<td>16.542, 23070 s</td>
<td>20.129, 36840 s</td>
<td>23.130, 50680 s</td>
</tr>
<tr>
<td>OR Tools</td>
<td>12.289, 5000 s</td>
<td>17.449, 5000 s</td>
<td>22.395, 5000 s</td>
<td>26.477, 5000 s</td>
</tr>
<tr>
<td>Nearest Insertion</td>
<td>14.928, 25 s</td>
<td>20.791, 60 s</td>
<td>25.210, 115 s</td>
<td>28.973, 136 s</td>
</tr>
<tr>
<td>2-opt</td>
<td>13.253, 303 s</td>
<td>18.600, 1363 s</td>
<td>22.668, 3296 s</td>
<td>26.111, 6153 s</td>
</tr>
<tr>
<td>Farthest Insertion</td>
<td>13.026, 33 s</td>
<td>18.288, 160 s</td>
<td>22.342, 454 s</td>
<td>25.741, 945 s</td>
</tr>
<tr>
<td>PN [104]</td>
<td>14.249, 29 s</td>
<td>21.409, 280 s</td>
<td>27.382, 782 s</td>
<td>32.714, 3133 s</td>
</tr>
<tr>
<td>GPN [135]</td>
<td>12.942, 214 s</td>
<td>18.358, 974 s</td>
<td>22.541, 2278 s</td>
<td>26.129, 4410 s</td>
</tr>
<tr>
<td>S2V-DQN [70]</td>
<td>13.079, 476 s</td>
<td>18.428, 1508 s</td>
<td>22.550, 3182 s</td>
<td>26.046, 4600 s</td>
</tr>
<tr>
<td>AM [73]</td>
<td>14.032, 2 s</td>
<td>24.789, 14 s</td>
<td>28.281, 42 s</td>
<td>34.055, 136 s</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>CVRP20 Obj.</th>
<th>CVRP50 Obj.</th>
<th>CVRP100 Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gurobi</td>
<td>6.10, –</td>
<td>10.38, 7 h</td>
<td>15.65, 13 h</td>
</tr>
<tr>
<td>LKH3</td>
<td>6.14, 2 h</td>
<td>12.25, –</td>
<td>18.96, –</td>
</tr>
<tr>
<td>Random CW</td>
<td>6.81, –</td>
<td>12.96, –</td>
<td>20.33, –</td>
</tr>
<tr>
<td>Random Sweep</td>
<td>7.08, –</td>
<td>11.31, –</td>
<td>17.16, –</td>
</tr>
<tr>
<td>OR Tools</td>
<td>6.43, –</td>
<td>10.98, 3 s</td>
<td>16.80, 8 s</td>
</tr>
<tr>
<td>AM (greedy) [73]</td>
<td>6.40, 1 s</td>
<td>10.62, 28 m</td>
<td>16.23, 2 h</td>
</tr>
<tr>
<td>AM (sampling) [73]</td>
<td>6.25, 6 m</td>
<td>11.15, –</td>
<td>16.96, –</td>
</tr>
<tr>
<td>PRL [116]</td>
<td>6.40, –</td>
<td>10.35, 17 m</td>
<td>15.57, 24 m</td>
</tr>
<tr>
<td>L2I [122]</td>
<td>6.12, 12 m</td>
<td>10.00%</td>
<td>0.00%</td>
</tr>
</tbody>
</table>

Table 5

<table>
<thead>
<tr>
<th>Method</th>
<th>VRP100 Obj.</th>
<th>VRP200 Obj.</th>
<th>VRP400 Obj.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OR-Tools</td>
<td>11.348</td>
<td>17.995</td>
<td>26.095</td>
</tr>
<tr>
<td>AM [73]</td>
<td>11.746</td>
<td>18.697</td>
<td>27.143</td>
</tr>
<tr>
<td>GCN-NPEC [117]</td>
<td>11.186</td>
<td>17.516</td>
<td>25.876</td>
</tr>
</tbody>
</table>

(3) From the perspective of solution quality, learning-based methods are also higher than traditional heuristic methods because the results obtained by the former method are closer to the optimal solutions.

(4) We can make the models’ learning converge more quickly by introducing more diversified training methods (combining supervised learning and reinforcement learning).

(5) There is still a lot of room for improvement in learning-based methods, especially in the efficient processing of large-scale graph data. Deep reinforcement learning makes models have more generalization ability and the ability to simultaneously solve multiple types of problems, which is impossible for solution solvers.

5.6. Challenges encountered by deep RL in solving combinatorial optimization problems

Applying deep RL methods (deep learning, RL, and fusions with heuristic methods) to solve combinatorial optimization problems on graphs is a research hotspot and trend in recent years. Compared with traditional methods, such as exact algorithms, approximation algorithms, etc., learning-based methods have better robustness and generalization ability and are entirely data-driven and self-driven. By sorting out previous related work and analyzing experiments, we also summarize the difficulties of machine learning for solving combinatorial optimization problems and the challenges brought about by the characteristics of machine learning itself.
5.6.1. Feasibility

We have illustrated how to apply machine learning to output solutions to combinatorial optimization problems directly. Rather than learning solutions, machine learning algorithms are essentially learning heuristics. According to the definition of heuristics, "An algorithm constructed intuitively or empirically gives a feasible solution for each instance of a combinatorial optimization problem to be solved at an acceptable cost (computational time and space). The degree of deviation from the optimal solution cannot generally be predicted". The learned algorithm is not guaranteed to be optimal, nor is it guaranteed to be feasible. We do not know how far the heuristic’s output is from the optimal solution or whether it strictly follows the problem’s constraints.

In fact, in routing problems, most of the learning-based methods are focusing on elementary ones with fewer constraints, as most of these constraints are represented by masks. However, real-world routing problems have many complex constraints, and applying deep RL to solve them is challenging. Finding feasible solutions is not easy because the problems are NP-hard. It is also a challenge in machine learning, especially when using neural networks, because the neural structure for gradient descent training must be carefully designed not to destroy differentiability. Network architectures are usually complex (such as pointer networks, GNNs, transformers, etc.), equivalent to solving a complex problem with an inherently complex method. Still, the design of a classic heuristic method is relatively more straightforward. Therefore, the feasibility of machine learning methods in solving optimization problems in actual conditions and practical applications needs to be further evaluated.

5.6.2. Scalability & complexity

Whether deep RL models can be extended to a larger scale is also a challenge. For example, a model can be trained on instances of 50 nodes, but there are generalization issues if trained on larger instances (such as instances of 1000 or 10 000 nodes). Almost all papers dealing with TSP through machine learning and trying to solve larger instances believe that with the increase of scale, performance will decline [70, 73, 116, 141, 143]. To solve this problem, we can just try to learn larger instances, but it may become a problem of computation and generalization. In addition to elementary machine learning models and strong assumptions about data distribution, it is impossible to know the computational and sample complexity, i.e., the number of observations required to learn, because we do not know the actual data generation distribution.

Note that their time complexity, running time (ms), speedup factor relative to GATM [136], and approximation ratio relative to the optimal solution.

Unlike traditional algorithms that only consider the time complexity (Table 6), learning-based methods must consider both the space complexity and the time complexity. The time complexity determines the training or prediction time of the model. If the time complexity is too high, the model training and prediction will consume too much time, and it is impossible to verify the algorithm and improve the model quickly. It is impossible to make a rapid prediction. The space complexity determines the number of parameters of the model. The more parameters in a model, the greater the amount of data required to train the model. However, data sets in real life are usually not too large, making it easier for a model’s training to overfit.

5.6.3. Data

Access to data is a challenge because most previous work used random functions to generate data to train the policy network. We can also collect data to train the required policy and expect that the policy can be generalized on corresponding instances of the given program. Nonetheless, how can we actively train policies for problems we do not yet know about when we do not have specific applications with targeted historical data? We first need to define what instances we want to generalize to. In addition, most relevant works on TSP and VRP use a uniform distribution to train the model. What if the node locations do not follow any distribution or their distributions are unknown? In this case, training a robust deep RL model is challenging, as it is not a matter of simply using a dataset of mixed distributions. For models using supervised learning, the acquisition of large amounts of expensive labeled data is also a challenge.

How to represent data is not easy, but it has a significant impact on learning. Representation learning methods need to be expressive enough and concise enough to be used repeatedly without too much computation. When the number of layers of a traditional GNN reaches a particular scale, there will be problems with suspended animation and over-smoothing, so in general, GNNs are only set to two layers [150]. More importantly, when the size of the graph becomes larger, a traditional GNN model will be too heavy due to a large number of parameters, which will degrade the performance and even fail to be trained.

Table 7 demonstrates the performance of three learning-based methods on large-scale synthetic data sets, in which SZV-DQN [70] has no results on larger data sets and may even collapse [146]. GCN-TreeSearch applies a graph reduction technique to reduce a graph to a smaller one to handle larger graphs [126], and applies supervised learning to train the model iteratively,
leading to inefficiency [146]. GCOMB combines the strengths of both with a two-stage framework of supervised learning followed by reinforcement learning to process billions of levels of graph data [146]. In the stage of supervised learning, it applies a GCN to learn more “appropriate” nodes as candidate solutions. In the stage of reinforcement learning, the solution of the problem is selected from the candidate solutions. In practice, GCOMB [146] eliminates most of the “useless” nodes of the graph in the first stage, reducing the number of alternative nodes considered in the computation-intensive stage of reinforcement learning to achieve acceleration. However, methods that extend models to large-scale data are essentially preprocessing input graphs using traditional methods rather than innovatively learning methods to process large-scale graphs.

S2V-DQN is a reinforcement learning method based on a GNN, GCN-TreeSearch, a method based on supervised learning and a traditional search algorithm, and GCOMB, a method combining reinforcement learning and supervised learning, in MVC on synthetic data sets (Barabasi–Albert [146]).

Table 7
The performance comparison of S2V-DQN.

<table>
<thead>
<tr>
<th>Graph</th>
<th>S2V-DQN [70]</th>
<th>GCOMB [146]</th>
<th>GCN-TreeSearch [126]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA-10k</td>
<td>1935</td>
<td>4625</td>
<td>4633</td>
</tr>
<tr>
<td>BA-20k</td>
<td>2464</td>
<td>6533</td>
<td>6533</td>
</tr>
<tr>
<td>BA-50k</td>
<td>4138</td>
<td>10398</td>
<td>10378</td>
</tr>
<tr>
<td>BA-100k</td>
<td>–</td>
<td>14473</td>
<td>14484</td>
</tr>
<tr>
<td>BA-500k</td>
<td>–</td>
<td>30427</td>
<td>30626</td>
</tr>
<tr>
<td>Gowalla</td>
<td>–</td>
<td>76793</td>
<td>76344</td>
</tr>
<tr>
<td>Brightkite</td>
<td>–</td>
<td>14759</td>
<td>14634</td>
</tr>
</tbody>
</table>

S2V-DQN is a reinforcement learning method based on a GNN, GCN-TreeSearch, a method based on supervised learning and a traditional search algorithm, and GCOMB, a method combining reinforcement learning and supervised learning, in MVC on synthetic data sets (Barabasi–Albert [146]).

5.7.4. Modeling & training

Generally, in deep learning, we will have some prior knowledge of some given problems. For example, a convolutional neural network (CNN) is a structure that is easier to train on image data, and a recurrent neural network (RNN) is most suitable for sequence data. The problems studied in combinatorial optimization are different from the natural signals that deep learning is best at. In other words, the neural network architecture suitable for combinatorial optimization problems may be very different from current mainstream deep learning models.

Additionally, deep neural networks often require billions of parameters, more than a mainframe computer can handle, or require expensive hardware support and long computing times. Current machine learning algorithms are equivalent to energy optimization in terms of training difficulty, and the stochastic gradient descent method is generally applied for optimization. However, due to an excessive number of layers in deep neural networks, gradient disappearance and gradient explosion often occur, so the it is difficult for the training process to converge. In addition, the lack of a theoretical basis for deep learning also leads to a failure to guarantee convergence.

5.7. Future research directions

Through comprehensive analysis of the existing methods, we also identify possible future research directions, which in some respects correspond to the challenges of applying deep reinforcement learning to combinatorial optimization.

5.7.1. More appropriate and effective training methods

As deep RL evolves, there will be novel training algorithms or paradigms to replace the existing ones, such as automated deep learning [151], meta-learning [152,153], generative adversarial imitation learning [154,155], inverse reinforcement learning [156,157], self-supervised learning [158,159], MuZero [82], etc. They are likely to improve training efficiency and have less dependence on data. There will be state-of-the-art models newly proposed, such as BERT [160], GPT [161], and other modern translation models or GNNs that will achieve state-of-the-art results. If we properly improve them and apply them to combinatorial optimization, will they also achieve promising results?

5.7.2. Combinations with traditional algorithms

As mentioned above, existing learning-based methods are essentially learning heuristics. If we combine deep RL with traditional heuristics (especially solution solvers) or search algorithms, will it become easier for agents to explore the tremendous combinatorial space?

In addition to the pruning strategy described above, we can also employ more classical data mining algorithms to preprocess the graph data to a manageable size from a large graph. We can also incorporate graphs into the training process, including greedy probability distributions, budget constraints [146], etc. Learning heuristics can be used in many fields or tasks, such as community discovery [162], knowledge graph reasoning, influence maximization [146,163], etc., which positively promotes the growth and cross-integration of multiple fields.

5.7.3. Universality

We should continue to focus on strengthening the fundamental advantage of deep reinforcement learning, which is universality. A single approach to many different problems is appealing because it will bring huge benefits and eliminate inefficient manual work, which is perhaps the core pursuit of artificial intelligence. It is essential to apply learning-based methods to large-scale practical scenarios; this is also the driving force for combinatorial optimization research. The application of artificial intelligence in combinatorial optimization also plays a positive role in developing artificial intelligence itself. When there is a general algorithm that can solve all combinatorial optimization problems, the era of general artificial intelligence may come.

5.7.4. Explainability

There are many theoretical studies on combinatorial optimization (CO). Nevertheless, there are relatively few theoretical studies on applying deep reinforcement learning to CO. As stated earlier, we do not know precisely how far resulting solutions are from the optimal solution and whether they strictly satisfy the constraints. Therefore, it is necessary to conduct theoretical research on applying deep reinforcement learning to combinatorial optimization problems and study models that can satisfy more complex constraints. It is also a promising direction to exploit the methods of mathematics, operations research, computer science, and other disciplines to conduct basic theoretical research to enhance the explainability of these models.

6. Concluding remarks

We summarized deep reinforcement learning applied to graph combinatorial optimization in recent years, and described some learning models and algorithms in detail. We (1) clarified the significance and purpose of such a related research, (2) emphasized the fundamental motivation of applying deep reinforcement learning, (3) analyzed and summarized the performance comparison between different methods, and (4) sorted out the challenges faced by learning-based methods and future research directions. The fundamental advantage of learning-based methods over traditional algorithms is the ability to automatically learn heuristics,
extend to large-scale instances, and generalize to other similar problems. The combination of state-of-the-art learning models with classical algorithms will be mainstream in the near future.
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