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Abstract—Elucidating biological mechanisms underlying complex diseases is an important goal in biomedical research. Recent advances in biological technology have enabled the generation of massive volume of data in genomics, transcriptomics, proteomics, epigenomics, metagenomics, metabolomics, nutriomics, etc., leading to the emergence of systems biology approach to investigating complex diseases. However, most of the data remain underutilized after their initial acquisition and analysis. There is a growing gap between the generation of the multifaceted data and our ability to integrate and analyze them.

Inspired by the observation that many of the aforementioned data can be represented by networks, we propose a network-based model to encapsulate the rich information provided in each database and to connect across different databases. We integrate several public databases to construct a heterogeneous network in which nodes are entities such as genes, miRNAs, diseases, and edges represent known relationships between them. One fundamental challenge is how to perform meaningful analysis on such network, overcoming the intrinsic heterogeneity. We propose a network embedding method to learn a low-dimensional vector space that best preserves the known relationships between entities. Based on the learned vector representations, entities that are close to each other but currently do not have known direct connections, are likely to have an association and therefore are good candidates for future investigation.

In the experiments, we construct a heterogeneous network of genes, miRNAs and diseases using data from six public databases. To evaluate the performance of the proposed method, we predict disease-gene and disease-miRNA associations. Comparison of our novel method with several state-of-the-art methods clearly demonstrates the advantage of our method, as it is the only one that takes full advantage of the rich contextual information provided by the heterogeneous network. The encouraging results suggest that our method can provide help in identifying new hypotheses to guide future research.

Index Terms—Heterogeneous Network, Network Embedding, Disease-related Association Prediction

I. INTRODUCTION

Recent technological advances have equipped scientists with the abilities to generate and analyze a massive volume of data to better elucidate biological mechanisms underlying complex diseases [1]. This has led to the development of many large databases to store and organize the accumulated data and knowledge, many of which were produced and maintained by large collaborative efforts. For example, the DisGeNET database [2] integrates human gene-disease associations from various expert-curated databases [3]–[6]. The miRNet database [7] collects data from eleven miRNA-disease datasets [8], [9]. A recent survey reviewed that there are more than 500 such databases that are actively maintained. Many of these databases also provide observed and/or derived knowledge of relationships between biological entities and diseases. For example, the Human Reference Protein Database (HPRD) [10] maintains the protein-protein interaction network; the MISIM database [11] has the miRNA similarity network; the MIMiner [12] provides a disease similarity network. Accurate modeling of complex biological interactions requires a systems approach to simultaneously consider these multifaceted data, including but not limited to genes [13], miRNAs [14], proteins [15], drugs [16], side-effects [17]. It may not only bring mechanical insights to deepen our understanding of complex diseases but also help us to identify new hypotheses to guide future research and exploration. Even though there has been significant progress made by several large consortia such as ENCODE, GTEx, we observe a growing gap between our abilities in generating data and our abilities in analyzing, integrating, and interpreting the data. Most current studies usually focus on data generated in a controlled environment by themselves or by collaborators from the same consortium, to ensure that data are generated under homogeneous settings and are directly comparable. Consequently, data generated from prior studies as well as the derived knowledge (maintained in public databases) remain largely underutilized. A fundamental challenge is the heterogeneity in data types, experimental technologies, and settings. In this paper, we propose a network-
based analytics model to overcome this challenge.

Our method was inspired by the observation that many of the aforementioned data can be represented by networks in which the nodes are entities such as genes, miRNAs, proteins, diseases, and the edges represent known relationships between these entities. As there are many different types of entities, the relationships may also be of different types (e.g., gene-disease association, protein-protein interactions). Both nodes and edges may have auxiliary attributes (or weights) further depicting the properties of corresponding entities and relationships. In order to make full use of the information provided by the constructed network, we propose to employ the network embedding method [18], [19] which has been successfully demonstrated its power in detecting and predicting relationships between individuals in a social network. Network embedding produces a low-dimensional vector space that best preserves the known relationships between entities. Each entity (e.g., gene, miRNA or disease) is represented by a vector and mapped to a point in the embedding space. The stronger the relationship(s) between two entities, the closer they are in the embedding space. Figure 1(a) shows a sub-network of one disease (i.e., prostate cancer), two genes (i.e., ATM, ZNF804A), two miRNAs (hsa-mir-21, hsa-mir-223), as well as their known connections (represented by solid edges) to other diseases, genes, and miRNAs. Figure 1(b) shows a two-dimensional projection of a small region surrounding prostate cancer in the network embedding space in which genes and miRNAs that are known to be associated with prostate cancer are distributed within close proximity to prostate cancer. The four dashed edges indicate the top two genes and two miRNAs predicted to be associated with prostate cancer by our method.

Learning network embedding on aforementioned heterogeneous networks faces several challenges. The nodes may represent entities of disparate nature, Edges between them may represent vastly different relationships, each may be with different weight or confidence. Traditional network embedding methods [18], [19] were designed for homogeneous networks and thus may not be able to incorporate this rich information. To tackle these challenges, we propose HeteWalk, which employs a meta path-controlled random walk to learn network embedding for a heterogeneous network. The meta paths are used to capture rich contextual information provided by the heterogeneous network. The random walk procedure on the network is controlled by both the meta paths and edge attributes/weights. In the learned embedding space, entities that are in close proximity but currently do not have direct connections are the ones of high potential of being associated and thus are good candidates for future research by scientists.

To evaluate the performance of the proposed method, we construct a heterogeneous network of genes, miRNAs, and diseases using data from six public databases and perform two disease-related prediction tasks, which are gene-disease and miRNA-disease association prediction. We compare our method with the state-of-the-art disease-related association prediction methods and network embedding methods. We find that our method outperforms all alternative methods. We also observe that including additional datasets will always improve the accuracy of the prediction by our method. We also find that many predictions made by our method are confirmed in the latest miRNet dataset [7], which further demonstrates the effectiveness of our methods in guiding biological experiments to identify novel disease-related associations.

The rest of the paper is organized as follows. Section II introduces the materials and methods proposed in this paper. Experiments and results are shown in Section III. Finally, the conclusion is in Section IV.

II. MATERIALS AND METHODS

A. Network Construction

Although there has been a large number of databases to store and organize the accumulated biological data, data generated from prior studies remains largely underutilized. One fundamental challenge is the heterogeneity in data types, experimental technologies and settings. In this section, we present how to construct a weighted heterogeneous network to integrate data from different sources. This serves as the foundation of all subsequent analysis.

1) Datasets: In this paper, we use data from six public databases to illustrate the concept and demonstrate the utility of our method. These six databases provide the similarity networks and association networks between three types of biological entities: genes, miRNAs and diseases.

- Gene (proteins) interaction network: 39,240 protein-protein interactions (PPI) are obtained from the Human Protein Reference Database (HPRD) [10] that was manually curated by expert biologists extracted from literature. For any two proteins that have direct interactions, their corresponding protein-coding genes are connected by an edge with weight 1.0 in the HPRD network.

- miRNA similarity network: The miRNA similarities are obtained from the MISIM database [11], which contains the pairwise functional similarity of 271 miRNAs. The similarity score of each link ranges from 0 to 1.

- Disease phenotype similarity network: The disease similarities for human were derived from the MimMiner [12], which uses a text-mining approach to classify human phenotypes from the Online Mendelian Inheritance in Man (OMIM) database [21]. Each link is associated with a score between 0 and 1 to indicate their similarity.

- Gene-Disease association network: This network is extracted from DisGeNET database [2], which integrates
human gene-disease associations from various expert-curated databases. We use 19,714 entries whose disease phenotypes can be linked to OMIM terms. Each association has a score between 0 and 1 according to confidence.

- Gene-miRNA interaction network: The miRTarBase database [20] provides gene-miRNA interactions collected by manually surveying pertinent literature related to functional studies of miRNAs. The collected interactions are validated experimentally by reporter assay, western blot, microarray or next-generation sequencing experiments. When constructing the network, the weights of 7,269 interactions supported by strong experimental evidences (Reporter assay or Western blot) are set to 1, while the weights of 13,990 interactions supported by weak experimental evidences (Microarray or pSILAC) are set to 0.3.

- miRNA-Disease association network: We integrate two datasets to generate this network. The first one contains 242 miRNA-disease phenotype associations provided by Chen et al. [8]. The second one is extracted from miRNet datasets [7], which contain a large collection of verified miRNA-disease associations integrated from miR2Disease [22], HMDD [23] and Phenomir [24]. We extract the records whose disease names can be mapped to their corresponding OMIM ids to get 666 miRNA-disease associations. After removing duplicated records, there are 878 miRNA-disease associations within 267 miRNAs and 59 diseases in total. All the weights are set to 1.0 since the associations have been verified at a high confidence level.

2) Weighted Heterogeneous Network: In the aforementioned networks, genes are represented by their gene symbols in HPRD [10], miRNAs are represented by their names and disease phenotypes are represented by their corresponding OMIM ids [21]. We construct a heterogeneous network by connecting all six networks via shared nodes. The description of the constructed heterogeneous network is summarized in Table I. The schema of the constructed heterogeneous network is illustrated in Figure 2. It contains three types of nodes, where squares are diseases, circles are miRNAs, and rhombuses are genes. The solid lines indicate the links observed from the datasets, while the red dashed lines are the associations we want to predict, including gene-disease associations and miRNA-disease associations.

The constructed heterogeneous network not only contains different types of entities, but also provides relationships with different weights or confidence levels. Note that the weights on different types of links are not directly comparable since they are derived from different datasets. For example, if the weight between prostate cancer (disease) and ATM (gene) is higher than prostate cancer and hsa-mir-21 (miRNA), it does not necessarily indicate ATM is more related to prostate cancer than hsa-mir-21. Therefore, given a weighted heterogeneous network, our next step is to generate a feature space in which similarities and associations between entities of heterogeneous types become quantitatively measurable and predictable.

B. HeteWalk

Our method applies network embedding method to learn a low dimensional vector representation for each node in the network, which preserves the known relationships. A key intuition of our approach is that genes (or miRNAs, diseases)
that are of close proximity in the heterogeneous network are
more likely to be related. For example, a gene that plays a
significant role in one disease may likely to play a similar role
in a similar disease. This insight enables us to predict unknown
disease-related associations based on the known relationships
in the network.

1) Learning the Network Embedding: Given a network,
network embedding aims to learn a low dimensional vector
representation of nodes which preserves contextual similarities
of the nodes. The idea originated from the concept of word
embedding in natural language processing, that learns a feature
space in which words surrounded by similar contexts tend
to carry similar semantics and have similar feature represen-
tations [25]. Recently, several network embedding methods
[18], [19] demonstrated superb performance in tasks such
as node classification and link prediction. In order to learn
a good network embedding, we need to maximize the co-
ocurrence probability of a node and its related nodes (i.e.,
those connected with direct links) in the network. Given a node
\( v_i \) and the set of related nodes \( N(v_i) \), we want to maximize
the probability that \( N(v_i) \) appear in close proximity from node
\( v_i \). If we assume that the probability of observing each node
is independent of observing any other node, our goal is to
maximize the objective function:

\[
\prod_{v_i \in V} \text{Pr}(N(v_i)|v_i) = \prod_{v_i \in V} \prod_{v_j \in N(v_i)} \text{Pr}(v_j|v_i)
\]

(1)

The conditional probability is defined by the softmax function:

\[
\text{Pr}(v_j|v_i) = \frac{e^{\phi(v_j)} \cdot \bar{c}_j}{\sum_{k \in V} e^{\phi(v_k)} \cdot \bar{c}_k}
\]

(2)

where \( V \) is the set of nodes in the network, \( \bar{c}_j \) is the vector representation of node \( v_j \) and \( \bar{c}_j \) is the auxiliary context vector
of node \( v_j \).

Both vectors are latent \( d \)-dimensional vectors to be learned.
Most of the existing network embedding models, however,
assume homogeneous networks in which all nodes are of the
same type. How to compute meaningful network embedding
on heterogeneous networks remains an open problem. In our
setting, a disease node may be linked to other diseases, genes,
mRNAs. To better capture the contextual properties of a node
in such a network, it may be beneficial to go beyond related
nodes connected with direct links. For example, if a gene
and a disease can be connected by a path of multiple links
such as \( \text{Gene} \xrightarrow{\text{gene similar with}} \text{Gene} \xrightarrow{\text{associated with}} \text{Disease} \) or \( \text{Gene} \xrightarrow{\text{associated with}} \text{miRNA} \xrightarrow{\text{associated with}} \text{Disease} \),
they may be related as well. Next, we show how such
paths may be utilized in learning network embedding for a
heterogeneous network.

2) Meta Path Controlled Random Walks: A meta path
\( \mathcal{P} \) is used to describe a category of relationships between
two types of nodes, which can be denoted in the form of
\( A_1 \rightarrow A_2 \rightarrow \cdots \rightarrow A_m \), where \( A_i \) represents an object
type (e.g., gene, miRNA or disease) [26]. Two nodes in a
heterogeneous network may have multiple relationships that
can be categorized by several meta paths.

For example, the meta path \( \text{Gene} \xrightarrow{\text{assoc}} \text{Disease} \) describes
a directly linked gene-disease association; the meta path
\( \text{Gene} \xrightarrow{\text{sim}} \text{Gene} \xrightarrow{\text{assoc}} \text{Disease} \) describes a relationship
that a gene is similar to another gene has known to be
associated with the disease; the meta path \( \text{Gene} \xrightarrow{\text{assoc}} \text{miRNA} \xrightarrow{\text{assoc}} \text{Disease} \) describes that a gene and a disease
are both related to a given miRNA.

Meta paths are an effective means to characterize indirect
relationships between certain types of entities. The number of
distinct meta paths grows exponentially with the number of
entity and relationship types as well as the meta path length,
providing a rich language describing contextual properties of
the network. To further take consideration of the link weight,
for each meta path, we employ a meta path controlled random
walk to explore the related nodes. A meta path defines the type
of node to be visited at each step, while the link weights deter-
mine the probability of which each node is selected. Starting at
node \( v_i \), given a meta path \( \mathcal{P} = A_1 \rightarrow A_2 \rightarrow \cdots \rightarrow A_m \),
the random walk will only visit a node of type \( A_k \) at the \( k \)th step.
If multiple nodes of type \( A_k \) exist, we select a node randomly
with a probability proportional to its link weight. The higher
the link weight, the higher the probability to be selected. For
the current node \( v_i \) with type \( A_k \), the transition probability to
another node \( v_j \) is defined as:

\[
\text{Pr}(v_j|v_i; \mathcal{P}) = \begin{cases} 
0 & (v_i, v_j) \notin E \\
0 & (v_i, v_j) \notin E, \phi(v_j) \neq A_{k+1} \\
\frac{w_{ij}}{\sum_{\phi(v_k) = A_{k+1}} w_{ik}} & (v_i, v_j) \in E, \phi(v_j) = A_{k+1}
\end{cases}
\]

(3)

where \( \phi(v_i) \) indicates the node type and \( w_{ij} \) is the link weight
between \( v_i \) and \( v_j \). Given a meta path, the random walk
procedure generates a node sequence starting from each node.

In order to generate a sufficient number of node sequences,
the random walk procedure will be repeated starting from each
node. The number of executions of each meta path determines
the number of related nodes explored by such meta path in
the generated node sequences. In other words, we can adjust
the importance of each meta path by controlling the number
of node sequences generated from it, which is a tunable
parameter in our method.

After we get a set of node sequences, we now learn the
node vector representations. As described in Eq(2), the goal is
to maximize the co-occurrence probability of each node and
its related nodes. In other words, for nodes appearing in the
same node sequence, we will update their node embeddings
according to Eq(2). However, the number of node pairs in all
node sequences is very large, so the evaluation of Eq(2) can
be prohibitively expensive. Inspired by its success in word
embedding methods, we apply negative sampling [27] and
derive the following approximation term:

\[
\log \text{Pr}(v_j|v_i) = \log \sigma(\bar{x}_i^T \cdot \bar{x}_j^T) + \sum_{n=1}^{K} \log \sigma(-\bar{x}_i^T \cdot \bar{x}_n^T)
\]

(4)

where \( \sigma(x) = \frac{1}{1+e^{-x}} \) and \( \text{NEG}(v_j) \) is the distribution from
which a negative node \( v_j \) is selected. \( K \) is the size of negative
samples.

For each node pair \((v_i, v_j)\) appearing in the same
node sequence, we randomly select \( K \) negative node
pairs \((v_i, v_N)\), where \( v_N \neq v_j \) and \( \phi(v_N) = \phi(v_j) \).
The model is updated by maximizing the score of positive sample \((v_i, v_j)\) and minimizing the scores of all negative samples \((v_i, v_K)\). For example, if we have a node sequence \((Gene_1, Gene_2, Disease_1)\) generated by the meta path \(\text{Gene} \xrightarrow{\text{sim}} \text{Gene} \xrightarrow{\text{assoc}} \text{Disease}\), there are 3 positive node pairs \((Gene_1, Gene_2), (Gene_1, Disease_1), (Gene_2, Disease_2)\). Take \((Gene_1, Disease_1)\) as an example. We then randomly choose \(K\) nodes whose types are disease, denoted as \(\text{Disease}_1, \ldots, \text{Disease}_N\), where \(\text{Disease}_N \neq \text{Disease}_1\). The positive sample \((Gene_1, Disease_1)\) and \(K\) negative samples \((\text{Gene}_1, \text{Disease}_N)\) are fed into the model together and their corresponding node vectors are updated according to Eq(4) by Stochastic Gradient Descent (SGD) [28].

3) Predict Disease-related Associations: After we learn the network embedding, all types of nodes (genes, miRNAs and diseases) in the heterogeneous network are projected into the same vector space. We can now use the cosine distance to measure their relationships. For disease-related association prediction, if a disease vector and a gene/miRNA vector that do not have direct connection in the network are close to each other in the learned embedding space, they have high potential to be associated and thus are a good candidate for future research by scientists.

III. RESULTS AND DISCUSSION

A. Comparison with other methods

To demonstrate the effectiveness of HeteWalk, we compare our method with several state-of-the-art methods. These methods are divided into two groups. Methods in the first group, including CATAPULT [5], HSMP and HSSVM [6], [9], are designed to predict Disease-Gene associations [5], [6] or Disease-miRNA associations [9]. All these methods are designed for detecting a specific type of associations (i.e., gene-disease or miRNA-disease). We adapt them to run on our gene-disease-miRNA heterogeneous network. CATAPULT uses a biased support vector machine in which the features are derived from paths of different lengths. Both HSMP and HSSVM use the HeteSim score [29] to measure the relevance between nodes. The HeteSim score of a given path between two nodes measures the reachability of the two nodes along that path. HSMP combines HeteSim scores of different paths with a constant that dampens the contributions from longer paths, while HSSVM method uses a supervised machine learning method to combine HeteSim scores.

The second type of method we compare to is DeepWalk [18] which is a popular network embedding method defined on a homogeneous network. Different from our method, DeepWalk ignores the heterogeneous information and uses a vanilla random walk procedure, although the network we constructed is heterogeneous.

Our method, HeteWalk, utilizes meta path-controlled random walks for the heterogeneous network embedding. The learned node vectors are used to predict entities (e.g., genes, miRNAs) that are of high potential associated with diseases.

<table>
<thead>
<tr>
<th>Table II</th>
<th>Meta paths between gene-disease and miRNA-disease.</th>
</tr>
</thead>
<tbody>
<tr>
<td>gene-disease</td>
<td>miRNA-miRNA, miRNA-Disease, Disease-miRNA, miRNA-Gene</td>
</tr>
<tr>
<td>miRNA-disease</td>
<td>miRNA-Gene, miRNA-Disease</td>
</tr>
</tbody>
</table>

B. Experiment settings

In the experiments, we evaluate the performance of predicting two types of association: gene-disease association and miRNA-disease association. We use the meta paths to generate node sequences. We set the vector dimension to be 128, the number of walks for each node and each meta path to be 10, and the size of negative samples to be 5. We demonstrate in Section III-E that the performance is not sensitive to the setting of vector dimensionality and number of walks per node. Except for DeepWalk that can only run on homogeneous networks, all other methods use the same set of meta paths. Considering meta path construction, we first extract all non-redundant meta paths for correlations of target entities type separately. Then we combine two or more to construct redundant meta paths. We only extract short meta paths with limited path length, because long meta paths are not quite useful in capturing the linkage structure [26]. The meta paths we extract are shown in Table II.

C. Effectiveness measurement

We partition the known disease-related associations randomly into 10 sets of equal size. In each experiment, a subset of them are used for training and the remaining ones are used for testing. We vary the training ratio from 50% to 90%. For each training ratio, the experiments are repeated 10 times and the average Area under Receiver Operating Characteristic curve (AUROC) score is reported. The results for each method with different training ratio are listed in Table III (miRNA-disease association prediction) and Table IV (gene-disease association prediction).

We observe that HeteWalk consistently achieves the best performance in both disease-related association prediction tasks for all training ratios. In the miRNA-disease association prediction, HeteWalk is able to achieve an almost perfect AUROC score 0.969 with 90% training data. In the gene-disease prediction, since we have a relatively large number of candidate associations, the best score of HeteWalk is 0.798.

HeteWalk outperforms other heterogeneous network-based disease prediction methods, including CATAPULT, HSMP, and HSSVM. Although these methods explore the heterogeneous network by the same meta paths as HeteWalk, they all extract simple features on path connectivity between two nodes. In contrary, HeteWalk optimizes on preserving known relationships between nodes by maximizing the co-occurrence probability of all node pairs in a node sequence generated by a meta path. DeepWalk shows poor performance mainly because it’s designed for homogeneous networks. When selecting the next
node at each step of a random walk, it treats nodes and links of different types equally. Therefore, the embedding space fails to preserve the relationships between certain types of entities.

D. Power of heterogeneity

In this section, we investigate the ability of each method in handling heterogeneity and demonstrate the benefit of integrating multiple data sources. We generate another two sets of heterogeneous networks that contain only two types of nodes. In the gene-disease association prediction task, we only combine G-G, G-D and D-D networks listed in Table I. In the miRNA-disease association prediction task, we only use D-D, M-M, and D-M networks.

In this experiment, we use 3-fold cross-validation: we split the known disease-related associations into three groups of equal size, and each time use two groups for training and one for testing. The average score for each method is shown in Figure 3. We can observe a clear advantage of combining all networks together into a heterogeneous network, especially in the miRNA-disease association prediction tasks. That is because the known relations between miRNAs and diseases are sparse which alone may be insufficient to warrant reliable prediction. The gene-related datasets help to establish some indirect connections between miRNAs and diseases, which may be captured by the meta paths on the heterogeneous network. This suggests that integrating multifaceted data will deepen our understanding of complex diseases and further improve the prediction. In fact, even though we demonstrate the utility of HeteWalk on six databases, HeteWalk has the ability to integrate any number of data sources as long as they may be represented as a heterogeneous network. There is no limit on the number of entity types or relationship types.

E. Parameter sensitivity

Following the same experimental setting in the 3-fold cross validation, we study the parameter sensitivity of HeteWalk measured by AUROC. Figure 4 shows the performance with different embedding dimensions and different number of walks per node. From Figure 4(a), we observe that the best performance is achieved around 128 dimensions. Similarly, we find that the performance is almost stable when the number of execution is more than 10 walk per node. Both figures suggest that 128 embedding dimensions and 10 walks per node are optimal settings for network embedding in our study.

F. Top-ranked disease-related associations for selected diseases

In order to study which genes or miRNAs may play an important role in a certain disease, we show the top candidates predicted by HeteWalk for four disease phenotypes (In Table V), For each disease, the left column contains the top-ranked genes while top-ranked miRNAs are in the right. The numbers indicate their original ranking before known associations are removed in the results. The results are ranking according to the cosine distances between each disease and the candidate genes/miRNAs and the known associations are not shown.

Although the diseases may already have a lot of associated genes and miRNAs in the training set, the known associations are not always ranked high on the list. For example, insulin resistance (125853) has 33 known related genes, while only 5 of them are among the top-10 genes for the disease. This is because their link weights are relatively low in the network, showing a weak association with insulin resistance. Genes that have a complex relationship with insulin resistance can be captured by several meta paths and their distances in the embedding space are likely to be closer than some known associations.

In addition to insulin resistance, the results of other diseases also contain a large number of unknown associations with genes or miRNAs. Such results may help guide biological experiments to identify novel disease-related associations.

G. Validation and comparison of the top-ranked miRNA-disease associations prediction

To verify the effectiveness of our methods, we manually check the predicted miRNA-disease associations. We use the miRNet dataset [7] to verify the predicted disease-related miRNAs. The dataset contains a large collection of verified miRNA-disease associations from miR2Disease [22], HMDD [23] and Phenomir [24]. Since each disease is represented by disease name instead of OMIM id, we only incorporate part of the records (666 of 19,342) when constructing the heterogeneous network. We use the remaining ones to verify the top-ranked miRNA-disease associations predicted by HeteWalk.
TABLE V
Top 10 unknown disease-related associations predicted by HeteWalk.

<table>
<thead>
<tr>
<th>Conclusions</th>
<th>miRNA</th>
<th>Gene</th>
<th>miRNA</th>
<th>Gene</th>
<th>miRNA</th>
<th>Gene</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alzheimer disease</td>
<td>hsa-let-7a-1</td>
<td>hsa-mir-595</td>
<td>hsa-let-7a-1</td>
<td>hsa-mir-595</td>
<td>hsa-let-7a-1</td>
<td>hsa-mir-595</td>
</tr>
<tr>
<td>HNF1B</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CHMP2B</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ATM</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TNF</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ABL1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CDH8</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>GRN</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ZNF804A</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Prostate cancer</td>
<td>hsa-mir-125b-1</td>
<td>hsa-mir-510</td>
<td>hsa-mir-21</td>
<td>hsa-mir-510</td>
<td>hsa-mir-21</td>
<td>hsa-mir-510</td>
</tr>
<tr>
<td>PPARG</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>USP8</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>ENTPD6</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BCR</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>TBP</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>BEND2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

In the experiment, we use the whole dataset in Table I to construct the heterogeneous network and run the algorithm to learn the embedding for each node. We select three database miRNAs which have the largest number of verified records in the miRNet dataset and then report the top 10 diseases predicted to have associations to each miRNA in Table VI. We are able to confirm many of these predictions. There are 8, 7 and 6 confirmed associations for hsa-mir-21, hsa-let-7a-1, and hsa-mir-125b-1 respectively. This result further validates the effectiveness of our methods.

The first column in Table VI shows the ranking of each predicted disease among all associated diseases. The second column shows the diseases with predicted associations and their OMIM id. The third shows whether the predicted associations can be found in miRNet. For these three miRNAs (hsa-mir-21, hsa-let-7a-1, hsa-mir-125b-1), the number of their known disease associations in the training set is 7, 11 and 4 respectively. From the ranking results, we observe that not all known associations are ranked high. The reasons are two folds. (1) Some of the known associations have relatively low weights, indicating a weak relationship with the disease. (2) Although some diseases and miRNAs currently do not have direct connections in the training data, they are well connected with each other by multiple meta paths in the heterogeneous network. Such candidate diseases therefore are more related to the miRNAs than those diseases connected with low link weights, and they have a high probability to be predicted by HeteWalk.

We also compare the top 10 predicted disease phenotypes of 3 miRNAs returned by alternative methods. The results predicted by CATAPULT, HSMP and HSSVM are listed in Table VII, VIII and IX. In these tables, records verified by miRNet are in bold. The numbers indicate their original rankings. We omit known associations in the lists. We compare them with the results returned by HeteWalk in Table VI.

The predictions returned by CATAPULT (Table VII) contain a very high degree of overlap between the 3 miRNAs. We can see that Male germ cell tumor (273300) appears in all predicted candidate diseases of the 3 miRNAs with a high rank (top 3). Male germ cell tumor (273300), Nonmedullary Thyroid cancer (188550) and Enterocolitis(226150) also appear in all 3 lists. This is because CATAPULT has a bias towards the nodes with larger node degrees, and may therefore overlook important connections only specific to an individual miRNA.

The predictions returned by HSMP (Table VIII) and HSSVM (Table IX) have lower degree of overlap in the top-ranked predictions compared to CATAPULT. The associations verified by miRNet are in bold in each table, where we can find the number of verified predictions are 5, 5, 5 and 6, 1 respectively, fewer than that of HeteWalk, which are 8, 7, 6.

IV. CONCLUSION

In this paper, we propose a novel method, HeteWalk, for disease-related association prediction. The method first constructs a heterogeneous network from multiple data sources and then learns a low-dimensional feature vector for each node in the network. The learned network embedding well captures the contextual properties of the network to allow for accurate prediction of disease-related associations. In the experiment, we evaluate our method on gene-disease association prediction and miRNA-disease association prediction tasks. We demonstrate the advantages of our method over alternative methods across multiple measurements. Although we use only three types of biological entities (i.e., genes, miRNAs, and diseases) from six databases to construct the network, HeteWalk is capable of incorporating any number of heterogeneous data sources to achieve better prediction power.
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