Recent Innovations in Voice Assessment Expected to Impact the Clinical Management of Voice Disorders
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Abstract

This article provides a summary of some recent innovations in voice assessment expected to have an impact in the next 5–10 years on how patients with voice disorders are clinically managed by speech-language pathologists. Specific innovations discussed are in the areas of laryngeal imaging, ambulatory voice monitoring, and “big data” analysis using machine learning to produce new metrics for vocal health. Also discussed is the potential for using voice analysis to detect and monitor other health conditions.
Introduction

For speech-language pathologists (SLPs), the purpose of a clinical voice assessment is to fully characterize the impact of a voice disorder on a patient’s vocal function and to determine the effects of the disorder on the patient’s ability to function in daily life. This information is then used as a basis for determining treatment, prognosis, and the need for additional referrals (Roy et al., 2013). Qualitative judgments of vocal impairment and voice-related disability are typically obtained using instruments such as the Consensus Auditory-Perceptual Evaluation of Voice (Kempster, Gerratt, Verdolini Abbott, Barkmeier-Kraemer & Hillman, 2009) and Voice-Related Quality of Life (Hogikyan & Sethuraman, 1999). Although these rating schemes yield crucial outcome metrics, such patient- or clinician-based perceptual measures are prone to unreliability inherent to human judgment (Kreiman, Gerratt, Kempster, Erman, & Berke, 1993). Therefore, to increase measurement reliability, clinicians have historically searched for quantitative/objective measures of voice production that correlate with perceptual constructs such as degree of dysphonia (Awan, Roy, Jetté, Meltzner, & Hillman, 2010), pathological conditions such as vocal hyperfunction (Stepp, Merchant, Heaton, & Hillman, 2011), and mechanisms such as vocal fold collision (Titze & Hunter, 2015; Zañartu, Galindo, et al., 2014). The purpose of this paper is to highlight some recent advancements in the development of measures for assessing vocal function, especially those expected to impact the clinical management of patients with voice disorders in the next 5–10 years.

Innovations in Laryngeal Imaging

Laryngeal videostroboscopy remains the primary method for clinical assessment of voice disorders. However, videostroboscopy has some well-known limitations that have helped spawn advances in imaging technology. Such limitations include a reliance on periodic vocal fold vibration to obtain a stable videostroboscopic recording and the fact that the resulting images represent averages of multiple cycles of vibration (Mehta & Hillman, 2012). Thus, it is not possible to observe aperiodic vibration or other transient phenomenon that impact individual cycles of vibration (e.g., voice onset and offset, voice breaks, etc.), which could be helpful in better determining the pathophysiology of some voice disorders. These limitations have driven the development of high-speed imaging capabilities such as videokymography (Svec & Schutte, 1996) and high-speed videoendoscopy that record over 4,000 pictures per second (Deliyski & Hillman, 2010). Although these techniques provide the potential to accurately study clinically meaningful concepts, such as gaining a better understanding of the impact of aperiodic vocal fold vibration on laryngeal sound production (Mehta, Zeitels, et al., 2012), high-speed imaging technologies have not gained traction in everyday clinical practice due to high cost, limited availability of systems designed for clinical use (e.g., cameras tend to be large and cumbersome), and challenges associated with managing/analyzing the large amount of imaging data that are produced.

Technological advances continue to reduce the size and cost of digital high-speed video cameras, and it has become technically feasible to perform videostroboscopy and high-speed imaging with the same camera. These advances provide the basis for the future development of hybrid clinical systems that default to performing videostroboscopy but also enable triggering of high-speed imaging to capture selected short phonatory events of interest (Deliyski & Hillman, 2010). There have also been advances in digital image processing techniques for automating and increasing the efficiency of reviewing recordings from laryngeal high-speed imaging, as well as methods for enhancing/optimizing the visual inspection of the recorded images (Bonilha, Deliyski, Whiteside, & Gerlach, 2012)—all of which should be implemented in future clinical systems.

Another limitation of standard laryngeal videostroboscopy is that it only images the superior and some of the medial surface of the vocal folds during vibration, which forces clinicians to make “educated guesses” about the health of the vocal fold sub-epithelial layers based on surface
tissue behavior. This limitation has inspired efforts to apply/adapt a technique called optical coherence tomography (OCT) to image the sub-epithelial layers of the vocal folds during static and dynamic (vibratory) conditions. For imaging vocal folds, OCT uses the differential interaction/reflection of laser light to produce pictures of surface and sub-surface (~2 mm) tissue structure (Burns et al., 2005). Initial studies using OCT have demonstrated that these pictures of tissue depth/detail may improve an otolaryngologist’s ability to discriminate various types of vocal fold lesions, more accurately describe the depth of the lesion, and more clearly identify areas of scar tissue in the superficial lamina propria (Burns, 2012). This kind of information could have a significant impact on the team (otolaryngologist and SLP) management of voice disorders. For example, better information about vocal fold pathology such as lesion depth and/or amount/location of scar tissue could have profound influences on treatment planning and rehabilitative prognoses, including critical decisions about whether or not a patient should undergo surgical management prior to voice therapy. Efforts are underway to bring OCT technology from the operating room into the office for real-time, dynamic, three-dimensional vocal fold imaging (Coughlan et al., 2016; Iftimia et al., 2016).

Innovations in Ambulatory Voice Monitoring

It is believed that many voice disorders are caused by (or associated with) aberrant or abusive vocal behavior in daily life (Hillman, Holmberg, Perkell, Walsh, & Vaughan, 1989); therefore, ambulatory voice monitoring has been developed to objectize measure vocal function during a patient’s activities of daily living. There have previously been three commercially available ambulatory voice monitors developed for clinical use: the Ambulatory Phonation Monitor (APM; 2009), the VoxLog (firmware, 2.2.3, Sonvox AB, Umeå, Sweden), and the VocaLog (Griffin Laboratories, Temecula, CA). These monitors implement real-time processing that produces estimates of vocal sound pressure level (SPL), fundamental frequency \( f_0 \), and vocal dose measures (Svec, Popolo, & Titze, 2003). For specific technical information on all three voice monitors, see Van Stan, Gustafsson, Schallong, and Hillman (2014). Though the ability to track general voice use has been a critical research advancement for the voice field, the clinical impact of these devices has been small. This is due to the prohibitive costs of the devices (approximately $1,000 to more than $5,000 per device), difficulty interpreting the large amount of data collected (which could be over 1 million data points per day), and a lack of clear evidence-based support for clinical use of the measurements provided. For example, group-based differences between patients with voice disorders and healthy controls have been difficult to consistently demonstrate using traditional ambulatory estimates of SPL, \( f_0 \), and vocal dose measures (Boudreaux, 2011; Ghassemi et al., 2016; Ghassemi et al., 2014; Masuda, Ikeda, Manako, & Komiyama, 1993; Mehta et al., 2015; Nacci et al., 2013; Van Stan, Mehta, Zeitels, et al., 2015). However, on an individual basis, ambulatory voice biofeedback using SPL or \( f_0 \) has been successfully used to supplement therapy for patients with Parkinson’s disease (Schallong, Gustafsson, Ternstrom, Bulukin Wilen, & Sodersten, 2013), muscle tension dysphonia (Stadelman-Cohen, Van Stan & Hillman, 2014), and vocal fold nodules (Van Stan et al., in press).

Even though clinical adoption of ambulatory voice monitoring has thus far been limited, recent technological advances and ongoing research in this area continue to support its future potential. The cost issue has recently been addressed by using an application on a smartphone as the data collection platform (Mehta, Zañartu, Feng, Cheyne, & Hillman, 2012). Many investigations using ambulatory voice monitors have used a neck-placed accelerometer (ACC) as the preferred phonation sensor because of its inherent advantages over a microphone for this application (e.g., less obtrusive, maintains confidentiality, less sensitive to acoustic environmental noise). Recent efforts have focused on extracting additional and/or new measures from the ACC signal that are potentially more sensitive to pathological conditions (see Figure 1)—e.g., cepstral peak prominence (CPP), spectral tilt, and periodicity (Mehta, Van Stan, & Hillman, 2016)—and/or better reflect underlying physiological/pathophysiological phonatory mechanisms—for example, aerodynamic measures of subglottal pressure, maximum flow declination rate, and AC flow (Fryd, Van Stan,
Besides providing access to more clinically salient measures for voice assessment, newer voice monitoring systems have the potential to play a role in the treatment of voice disorders by providing ambulatory biofeedback to reinforce voice therapy tasks or concepts outside of the clinic (Schalling et al., 2013; Van Stan, Mehta, & Hillman, 2015; Van Stan et al., in press), which
addresses the frequently noted difficulty of carrying over newly learned vocal behaviors into daily life (Ziegler, Dastolfo, Hersan, Rosen, & Gartner-Schmidt, 2014). Other capabilities could include remote monitoring and transfer of patient voicing data to the clinic (to potentially reduce the number of clinic visits), real-time viewing of current voice use statistics by patients on their smartphone/smartwatch, the incorporation of persuasive technology to help patients accomplish their behavioral change goals (Oinas-Kukkonen & Harjumaa, 2008), and the periodic collection of patient self-assessments such as vocal fatigue or vocal effort throughout the course of a day (Mehta et al., 2015).

**Using Machine Learning on “Big Data” for Voice Assessment**

As technology advances throughout the field of health care, more data (and measurements derived from that data) will be collected per patient to improve assessment and treatment procedures. These resulting databases are often too large and complex to enable traditional statistical analysis approaches to be used and could inhibit the efficiency of clinical assessment and decision making. For example, ambulatory voice monitoring can result in more than 1 gigabyte of data per day, which is impossible for a clinician to visually review and interpret in a reasonable amount of time. Also, adoption of electronic health records by most medical practitioners has resulted in the compilation of large amounts (terabytes) of health-care data that can contain unstructured quantitative and qualitative records (Murdoch & Detsky, 2013; Raghupathi & Raghupathi, 2014). Computational algorithms from the field of machine learning (Domingos, 2012) have the potential to find patterns contained in such complex data sets and subsequently provide suggestions or support for clinical decision making. Machine learning algorithms could theoretically take in large amounts of information and “learn” complicated multidimensional relationships that aim to answer clinical questions related to presence/absence of a condition, differential diagnosis (classification) among multiple conditions, and disease severity.

Recent work using machine learning approaches combined with ambulatory voice monitoring has shown potential to improve voice assessment in patients with vocal hyperfunction. More specifically, machine learning has been used on ambulatory voice monitoring data to search for multidimensional biomarkers capable of discriminating between people with vocal hyperfunction and normal voices. For example, Ghassemi et al. (2014) differentiated between patients with vocal fold nodules or polyps and matched normal controls using “supervised” classification techniques to identify salient $f_0$ and SPL-based “features” extracted from day-long recordings of the ACC signal. Also, Ghassemi et al. (2016) differentiated between patients with muscle tension dysphonia and matched normal controls when clustering the shape of individual glottal pulses from the neck-surface ACC waveform (an “unsupervised” algorithm) and also demonstrated potential for measuring the strength of treatment effects within a patient.

In the near future, the clinician could provide various types of patient information for a machine learning software program (e.g., past medical history, ambulatory monitoring data, and in-clinic voice measurements) and obtain an output describing how deviant the patient is from a multidimensional normative database. Therefore, the algorithm could help the voice therapist with clinical decision making through identifying vocally difficult daily situations, salient biofeedback measures, improvement (or lack thereof) from week to week, and discharge readiness, among others. Figure 2 illustrates an example of how machine learning can help improve voice disorder and voice quality classification.
Using Voice Analysis to Detect and Monitor Other Health Conditions

The larynx is prominently integrated into many bodily functions that are vital to basic survival (e.g., swallowing, breathing, and coughing), has direct connections to subcortical neurological systems associated with emotion (e.g., limbic system), and is crucial for countless learned behaviors (e.g., verbal communication, acting, singing, and culturally-important behavior; Simonyan & Horwitz, 2011). Combined with the fact that habituated coordination of laryngeal and articulatory muscles in speech and voicing occurs at rates ranging from 110 to 200 words per minute (Laver, 1994), it is reasonable to hypothesize that vocal function could begin to deteriorate at the early stages of various diseases or dysfunctions. Therefore, numerous research groups with diverse focuses are attempting to improve their assessment and treatment programs through investigating vocal biomarkers; which are then used to attempt early-stage disease diagnosis and monitor disease progression/status (e.g., response to medication). More specifically, voice measures such as amplitude, $f_0$, perturbation, and voice quality have been used to correlate with cognitive load (Quatieri et al., 2015), depression severity (Williamson, Quatieri, Helfer, Ciccarelli, & Mehta, 2014), mild traumatic brain injury (Helfer et al., 2014), Parkinson’s disease (Williamson, Quatieri, Helfer, Ciccarelli, & Mehta, 2015), amyotrophic lateral sclerosis (Horwitz-Martin et al., 2016), and congestive heart failure (Murton et al., 2016).

Investigations into neurocognitive status are potentially complementary and may help to improve clinical voice assessment. For example, patients with primary muscle tension dysphonia have been associated with introverted personality profiles, higher degrees of neuroticism, and aberrant physiological stress mechanisms (Roy & Bless, 2000). Therefore, if cognitive or affective disturbances could be detected from the voice signal, it would certainly improve the voice therapist’s diagnostic and therapeutic capabilities with this patient population. Also, if Parkinson’s disease medication effects could be tracked via vocal biomarkers, voice therapists could account for the
effectiveness of their behavioral therapy as the therapy interacts with medicated and non-medicated time periods.

Conclusions

Recent technological advancements are driving the development of new tools for clinical voice assessment. These tools include novel laryngeal imaging techniques, smartphone-based monitoring of patients’ vocal behaviors in daily life, machine learning algorithms to aid in clinical decision-making, and novel voice-based health/disease biomarkers. Together, these advancements have great potential to improve the prevention, diagnosis, and treatment of voice disorders. Ambulatory monitoring is already becoming a prevalent part of many people’s daily life, as demonstrated by the increasing number of commercial products from technology companies such as Fitbit, Apple, Samsung, Google, etc. And machine learning has been a routine aspect of daily life in recent years (internet search engines, movie recommendations, news feeds, speech recognition software, etc.). Therefore, we envision that the innovations described in this paper will have a high impact on the clinical management of patients with voice disorders in the years to come.
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