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**Abstract**

This paper investigates whether leading indicators can help explain the cross-country incidence of the 2008-09 financial crisis. Rather than looking for indicators with specific relevance to the current crisis, the selection of variables is driven by an extensive review of more than eighty papers from the previous literature on early warning indicators. The review suggests that central bank reserves and past movements in the real exchange rate were the two leading indicators that had proven the most useful in explaining crisis incidence across different countries and crises in the past. For the 2008-09 crisis, we use six different variables to measure crisis incidence: drops in GDP and industrial production, currency depreciation, stock market performance, reserve losses, and participation in an IMF program. We find that the level of reserves in 2007 appears as a consistent and statistically significant leading indicator of who got hit by the 2008-09 crisis, in line with the conclusions of the pre-2008 literature. In addition to reserves, recent real appreciation is a statistically significant predictor of devaluation and of a measure of exchange market pressure during the current crisis. So is the exchange rate regime. We define the period of the global financial crisis as running from late 2008 to early 2009, which probably explains why we find stronger results than earlier papers such as Obstfeld, Shambaugh and Taylor (2009, 2010) and Rose and Spiegel (2009a,b) which use annual data.
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1. **Introduction**

This paper sits in the long line of studies of early warning indicators, by attempting to identify variables that could have helped predict which countries were badly impacted by the global financial crisis of 2008-09. The crisis has renewed interest in such indicators. At its height in November 2008, the G20 group of nations asked the International Monetary Fund (IMF) to conduct new early warning exercises, followed by a call at the April 2009 London summit for the Fund “to provide early warning of macroeconomic and financial risks and the actions needed to address them.” Readers of the Early Warning Indicators literature have often gotten the impression that each generation of models is only able to explain the preceding wave of crises and has to be jettisoned when the next crisis comes. An assessment of whether any variables from the past can explain incidence of the 2008-09 crisis is highly relevant to evaluating the usefulness of such exercises.

The 2008-09 crisis is particularly well suited for undertaking an assessment of the potential usefulness of leading indicators. First, the very large magnitude of the crisis makes it a good candidate against which the predictive power of various variables can be tested. Second, the crisis was uniquely broad and relatively synchronized across the global economy. Thus, in contrast to the international debt crisis that began in Latin America in 1982 and the East Asia crisis that began in Thailand in 1997, issues related to the timing of crisis incidence and the modeling of staggered spillover effects can be largely finessed.

It is important to be clear that our paper is not a study of the origins of the global financial crisis. Others have pondered how and why a crisis originated in US financial markets in 2007-08, sharply reducing international investors’ appetite for risk. Precisely because the crisis came largely as an exogenous, external and simultaneous shock to most emerging markets and other countries, we wish to take advantage of the episode to test the usefulness of previously proposed indicators of country vulnerability to crises. We are here looking at the victims of contagion, not the originators. In the language of global “push factors” versus local “pull factors,” we are here looking only at the role of the latter.[[1]](#footnote-1)

The next section of the paper conducts an extensive review of more than eighty papers from the pre-2008 early warning indicators literature. We ask whether any variables had consistently proven successful as leading indicators of crisis incidence in the past. This review determines the selection of variables for the empirical analysis of the effects of the 2008-09 crisis.

The third section of the paper investigates which countries proved most vulnerable during the 2008-09 crisis. We see whether any of the economic or financial variables were able to predict successfully the incidence of the financial crisis. The focus is on the variables identified in the literature review, rather than indicators specifically selected for the 2008-09 crisis. A country is considered to have been more vulnerable if it experienced larger output drops, bigger stock market falls, greater currency weakness, larger losses in reserves, or the need for access to IMF funds. The fourth section of the paper evaluates the economic significance of the results and draws policy implications.

* 1. **The Challenges of the Early Warning Indicators Literature**

Empirical research on early warning indicators is extensive. However, identifying broad lessons is fraught with difficulties. First, the definitions of a financial crisis and the severity of incidence vary widely, as highlighted by both Kaminsky, Lizondo and Reinhart (1996) – henceforth KLR -- and Abiad (2003). The literature investigates different types of crisis, in different countries and over different time periods. Second, the variables examined as indicators are selected with the benefit of hindsight, albeit usually based on some underlying economic reasoning. Even if these are found statistically significant, the generalizability of the results is questionable if they have been identified after the crisis has occurred.

To overcome these limitations, the approach taken here is to identify the causes and symptoms of financial crises that have been most consistent over time, country and crisis. We conduct a broad review of the literature and attempt to categorize systematically the empirical findings into a ranking of the indicators that most often have been found to be statistically significant. We then examine the success of the indicators identified in the earlier literature in predicting which countries were hit in the 2008-09 financial crisis.

**2.2 Definitions of “crisis” and “crisis incidence”**

As noted, definitions of a crisis vary. The literature uses both discrete and continuous measures to define a crisis. Discrete measures are usually in the form of binary variables, which define a crisis as occurring once a particular threshold value of some economic or financial variable has been breached. The vast majority of studies include some measure of changes in the exchange rate. Frankel and Rose (1996) define a “currency crash” as a depreciation of the nominal exchange rate of more than 25% that is also at least a 10% increase in the rate of nominal depreciation from the previous year. Exchange rate changes have often been combined with movements in reserves to create indices of exchange market pressure that measure crisis intensity regardless of exchange rate regime.[[2]](#footnote-2) Eichengreen, Rose and Wyplosz (1995) popularized another criterion: they created an index of speculative pressure which adds interest rate increases alongside reserve loss and depreciation[[3]](#footnote-3) and defined an “exchange market crisis” as occurring when the index moves at least two standard deviations above its mean.

Continuous measures of crisis incidence overcome the problem of defining particular thresholds by measuring crisis intensity on a continuous scale. These include nominal exchange rates and real exchange rates[[4]](#footnote-4) and speculative pressure indices. Some measures of crisis have included the drop in GDP and the drop in the equity market.[[5]](#footnote-5) Some authors use regime-switching approaches that define a crisis endogenously by simultaneously identifying speculative attacks and the determinants of switching to speculative regimes.[[6]](#footnote-6)

* 1. **Model Specifications**

The different modeling approaches employed in the leading indicators literature can be broadly grouped into four categories.[[7]](#footnote-7) The first and most popular category uses linear regression or limited dependent variable probit/logit techniques. These are used to test the statistical significance of various indicators in determining the incidence or probability of occurrence of a financial crisis across a cross-section of countries. Some of the first studies to use these techniques included Eichengreen, Rose and Wypslosz (1995), Frankel and Rose (1996) and Sachs, Tornell and Velasco (1996).

The second category, known as the non-parametric, indicators, or signals approach was first popularized by KLR (1998) and further developed by Bruggemann and Linne (2000), Edison (2003) and others. The approach selects a number of variables as leading indicators of a crisis and determines threshold values beyond which a crisis signal is considered to have been given. Although the statistical significance of the indicators cannot be determined directly because the thresholds are determined within-sample, the out-of-sample performance of these indicators can be tested. Out-of-sample significance of the KLR and other signal-based models has been tested by Berg and Patillo (1999), Bussiere and Mulder (1999) and Berg, Borenzstein and Patillo (2004), among others, who have shown these models to be moderately successful in predicting financial crises.

The third category employs a qualitative and quantitative analysis of the behavior of various variables around crisis occurrence by splitting countries into a crisis group and non-crisis control group.[[8]](#footnote-8) These are panel studies, where the object included trying to predict the date at which a crisis occurs, rather than on the purely cross-sectional incidence of an international shock at one point in time.

The fourth, and most recent, category encompasses the use of innovative techniques to identify and explain crisis incidence, including the use of binary recursive trees to determine leading indicator crisis thresholds (Ghosh and Ghosh, 2003; Frankel and Wei, 2004), artificial neural networks and genetic algorithms to select the most appropriate indicators (Nag and Mitra 1999; Apoteker and Barthelemy, 2001) and Markov switching models (Cerra and Saxen, 2001; Peria, 2002).

**2.4 What We Know from the Literature**

The wide range of estimation techniques notwithstanding, the literature has converged on a number of independent variables which are most frequently examined as leading indicators of crisis incidence. A useful starting point for an overview of previous work are the three extensive reviews conducted by KLR (1998) for studies up to 1997, Hawkins and Klau (2000) for studies up to 2000 and Abiad (2003) for studies up to 2001. These three reviews survey more than eighty papers conducted over a period covering crisis episodes from the 1950s up to 2002. Abiad (2003) does not however provide a systematic ranking of which indicators were found to be statistically significant across the various studies investigated. Furthermore, neither Abiad (2003) nor Hawkins and Klau (2000) include all of each other’s studies in their reviews. This section integrates the findings of all three reviews, and provides a more systematic analysis of the indicators in the studies cited by Abiad (2003). We also evaluate the results of seven new papers published between 2002 and 2009.

Table 1 below summarizes the number of times a particular indicator was found to be statistically significant across the reviews and additional studies cited above. The indicator listing is based on Hawkins and Klau (2000) with some modifications, and the footnotes to the table indicate which variables have been included in each indicator category. An appendix includes a detailed breakdown of the criteria used to identify significant variables in the papers cited by Abiad (2003) and the most recent literature.[[9]](#footnote-9) We deliberately include a number of studies that were never published.

Those results suggest that foreign exchange reserves, the real exchange rate, the growth rate of credit, GDP and the current account are the most frequent statistically significant indicators. Measures of reserves and of the real exchange rate in particular stand out as easily the top two most important leading indicators, showing up as statistically significant determinants of crisis incidence in more than half of the 83 papers reviewed.

This meta-analysis of the literature has many limitations. First, some indicators have been tested more frequently than others, usually because some variables have a stronger theoretical or intuitive underpinning as crisis indicators or else because of differences in data availability. The small number of statistically significant variables for some indicators does not necessarily mean that they have been tested and found to be non-significant; in some cases they may not have been investigated as extensively. Examples include political and legal variables, measures of financial openness, and indicators of the exchange rate regime. In contrast, the current account stands out as a variable which, while frequently included as an independent variable, has not always exhibited statistical significance.

The second limitation is that the criteria used to determine which indicators are significant differ among KLR (1998), Hawkins and Klau (2000) and our last two columns. KLR (1998) include variables that have been found to be significant in at least one of the tests conducted in each paper, Hawkins and Klau (2000) use varying criteria, and we identify those variables that are statistically significant in the absolute majority of the different regressions or other estimation techniques used.

These limitations notwithstanding, it is encouraging that a broadly similar ranking of statistical significance is generated across all three reviews considered and also in the 2002-08 literature. Reserves and the real exchange rate are the two most significant indicators in each of the review groupings considered, while credit, GDP and the current account also rank highly. Consistency of statistical significance of an indicator across different periods and using different estimation techniques and crisis definitions makes for a more reliable indicator.

* 1. **Recent Research on the 2008-09 Global Crisis**

The earliest studies of the international effects of the global financial crisis used data from 2008 alone, presumably because those were the data that were available at the time. Obstfeld, Shambaugh and Taylor (2009, 2010) were among the first. They measured crisis incidence as the percentage depreciation of local currencies against the US dollar over 2008, and found that the excess of reserves (as a proportion of M2) over the values predicted by their model of reserve demand was a statistically significant predictor of currency depreciation over 2008. These results notwithstanding, the simple unadjusted level of reserves/M2 was not found to be a statistically significant predictor of crisis incidence. The overall size of the sample was limited and their results lacked statistical robustness across different country samples.

|  |  |  |  |
| --- | --- | --- | --- |
| **Table 1** |   |   | **Summary of pre-2008 Early Warning Indicators**  |
| **Leading Indicator1** |   | **KLR (1998) 2** | **Hawkins and Klau (2001)3** | **Abiad (2003)4,6** | **Others5,6** | **Total** |
|  |  |  |  |  |  |  |  |
| Reservesa |  | 14 | 18 | 13 | 5 | 50 |
| Real Exchange Rateb |  | 12 | 22 | 11 | 3 | 48 |
| GDPc |  | 6 | 15 | 1 | 3 | 25 |
| Creditd |  | 5 | 8 | 6 | 3 | 22 |
| Current Accounte |  | 4 | 10 | 6 | 2 | 22 |
| Money Supplyf |  | 2 | 16 | 1 | 0 | 19 |
| Exports or Imports1a, g |  | 2 | 9 | 4 | 2 | 17 |
| Inflation |  | 5 | 7 | 1 | 2 | 15 |
| Equity Returns |  | 1 | 8 | 3 | 1 | 13 |
| Real Interest Rateh |  | 2 | 8 | 2 | 1 | 13 |
| Debt Composition1b, i |  | 4 | 4 | 2 | 0 | 10 |
| Budget Balance |  | 3 | 5 | 1 | 0 | 9 |
| Terms of Trade |  | 2 | 6 | 1 | 0 | 9 |
| Contagionj |  | 1 | 5 | 0 | 0 | 6 |
| Political/Legal |  | 3 | 2 | 1 | 0 | 6 |
| Capital Flows1c, k |  | 3 | 0 | 0 | 0 | 3 |
| External Debtl |  | 0 | 1 | 1 | 1 | 3 |
| **Number of Studies** |  | 28 | 28 | 20 | 7 | 83 |
|   |   |   |   |   |   |   |   |
| Notes |  |  |  |  |  |  |  |
| 1, 1a, 1b, 1c Leading indicator categories as in Hawkins and Klau (2000), with exception of 1aincludes imports, 1bdebt composition rather than debt to international banks, 1ccapital flows rather than capital account.2As reported in Hawkins and Klau (2000), but M2/reserves added to reserves, interest rate differential added to real interest rate. 3S&P, JP Morgan, IMF Indices, IMF *WEO*, IMF ICM, IMF EWS studies have been excluded due to lack of verifiability of results. The following adjustments have been made to the authors’ checklist: significant credit variables reduced from 10 to 8 as Kaminsky (1999) considers level rather than growth rate of credit; significant capital account variables reduced from 1 to 0 as Honohan (1997) variable not in line with definition used here; Kaminsky (1999) significant variables for external debt reclassified to debt composition as these variables relate to short-term debt.410 out of 30 studies excluded from analysis. 7 included in Hawkins and Klau (2000) and 3 due to absence of formal testing of variables.5Includes Berg, Borenzstein and Pattillo (2004), Manasse and Roubini (2005), Shimpalee and Breuer (2006), Davis and Karim (2008), Bergmen et.al. (2009), Obstfeld, Shambaugh and Taylor (2009), Rose and Speigel (2009a).6See App. 1 for criteria defining statistical significance in Abiad (2003) and Others studies. For rest see KLR (1998), Hawkins & Klau (2001)Variables included in the leading indicator categories: |
| aReserves: relative to GDP, M2, short-term debt, 12m change | hReal Interest Rate: domestic or differential |
| bReal Exchange Rate: change, over/under valuation | iDebt Composition: commercial/concess./variable-rate/debt to internat. banks/short-term/multilat./official relative to total external debt. Short-term debt relative to reserves (rather than relative to total external debt) is in the reserves category |
| cGDP: growth, level, output gap |
| dCredit: nominal or real growth |
| eCurrent Account: Current Account/GDP, Trade Balance/GDP | jContagion: dummies for crisis elsewhere |
| fMoney Supply: growth rate, excess M1 balances | kCapital Flows: FDI, short-term capital flows |
| gExports or Imports: relative to GDP, growth | lExternal Debt: relative to GDP |

A second contribution came from the papers by Rose and Spiegel (2009a; 2009b). They modeled crisis incidence as a combination of 2008 changes in real GDP, the stock market, country credit ratings and the exchange rate. The authors performed an extensive investigation into over sixty potential variables that could help explain cross-country crisis incidence (2009a) as well as country-specific contagion effects (2009b). The authors did not find consistently statistically significant variables. Though the sample was broader than that used by Obstfeld, Shambaugh and Taylor (2009), the 2008 calendar year period over which the authors measured crisis incidence seems somewhat imprecise. The global crisis did not become severe until September 2008. Furthermore, global output and financial markets continued to contract sharply in early 2009.

In a follow-up paper, Rose and Spiegel (2011) subsequently updated the data sample to include 2009. The most likely reason why the results they obtain are still much less sharp than ours is that we define the crisis as starting in the second half of 2008 (or, more precisely, September) and ending in the first half of 2009 (or, more precisely, March), while they use annual data. When one is considering real currency appreciation, stock market rises, and rapid GDP growth as possible indicators (among others) of vulnerability to a coming crisis, and crisis effects are then measured by *declines* in currency values, stock markets, and GDP (among other things), it obviously makes a great deal of difference what date one selects to define the starting point of the crisis period.[[10]](#footnote-10)

Berkmen et al. (2009) measured crisis incidence differently, as the change in 2009 growth forecasts by professional economists before and after the crisis hit. They found that countries with more leveraged domestic financial systems and more rapid credit growth tended to suffer larger downward revisions to their growth outlooks, while exchange-rate flexibility helped reduce the impact of the shock. As in Rose and Spiegel (2009a) and Blanchard et al (2009), the authors found little evidence that international reserves played a significant role in explaining crisis incidence. Their measure of crisis incidence has its limitations, however, focusing on revisions to growth forecasts by professional economists rather than actual growth outturns. Data on actual economic performance were not available at the time.

Subsequently, Lane and Milesi-Ferretti (2011) measure the country effects of the crisis by the change in GDP growth and in its demand-side components. They too view growth rates annually. They find that the countries that suffered most in 2008-09 were those that had previously shown higher pre-crisis growth relative to trend, current account deficits, trade openness and share of manufacturing. They, as other authors, also find that high-income countries were hit more than low-income countries, the reverse of the usual pattern in previous global shocks. Llaudes, Salman and Chivakul (2011) and Dominguez, Hashimoto and Ito (2011, p. 24-26) find that emerging market countries that had accumulated reserves by 2007 suffered lower output declines in the global recession.[[11]](#footnote-11)

* 1. **Predicting the Incidence of the 2008-09 Financial Crisis**

A consistent theme of the 2009 research on the global financial crisis is that the leading indicators that most frequently appeared in earlier reviews were not statistically significant indicators this time. Our findings are different.

We offer three innovations. First, crisis incidence is measured using five different variables. Second, greater attention is given to the leading indicators that have been identified as useful by the literature prior to 2008, rather than focusing on variables that may be uniquely chosen for the current crisis. The main aim of this empirical exercise is to examine the consistency of these indicators in predicting crisis vulnerability over time, country and crisis. Finally, data encompassing financial market and economic developments up to the second quarter of 2009 are included in the financial crisis incidence measures. Many equity markets and real output indicators continued to decline up to the first and second quarters of 2009 respectively, suggesting that the crisis continued beyond the end of 2008. As such, a more accurate measurement of crisis incidence requires the inclusion of this period in the analysis.

* 1. **The Dataset**

Our warning indicators consist of 50 annual macroeconomic and financial variables. All the independent variables are dated from 2007 or earlier, minimizing endogeneity issues. Most of the data come from the World Bank World Development Indicators database. This source is augmented by monthly real effective and nominal exchange rate data from the IMF International Financial Statistics database, the Klein-Shambaugh (2006) measure of exchange rate regime as of 2004 and the Chinn-Ito (2007) measure of financial openness updated to 2007. Data availability differs by country, with the most data points available for the level and growth rate of GDP (122 countries) and the least data available for various measures of short-term debt (67 countries). High frequency data for exchange rates (156 countries), stock market indices (77 countries), industrial production (58 countries) and GDP (63 countries) up to the second half of 2009 are sourced from Bloomberg and Datastream for the financial and real data respectively.[[12]](#footnote-12) The high frequency data are used to define crisis incidence from the second half of 2008 onwards, as explained in more detail below.

* 1. **Defining the 2008-09 Crisis**

There are many possible criteria for identifying what is a crisis. We define crises broadly, in terms of both financial and real symptoms. As noted, the consequential difference from the earlier empirical work is that probably the dating of the crisis period. We consider it to have continued into 2009, rather than having ended in 2008. Many real output indicators and asset prices continued to decline after December 2008, while measures of market risk such as the VIX and sovereign bond spreads remained elevated.

Our crisis measures are as follows:

1. *Nominal local currency percentage change* versus the US dollar from 15th September 2008 to 9th March 2009. The starting date is picked as the day of the Lehman Brothers bankruptcy. Though asset prices peaked and many measures of financial market risk started to rise prior to this date, financial market dislocations became particularly synchronized and abrupt after this date. (Figures 1 and 2 show the VIX, EMBI and stock market indicators.) Identifying the end date is less straightforward, with different financial market variables beginning to recover on different dates. In this paper, the end date is identified as the bottom in the MSCI world equity index. The US dollar (as measured by the Federal Reserve broad trade-weighted dollar index) also peaked a few days earlier, perhaps signaling a peak in global risk-aversion and flight to quality.[[13]](#footnote-13)
2. *Equity market returns* in domestic stock market benchmark indices over the same period as above, adjusted for the volatility of returns.[[14]](#footnote-14) This method is preferred to simple percent returns, to account for the differing risk-return characteristics of each local stock market.
3. *Percentage change in the level of real GDP* between Q2 2008 and Q2 2009. Though the NBER declared December 2007 as the start of the US recession, the global economy continued growing up to the second quarter of 2008 according to a number of high frequency variables such as industrial production and the Institute of Supply Management’s global purchasing manager index (PMI). Based on these same indicators, output began to recover in the second quarter of 2009. It thus seems appropriate to measure the change in GDP over this period. Measuring over four quarters also avoids any seasonality problems.
4. *Percentage change in industrial production* from end-June 2008 to end-June 2009. Industrial production may be a more consistent measure of the impact of the crisis because the composition of GDP varies across economies.
5. *Recourse to IMF financing* This summary variable includes all countries that requested funds from the IMF under Stand-by Arrangements, the Poverty Reduction and Growth Facility and Exogenous Shock Facility from July 2008 to November 2009.[[15]](#footnote-15) Countries with an established Flexible Credit Line are not included, as no funds were drawn under this arrangement. The variable is a binary crisis indicator, taking the value 1 if a country participated in an IMF program and 0 otherwise.

Our baseline crisis indicators do not include reserves, even though the literature has frequently combined exchange rate moves with losses in international reserves as a crisis measure. There are two reasons. First, measured foreign exchange reserves go up when central banks draw credit under IMF programs. For this reason, many countries show large jumps in reserves at the peak of the crisis. Second, movements in exchange rates cause severe valuation distortions in reserves. If one chooses to value reserves in US dollars for instance, the data indicate large drops in reserves for many Eastern European countries. This reflects not only a volume loss in reserves, but also a paper loss on their value: the appreciation in the US dollar during the crisis reduced the dollar value of reserves of European countries due to the large proportion of euros in their portfolios.

These two drawbacks notwithstanding, the inclusion of reserves as a measure of crisis incidence allows one to observe an increase in market pressure that may not otherwise be captured through exchange rate moves. This is particularly relevant for countries with fixed exchange rate regimes, where capital flight and crisis incidence are manifest through larger drops in reserves rather than exchange rate weakness.[[16]](#footnote-16) Section 3.6 extends the analysis with an exchange market pressure index which does include reserves and it attempts to correct for both of the problems highlighted above.

* 1. **Independent Variables**

The independent variables selected are based on the indicators identified in the literature review. The explanatory variables all refer to the 2007 calendar year, unless noted otherwise. They are grouped into the following categories:

*Reserves*

Reserves appeared as the most frequent statistically significant warning indicator in the literature. The measures included in this study are the country’s reserves as a percentage of GDP, reserves as a percentage of total external debt, reserves in months of imports, the ratio of M2 to total reserves, and short term debt as percentage of total reserves.

*Real Effective Exchange Rate*

 “Overvaluation” is captured by the percentage change in the REER over the preceding five years, and the percentage deviation of the REER in December 2007 from its ten year average. (A rise in the REER index represents a stronger local currency.) The source is the IMF’s real effective exchange rate database.

*Gross Domestic Product*

In the pre-2008 literature, strong recent growth reduces the likelihood of crisis. We include GDP growth in 2007, as well as the average GDP growth rates over 2003-07 (5 year average) and 1998-2007 (10 year average). Separately, we include the level of GDP per capita to reflect stages of economic development (expressed in 2000 constant US dollars).

*Credit*

We include the five- and ten-year expansion in domestic credit as a percentage of GDP. Sachs, Tornell and Velasco (1996), who were among the first to popularize this measure, argue that it is a good proxy for banking system vulnerability, as rapid credit growth is likely associated with a decline in lending standards. We also try a credit depth of information index as well as the bank liquid reserves to bank assets ratio, as alternative measures of banking system vulnerability.

*Current Account*

Under this category are the current account balance as a percentage of GDP in 2007 and the average balance in the five and ten years up to 2007. Net national savings as a percentage of GNI and gross national savings as a percentage of GDP are also included in this category.

*Money Supply*

Money measures are the ten- and five-year growth rates of liquid liabilities (M3) and money plus quasi-money (M2).

*Exports and Imports*

Trade measures include exports, imports, and the trade balance as a percentage of GDP.

*Inflation*

The average CPI inflation rate is observed over the preceding five and ten years.

*Equity Returns*

Equity market returns are measured as the five year percentage change in benchmark stock market indices expressed in local currencies, as well as the five year volatility-adjusted return. The source of these data is Bloomberg.

*Interest Rate*

The real interest rate and deposit rate are both included.

*Debt Composition*

Research suggests that the composition of capital inflows may matter more than the total magnitude. The variables included are short-term debt as a percentage of exports and as a percentage of total external debt, public and publicly guaranteed debt service as a percentage of exports and of GNI, multilateral debt service as a percentage of public and publicly guaranteed debt service, aid as a percentage of GNI and gross financing via international capital markets as a percentage of GDP. Earlier research has mostly focused on the effects of short-term debt, finding a positive relationship with crisis incidence.[[17]](#footnote-17) The relationship between crisis incidence and public debt or aid/debt owed to multilaterals has been examined less frequently. Some studies suggest a positive effect of public debt and a negative effect of multilateral debt, respectively.[[18]](#footnote-18)

*Legal/Business Variables*

An index for the strength of legal rights and an index for business disclosure from the World Development Indicators database are intended to capture the quality of countries’ institutions.

*Capital Flows*

The variables measured are net foreign direct investment inflows, outflows and total FDI flows, as well as portfolio flows (debt and equity), all expressed as a percentage of GDP. The first two variables refer to net FDI by foreign companies into the domestic economy and by domestic companies to foreign markets, respectively. Total FDI flows are calculated as the sum of inflows and outflows. A larger amount of total FDI flows into the economy, considered a more stable source of balance of payments financing, is thought to have a negative relationship with crisis incidence. Larger portfolio flows, considered more easily reversible, are expected to be associated with higher crisis incidence.

*External Debt*

External debt is represented by total debt service as a percentage of GNI, and by the net present value expressed as a percentage of exports and GNI.

*Peg/Financial Openness*

The Chinn-Ito (2007) measure of financial openness updated to 2007 and the Klein-Shambaugh (2007) measure of exchange rate regime as of 2004 represent regime choices. The former is transformed into a binary variable, with a country considered financially closed if the index value belongs to the bottom 30th percentile. Twenty-three additional countries were included in the latter dataset, based on the authors’ own calculations.

*Regional/Income Dummy Variables*

Dummy variables account for three different income groups -- lower, middle and upper -- based on the World Bank definition. Regional dummy variables included South Asia, Europe and Central Asia, Middle East and North Africa, East Asia and the Pacific, Sub-Saharan Africa, Latin America and the Caribbean and North America.

* 1. **Empirical Results**
		1. Dependent Variables

We start the empirical analysis with a quantitative description of the dependent variables used to define crisis incidence. Figure 3 presents the top and bottom ten performing countries on each of the continuous variables used. Many Eastern European countries show up as suffering the most from the crisis. China suffered much less: strikingly, it is the only country to appear on the list of best-performers across all four measures.

The Baltic countries suffered some of the largest drops in industrial production and GDP, but the tenacity of their exchange rate pegs to the euro meant that their currencies did not depreciate versus the dollar as much as did other emerging market currencies. Despite the large drops in Japan’s GDP and industrial production, the Japanese yen was one of the top performing currencies during the crisis, largely due to the unwinding of the yen carry trade, as Rose and Spiegel (2009a) point out. The differences in the measurement of crisis incidence reinforces the need to use multiple definitions against which the predictive power of various leading indicators can be tested.

Continuing the descriptive statistics, Table 2 presents correlation coefficients across the four continuous variables and the binary IMF variable. All ten cross-correlations have the expected sign. Unsurprisingly, the highest correlation is between the changes in GDP and industrial production. The change in the exchange rate has the weakest correlation with the other variables, undoubtedly reflecting the presence of fixed exchange rates in the sample of countries examined and some other countries’ success at using depreciation to avoid severe recession.

Table 2 – Cross-correlations of Crisis Incidence Indicators

* + 1. Bivariate Regressions

We begin the statistical analysis by running bivariate regressions of the crisis incidence indicators on each independent variable. The bivariate tests are meant to be exploratory.

For the exchange rate, equity market, industrial production and GDP indicators we use ordinary least squares estimation. For the binary IMF recourse variable, a maximum likelihood probit model is estimated. The output is a total of more than 300 regressions, the results of which are reported in Table 3.

The initial look is encouraging. Both reserves and the real effective exchange rate, identified as the two most useful leading indicators in the pre-2008 literature, appear as useful predictors of some measures of 2008-09 crisis incidence. For international reserves, all five measures have at least two statistically significant coefficients with consistent signs. More than half of all regressions are statistically significant at the 5% level or less. All regressions including the real effective exchange rate have the consistent signs (high past REER appreciation is associated with higher crisis incidence), though they appear as statistically significant only when used to explain the exchange rate crisis indicator. Credit expansion, the current account/savings rate, inflation, capital flows, the level and profile of external debt and the money supply also stand out as potentially useful variables.

Even though the bivariate tests are meant to be exploratory, it is worth noting that practitioners are fond of simple rules of thumb, phrased in terms of individual variables such as debt/GDP ratios, considered one at a time. So long as the exercise is predictive rather than estimation of a casual model, it would not matter if some of the explanatory power of a given variable were to come via others. For instance, our regressions imply on average that a country with reserves less than 132% of external debt on average experienced an above-median decline in GDP during our sample period. Multivariate analysis follows below.

* + 1. Bivariate Regressions with Income Level as Control Variable

GDP per capita appears highly statistically significant across most measures of the impact of the 2008-09 crisis. Though rich countries had a smaller probability of seeking IMF funds, the relationship is negative across all the other indicators: richer countries suffered more from the crisis than poorer ones. This is a departure from historical patterns, but confirms the Rose and Spiegel results (2009a). Following the aforementioned authors, we use the log of income per capita as a conditioning variable and re-run the regressions above. The results of these bivariate regressions are reported in Table 4.

The coefficients on reserves remain statistically significant at the 5% level across more than half of the regressions performed, with reserves expressed relative to external debt, GDP, or short-term debt standing out as the most consistently significant indicators. The coefficients on reserves expressed in months of imports are also statistically significant in two out of the five crisis measures. Thus the variable that has shown up most frequently in the preceding literature (recall Table 1) performs moderately well in predicting vulnerability in 2008-09, contrary to Blanchard et al (2009), Rose and Spiegel (2009a,b) and others.

Past appreciation as measured by the real effective exchange rate also appears as a significant leading predictor of currency weakness during the 2008-09 crisis, and has a correct and consistent sign in all other regressions.

Turning to the next indicators on the list, the credit expansion variables have the anticipated signs across all measures, and at both the five and ten year horizon: higher credit growth is associated with higher crisis incidence. Only three out of the ten regressions considered are statistically significant however. Credit expansion is particularly associated with greater subsequent stock market weakness.

Three other indicators from the analysis are worth mentioning. First, higher past GDP growth is associated with larger output drops during the current crisis, as well as a higher probability of recourse to the IMF. This is the opposite sign from the pre-2008 crisis literature, in which growth slowdowns presaged financial trouble. The pattern in 2008-09 may be attributable to a positive link between higher GDP growth rates and credit booms or asset market bubbles. We should disqualify growth as a leading indicator, given the reversal in sign from the earlier literature. Second, all five measures of the current account and national savings have consistent signs in all specifications. The coefficients are statistically significant in a majority of the regressions, suggesting that countries with a higher pool of national savings and less need to borrow from the rest of the world suffered comparatively less during the current crisis.

Third, both the level of external debtand the proportion of short term debt appear useful leading indicators. The coefficients on short-term debt measured relative to total external debt, as a percentage of exports, or in terms of reserves (classified here in the reserves category) have consistent signs across all specifications. The latter two measures also appear as statistically significant in at least two of the five crisis incidence measures. The level of external debt appears particularly useful in explaining output and equity market drops, but not for the other measures of crisis incidence.

No other indicators appear as useful leading indicators as consistently. But it is worth highlighting the estimation results of the peg and financial openness dummy variables. Countries with a floating exchange rate were more likely to see currency weakness (almost by definition) and to require access to IMF funds, but at the same time they suffered smaller GDP and stock market drops. Financial openness does not appear to be a statistically significant indicator of any of the crisis measures, though the signs on the coefficients suggest that financially open countries suffered more from the current crisis.

In sum, the results are in line with the findings of the literature review: international reserves were the most useful leading indicators of crisis incidence in 2008-09. Real exchange rate overvaluation, the other of the most popular indicators, is also useful for predicting currency market crashes, which is the crisis measure on which the majority of studies in the literature have focused. High past credit growth was associated with higher incidence, perhaps via asset bubbles. Finally, the current account/national savings and the level of external and short-term external debt were also found to help predict crisis incidence.

* 1. **Multivariate Regression for an Exchange Market Pressure Index**

The literature has often measured crisis incidence by exchange market pressure indices, which combine changes in exchange rates and international reserves. Following a similar methodology to Eichengreen, Rose and Wyplosz (1995), we create an exchange market pressure index measured as a weighted average of exchange rate and reserve changes. The weights are determined by the inverse of the relative standard deviation of each series to compensate for the different volatilities of each series. The changes in the variables are measured from end-August 2008 to end-March 2009, to cover the most severe period of the financial crisis as identified in Section 3.3. The source of the data is the IMF International Financial Statistics database.

As mentioned earlier, the inclusion of reserves in such an index would bias the estimate of severity downwards due to the presence of IMF programs that added to reserves during the crisis. At the same time, valuation distortions due to large exchange rate movements are also likely to misstate the true pressure on different countries’ reserve holdings depending on their composition. We attempt to correct for these measurement problems in two ways. First, for those countries that received IMF funding during the August-March period, reserves are treated as if they dropped to zero by the end of the period. In the absence of an IMF program, it is stylistically presumed that these countries would have suffered from a complete depletion of reserves. Second, to overcome the valuation problem, we make assumptions about their currency composition. First, we group countries by exchange rate arrangement following the IMF Annual Report on Exchange Arrangements 2008 categorization (IMF 2008). Currency and reserve changes in countries with exchange rate anchors to the USD, EUR and a composite basket are measured in terms of US dollars, euros and SDRs, respectively. Changes in the value of currencies and reserves for all other countries following alternative arrangements are measured in terms of US dollars.[[19]](#footnote-19)


 Table 5 reports the results of multivariate regressions: the exchange pressure index against a number of leading indicators. The selection of indicators in the first two regressions is driven by the findings of the literature review and the empirical results of the previous section. The second regression combining GDP per capita, reserves, past exchange rate appreciation and a peg dummy is the baseline specification. We sequentially add variables belonging to each of the categories of leading indicators.

The coefficients on reserves and the real effective exchange rate retain their significance for almost all the multivariate specifications considered. The coefficient on reserves relative to GDP maintains its statistical significance across regressions 1-3 when replaced with reserves measured in months of imports, but loses significance when reserves are measured in terms of short-term or external debt and M2.[[20]](#footnote-20) Of the additional variables added to the baseline regression 2, only net foreign direct investment appears statistically significant at the 10% significance level. The results of this augmented specification are reported in the last column of Table 5. The coefficient on real exchange rate appreciation retains its significance, but reserves lose their significance. As in the earlier analysis, reserves and the real effective exchange rate stand out as two of the most important leading indicators.

* 1. **Robustness Analysis**

This section examines alternative crisis incidence measures to assess the robustness of the earlier analysis. In addition to the exchange market pressure index analyzed above, we introduce the following alternative crisis incidence measures: *Nominal local currency* changes versus the US dollar are measured from end-June 2008 to the end of June 2009 rather than over the September 15th – March 9th 2009 period. *Equity market returns* are measured in terms of percentage returns over September 15th – March 9th 2009, rather than in terms of risk-adjusted returns. The *recourse to IMF variable* is modified to include only access to Standby Arrangement programs, which are aimed at addressing immediate balance of payment financing shortfalls.

We have repeated the bivariate analysis of Section 3.5.3 by regressing the exchange market pressure index and the modified crisis incidence measures on all independent variables while controlling for GDP per capita.[[21]](#footnote-21) Comparing the four modified crisis incidence variables to those used in the earlier analysis, international reserves again stand out as a useful leading indicator. All measures of reserves with the exception of the reserves/M2 ratio remain statistically significant in at least two of the four modified measures. Past real effective exchange rate appreciation is still a significant variable in explaining currency weakness and is also now significant in determining the probability of recourse to an IMF Standby Arrangement. The coefficients on the current account/national savings, credit growth, GDP, and total and short-term external debt all exhibit similar patterns of statistical significance to the main analysis, indicating that the results are robust to the methodology used to calculate crisis incidence. [[22]](#footnote-22)

1. **Economic Significance and Policy Implications**

The econometric analysis above confirmed that the top two indicators identified in the literature review, the level of international reserves and real exchange rate overvaluation, were also useful leading indicators of the 2008-09 crisis. Reserves appear consistently useful across the majority of the crisis measures used, while past real exchange rate appreciation – together with the exchange rate regime - play a significant role in explaining currency weakness as well as the broader measure of exchange market pressure.

Turning to the economic interpretation of these results, the estimates from the multivariate specifications in Table 5 help give a sense of the relative impact of reserves and past currency appreciation in explaining crisis incidence. A level of reserves equivalent to approximately 100% of GDP is associated with a one standard deviation fall in crisis intensity as measured through the exchange market pressure index. This is slightly more than half the difference in 2008-09 crisis intensity experienced between Russia and China. Similarly, a 45% appreciation in the real exchange rate over the five years prior to 2008 was also associated with approximately a one standard deviation change in crisis intensity.

Figure 4 compares actual to predicted crisis incidence for selected countries in our sample according to regression specification 3 of Table 5. The position of each country on the x-axis and y-axis reflects the relative magnitude of the realized and predicted exchange market pressure index respectively. Each axis is centered on the median value of the realized and predicted exchange market pressure index values within the sample. The prediction is the most accurate where countries lie closer to the dashed line, and least accurate where countries lie on the north-west and south-east quadrants. The figure gives a useful insight into where our model goes right and wrong. The predicted incidence for Russia, Colombia, South Africa, Belgium, Saudi Arabia and China is close to the realized value, for instance. Iceland and Hungary are the most notable misses in the negative direction, while Australia and Canada are notable misses in the other direction. The large regression residuals associated with these observations are presumably to be explained by variables specific to the 2008-09 crisis, and hence not included in our list of indicators based on the pre-2008 literature.

We turn to the probit specification in Table 3 to obtain a better understanding of the capacity of reserves to forecast recourse to an IMF program in the 2008-09 crisis. Figure 5 presents estimated type I and type II errors derived from a probit model using recourse to the IMF as a crisis incidence indicator and reserves as % of external debt and income as independent variables. For any given probability threshold, we identify the relevant type I and type II errors. No country generates a predicted probability above 50%, with the maximum being 46%. A one third (33%) probability threshold of recourse to the IMF correctly identifies approximately three out of every ten countries requiring access to IMF funds, but for every ten countries not going to the IMF, the specification generates two incorrect signals (type II error). Pre-2008 leading indicators are useful, but cannot be expected to predict crises with high probability. (Indeed, if such a thing were possible, the private sector would probably have beat us to it.)

Two key policy implications can be derived from this paper. First, the level of reserves stands out as a key leading indicator of crisis incidence as measured through a variety of variables. To the extent that a low level of reserves is a cause, rather than just an indicator of country vulnerability to external shocks, this would suggest that the large accumulation of reserves by many developing countries prior to 2008 may have played an important role in reducing their vulnerability during the latest crisis. It also comes in contrast with some of the recent research that did not find any role for reserves in shielding countries from the crisis (Blanchard et al 2009; Rose and Spiegel 2009a).

Second, this paper strikes a more positive note than other recent papers on the usefulness of leading indicators in predicting crisis incidence. In spite of the differences in financial crisis characteristics across time and geography, the review of the previous literature identified a number of indicators that had proven useful in explaining crisis incidence. These findings were confirmed by the empirical investigation of the subsequent 2008-09 crisis.

Nevertheless, the findings require some qualifications. Few of the variables identified were consistently significant across every one of the crisis measures. Furthermore, we should recall that the exercise was one of prediction; causality has not been demonstrated. Even so, we have only looked at what countries are more likely to be impacted, conditional on a global crisis occurring. A more ambitious early warning system might aspire to predict the timing of crises. Predictions issued in real time would be especially impressive, but also especially difficult.

It is worth repeating that our paper is in no respect a study of the origins of the global financial crisis. For example, such a study would want to look at measures of housing prices and financial deregulation in the US and other countries leading up to 2007.[[23]](#footnote-23) But the origin of the 2007-08 financial crisis in the US subprime housing market is a separate question from vulnerability among smaller countries to transmission of such a crisis. In any case, housing prices and financial regulation were not among the early warning indicators that existed in the international crisis literature. Thus we did not include them.

1. **Conclusion**

Our extensive review of the early warning indicators literature found a number of variables to be consistently useful in predicting financial crisis incidence across time, country and crisis in earlier work. We used these indicators to analyze empirically the effects of the subsequent 2008-09 crisis. International reserves and real exchange rate overvaluation, the top two indicators identified in the review, stood out as useful leading indicators of the more recent crisis. Reserves were robust to a number of crisis incidence definitions as well as the inclusion of additional independent variables in multivariate specifications using an exchange market pressure index as a measure of crisis severity. Past exchange rate overvaluation proved useful, but only for measures that defined a crisis in terms of the currency.

A number of other variables appear as potentially useful leading indicators during the current crisis, though their robustness across different crisis incidence measures and specifications was not as compelling. Lower past credit growth, larger current accounts/saving rates, and lower external and short-term debt were associated with lower crisis incidence.

Ample room remains for further research into the effectiveness of early warning systems.
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Figure 3: Best and Worst Performing Countries by Crisis Incidence Indicator

**Error! Reference source not found.**

-

5.0

-

4.0

-

3.0

-

2.0

-

1.0

0.0

1.0

Ecuador

China

Venezuela, RB

Bangladesh

Colombia

Morocco

Brazil

Chile

Botswana

Tunisia

Oman

Slovenia

Serbia

Estonia

Latvia

Bahrain

Italy

Lithuania

Croatia

Bulgaria

**Annualized Returns/Standard Deviation of Benchmark**

**Stock Index,**

**15 Sep 08 to 5 Mar 09**

Top 10

Bottom 10

*77 countries in sample*

**Change in Local Currency vs USD,**

**15 Sep 08 to 5 Mar 09**

-60%

-50%

-40%

-30%

-20%

-10%

0%

10%

20%

Syrian Arab Republic

Japan

Azerbaijan

Lao PDR

Haiti

Macao, China

Hong Kong, China

Bolivia

Honduras

China

Russian Federation

Serbia

Congo, Dem. Rep.

Turkey

Hungary

Mexico

Zambia

Poland

Ukraine

Seychelles

Top 10

Bottom 10

*156 countries in sample*

Figure 4: Success at predicting the impact of the 2008-09 crisis

Figure 5: Type I and Type II errors

**APPENDICES THAT WILL BE POSTED ON LINE BUT NOT PUBLISHED WITH THE PAPER**

Appendix I

**References for Table 1, Appendix I (beyond those given in the references section of the main paper)**

Brüggemann, Axel, and Thomas Linne, 2002. "Are the Central and Eastern European Transition Countries still Vulnerable to a Financial Crisis? Results from the Signals Approach," *IWH Discussion Papers* 157, Halle Institute for Economic Research.

Eliasson, A.-C., and C. Kreuter, 2001. "On Currency Crisis Models: A Continuous Crisis Definition," *Deutsche Bank Research paper*, Deutsche Bank, Frankfurt am Main.

Kumar, Mohan, Uma Moorthy, and William Perraudin, 2003. "Predicting emerging market currency crashes," *Journal of Empirical Finance*, Elsevier, vol.10 (4), September: 427-454.

Kwack, Sung Yeung, 2000. "An empirical analysis of the factors determining the financial crisis in Asia," *Journal of Asian Economics*, Elsevier, vol. 11(2), pages 195-206.

Nitithanprapas, Ekniti, and Thomas Willett, 2000. "A Currency Crises Model That Works: A Payments Disequilibrium Approach," *Claremont Colleges Working Papers* 2000-25, Claremont Colleges.

Weller, C., 2001, "Financial Crises after Financial Liberalization: Exceptional Circumstances or Structural Weakness?" *Journal of Development Studies*, 98-127, October.

Zhang, Zhiwei, 2001, "Speculative Attacks in the Asian Crisis," *IMF Working Papers* 1/189, International Monetary Fund.

Appendix II

*source: IMF Financial Activities - Update December 31, 2009* [*http://www.imf.org/external/np/tre/activity/2009/123109.htm*](http://www.imf.org/external/np/tre/activity/2009/123109.htm)

Appendix III

Appendix IV – The Effect of Financial Market Development on Crisis Incidence

Though not figuring prominently in the earlier literature, variables relating to financial market development may be particularly relevant given the origins of the 2008-09 crisis. This appendix examines the relationship between financial market development and crisis incidence. We measure levels of financial sector development by domestic credit, M2 and M3 expressed as a percentage of GDP. Market capitalization as a percentage of GDP is also included as an indicator of domestic financial market size. A more developed financial system may increase its resilience to external shocks, therefore suggesting a negative relationship between these variables and crisis incidence. At the same time, countries with more developed financial markets may have been more exposed to the current crisis given that it originated among developed-world financial institutions. The effect of financial market development on 2008-09 crisis incidence at first sight therefore seems ambiguous.

The table below reports the results of regressing measures of financial market development on our five crisis incidence variables. The results show a strong negative relationship between measures of financial market development and crisis incidence, suggesting that countries with larger or more developed financial markets suffered less from the crisis. All three *level of credit* variables appear to be statistically significant leading indicators of crisis incidence measured either in terms of GDP drops or recourse to the IMF. The level of broad money measured in terms of M2 or M3 also appears as a highly statistically significant predictor of crisis incidence measured either in terms of GDP drops or recourse to the IMF, as well as exchange rate drops. The measure of *equity market capitalization* provides similar results.
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