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Abstract

When a classification model is used to make predictions on individuals, it may be undesirable or illegal for the performance of the model to change with respect to a sensitive attribute such as race or gender. In this paper, we aim to evaluate and mitigate such disparities in model performance through a distributional approach. Given a black-box classifier that performs unevenly across sensitive groups, we consider a counterfactual distribution of input variables that minimizes the performance gap. We characterize properties of counterfactual distributions for common fairness criteria. We then present novel machinery to efficiently recover counterfactual distributions given a sample of points from its target population. We describe how counterfactual distributions can be used to avoid discrimination between protected groups by: (i) identifying proxy variables to omit in training; and (ii) building a preprocessor that can mitigate discrimination. We validate both use cases through experiments on a real-world dataset.

1 Introduction

A machine learning model has disparate impact when its performance changes across groups defined by a sensitive attribute (e.g., race, gender). Recent work has shown that models can exhibit such variation in performance even when they do not use sensitive attributes as an input [see e.g., reports of disparate impact in facial recognition in 1, 3]. These disparities have motivated a plethora of research on how disparate impact can be measured [26, 17, 20, 12, 15, 10], and how it can be mitigated [9, 5, 25, 4].

In spite of these recent advances, disparate impact is still difficult to understand or mitigate in certain real-world applications. This is because: (i) models may be deployed on a population that does not reflect the patterns contained in the training data; and (ii) models are not be developed in-house, but procured from a third-party vendor who have the necessary technical expertise [7]. In such settings, users may only have “black-box” access to the classifier (e.g., via a prediction API), may have limited access to the training data (e.g., due to privacy or intellectual property issues), may not be able to use the training data to draw conclusions about disparate impact in their population of interest [e.g., due to dataset shift 21].

In this paper, we aim to evaluate and mitigate disparate impact in such settings using tools from information theory and robust statistics. We consider a hypothetical distribution of input variables that minimizes disparate impact in a population of interest (i.e., the target population). We refer to this distribution as a counterfactual distribution [as an analog to the counterfactual explanations of 22]. As we will show, a formal study of counterfactual distributions has much to offer. Once a classifier is fixed, disparate impact can be traced back to differences between the distributions of input and output variables across protected groups. Informally, a counterfactual distribution can be found by continuously perturbing the distribution of input features over a target population until a given discrimination metric is minimized. The resulting counterfactual distribution reveals insights on the sources of disparate impact that are tailored for the target population, but also allows us to design preprocessing methods that will reduce the disparate impact without training a new model.
We measure the performance disparity between groups in terms of a discrimination metric. We consider a standard classification task where the goal is to predict a label $Y$ for individuals where $X$ is a hypothetical probability distribution of input variables for the minority and majority groups. Disparate impact arises due to differences in the distribution of predicted outcomes ($P_{Y|S=0}$ vs. $P_{Y|S=1}$) and true outcomes ($P_{Y|S=0}$ vs. $P_{Y|S=1}$). A counterfactual distribution $Q_X$ is a perturbation of $P_0$ that minimizes a measure of disparity (see Table 1). If the disparate impact persists under $Q_X$, there may be irreconcilable differences between the groups (i.e., $P_{Y|X,S=0} \neq P_{Y|X,S=1}$, see Prop. 1). The counterfactual distribution may not be unique, as shown by the shaded ellipse. The closest work to ours is that of [9], which proposed to map $P_0$ and $P_1$ to a common distribution via optimal transport theory in order to reduce the disparity of predicted outcomes. However, when the true outcome is involved, mapping $P_0$ and $P_1$ to the same distribution does not necessarily reduce discrimination since $P_{Y|X,S=0} \neq P_{Y|X,S=1}$.

**Table 1:** Discrimination metrics $M(P_0, P_1)$ for common fairness criteria. Distribution Alignment (DA) is a new metric related to the divergence in output distributions, which measures the statistical indistinguishability of two populations [24]. DA with $\lambda = 0$ measures the parity of predicted outcomes [similar to statistical parity in 5].

Our framework can be generalized to other metrics [see 19, 26, for a list].

**Extended Version.** The extended version of this paper [23] contains additional results on counterfactual distributions, our descent procedure, and experiments. We provide software to recover counterfactual distributions and reproduce our experimental results at [http://github.com/ustunb/ctfdist](http://github.com/ustunb/ctfdist).

## 2 Framework

We consider a standard classification task where the goal is to predict a label $Y \in \{0, 1\}$ using a vector of $d$ random variables $X = (X_1, \ldots, X_d) \in \mathcal{X}$ with distribution $P_X$. We assume we are given a fixed black-box classifier $h : \mathcal{X} \to [0, 1]$ where $h(x) \in \{0, 1\}$ if $h$ outputs a predicted label (e.g., SVM) and $h(x) \in [0, 1]$ if it outputs a predicted probability (e.g., logistic regression). We consider differences in model performance with respect to a sensitive attribute $S \in \{0, 1\}$. We assume $S$ is not used as an input variable (as this would violate laws on disparate treatment [2]). We refer to individuals where $S = 0$ and $S = 1$ as the minority and majority groups, and denote the distributions of input variables as $P_0 \triangleq P_{X|S=0}$ and $P_1 \triangleq P_{X|S=1}$, respectively.

We measure the performance disparity between groups in terms of a discrimination metric (see Table 1 for examples for common fairness criteria).

**Definition 1.** Given a classification model $h$ and distributions $P_{Y|X,S}$ and $P_S$, a discrimination metric is a mapping $M : \mathcal{P} \times \mathcal{P} \to \mathbb{R}$ where $\mathcal{P}$ is the set of probability distributions over $\mathcal{X}$.

A counterfactual distribution is a hypothetical probability distribution of input variables for the minority group that minimizes a given discrimination metric.

**Definition 2.** Given a discrimination metric $M(P_0, P_1)$, a counterfactual distribution is a probability distribution of input variables $X$ such that: $Q_X \in \text{argmin}_{Q_X \in \mathcal{P}} |M(Q_X, P_1)|$.

The uniqueness of a counterfactual distribution depends on the choice of discrimination metric. For a metric such as $DA_\lambda$ with $\lambda > 0$, there exists only one counterfactual distribution $Q_X = P_1$. In general,
This result illustrates how a counterfactual distribution can detect cases where a classifier has an irreconcilable performance disparity between groups (i.e., a disparity that cannot be addressed by perturbing the distribution of input variables for the minority group). The result complements recent results on inevitable trade-offs between groups [see e.g., 16], and provides a sufficient condition to inform when we should train different classifiers for different groups [see e.g., the methods of 8, 25].

3 Methodology

In what follows, we describe how influence functions provide a natural descent direction in our setting. We then use this result to design an efficient descent procedure to recover a counterfactual distribution using samples from a target population.

**Computing a Descent Direction.** We first consider how a discrimination metric decreases when we slightly perturb the distribution of input variables from \( P_0 \) to a perturbed distribution of the form \( \tilde{P}_0(x) = P_0(x)(1 + \epsilon f(x)) \) where \( f(x) \) represents a direction in the probability simplex while \( \epsilon \) represents the magnitude of perturbation. In Proposition 2, we show that the direction of steepest descent for a discrimination metric can be computed using a normalized influence function \([14, 11]\).

**Definition 3.** The influence function \( \psi : \mathcal{X} \rightarrow \mathbb{R} \) is:

\[
\psi(x) \triangleq \lim_{\epsilon \to 0} \frac{M((1 - \epsilon)P_0 + \epsilon \delta_x, P_1) - M(P_0, P_1)}{\epsilon}
\]

where \( \delta_x(z) \) is the delta function at \( x \).

**Proposition 2.** For a given discrimination metric \( M(P_0, P_1) \), we have that

\[
\arg\min_{f(x)} \lim_{\epsilon \to 0} \frac{M(\tilde{P}_0, P_1) - M(P_0, P_1)}{\epsilon} = \frac{-\psi(x)}{\sqrt{\operatorname{Var}[\psi(X)|S = 0]}},
\]

where: \( f : \mathcal{X} \rightarrow \mathbb{R} \) is a perturbation function from the class of all functions with zero mean and unit variance w.r.t. \( P_0 \), and \( \epsilon > 0 \) is a positive scaling constant chosen so that \( \tilde{P}_0 \) is a valid probability distribution.

In the extended version of this paper [23], we show that the influence functions for discrimination metrics in Table 1 can be efficiently computed via closed-form expressions given: (i) \( h(x) \), the classifier that we wish to audit; (ii) a classifier that predicts group membership in the target population, \( P_{S|X}(1|x) \); (iii) a classifier to predict the outcome for individuals from the minority group, \( P_{Y|X,S=0}(1|x) \). Since we are given (i), we can therefore compute influence functions by training (ii) and (iii) using an auditing dataset \( D_{\text{audit}} = \{(x_i, y_i, s_i)\}_{i=1}^n \).

**Recovering a Counterfactual Distribution.** In Algorithm 1, we present a descent procedure to recover a counterfactual distribution for a given discrimination metric \( M(\cdot) \). The procedure is analogous to a stochastic gradient descent in the space of distributions over \( \mathcal{X} \). At each iteration, it computes the value of an influence function \( \psi(x) \) that indicates the “direction” in which the distribution \( P_0 \) should be perturbed to reduce disparate impact for samples in the auditing dataset. Since perturbing a distribution can be achieved by a resampling operation, the procedure then samples entries for the minority population with weights \( 1 - \epsilon \cdot \psi(x) \). Thus, the resampled dataset mimics a dataset drawn from a perturbed distribution that achieves a lower value of \( M(\cdot) \). These steps are repeated until \( M(\cdot) \) ceases to decrease. In Figure 2, we plot the progress of Algorithm 1 for a synthetic dataset, showing that it efficiently converges to a counterfactual distribution.
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Interpretation. Counterfactual distributions provide a means to understand discrimination via contrastive analyses. The difference between the observed and counterfactual distributions (visualized in Figure 3) can be used to either identify prototypical samples [see e.g., 13, or to score features in terms of their ability to discriminate by proxy in the target population [6].

Mitigation. Given a counterfactual distribution $Q_X$, we can mitigate the disparate impact of a classifier in a target population by building a preprocessor that maps features from $P_0$ to $Q_X$. The preprocessor can be built by solving an optimal transport problem [via linear programming or other techniques, 18]. In Figure 3, we show the impact of building a randomized preprocessor using counterfactual distributions recovered with in Algorithm 1. As shown, the preprocessor can reduce disparate impact in the minority group without a major effect on accuracy across the ROC curve.

<table>
<thead>
<tr>
<th>Input</th>
<th>$h : \mathcal{X} \to [0, 1]$</th>
<th>classification model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
<td>$&gt; 0$</td>
<td>discrimination metric</td>
</tr>
<tr>
<td>$P_Y</td>
<td>X:S=0(1</td>
<td>x)$</td>
</tr>
<tr>
<td>$P_Y</td>
<td>X:S=0(1</td>
<td>x)$</td>
</tr>
<tr>
<td>$D_{\text{audit}} = {(x_i, y_i, s_i)}_{i=1}^m$</td>
<td>auditing dataset</td>
<td></td>
</tr>
<tr>
<td>$D_{\text{holdout}} = {(x_i, y_i, s_i)}_{i=1}^n$</td>
<td>holdout dataset</td>
<td></td>
</tr>
<tr>
<td>Initialize $\epsilon(x) = 1$</td>
<td>sampling weights</td>
<td></td>
</tr>
<tr>
<td>$D \leftarrow D_{\text{holdout}}$</td>
<td>repeat</td>
<td></td>
</tr>
<tr>
<td>$M_{new} \leftarrow M (D_{\text{audit}})$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Psi(x) \leftarrow (1 - \epsilon \cdot \Psi(x))\epsilon(x)$</td>
<td>$D \leftarrow \text{Resample}(D, 1 - \epsilon \cdot \Psi(x))$</td>
<td></td>
</tr>
<tr>
<td>$M_{old} \leftarrow M_{new}$</td>
<td>$M_{new} \leftarrow M (\text{Resample (}{D_{\text{holdout}}, \epsilon(x))})$</td>
<td></td>
</tr>
<tr>
<td>until $c(x) \geq M_{old}$</td>
<td>return: $c(x)$</td>
<td></td>
</tr>
</tbody>
</table>

**4 Demonstrations**

We present next an experiment that demonstrates how counterfactual distributions can be used to understand and mitigate disparate impact (cf. extended version [23] for additional experiments). We recover counterfactual distributions for a classifier trained on the adult dataset. We use 30% of samples to train the classifier, and 20% to evaluate the performance of our classifier. The remaining 50% of samples are used to train two models: (i) $P_{Y|X:S=0(1|x)}$, a model to predict the sensitive attribute; and (ii) $P_{Y|X:S=0(1|x)}$, a model to estimate the true outcome for the minority group $S = 0$. Using these models, we can recover a counterfactual distribution via the descent procedure in Algorithm 1.

Interpretation. Counterfactual distributions provide a means to understand discrimination via contrastive analyses. The difference between the observed and counterfactual distributions (visualized in Figure 3) can be used to either identify prototypical samples [see e.g., 13, or to score features in terms of their ability to discriminate by proxy in the target population [6].

Mitigation. Given a counterfactual distribution $Q_X$, we can mitigate the disparate impact of a classifier in a target population by building a preprocessor that maps features from $P_0$ to $Q_X$. The preprocessor can be built by solving an optimal transport problem [via linear programming or other techniques, 18]. In Figure 3, we show the impact of building a randomized preprocessor using counterfactual distributions recovered with in Algorithm 1. As shown, the preprocessor can reduce disparate impact in the minority group without a major effect on accuracy across the ROC curve.

**Figure 2:** Values of DA across iterations of distributional descent for the auditing dataset (blue) and holdout dataset (green). Here, the procedure converges to a counterfactual distribution in 40 iterations. We show additional steps for the sake of illustration.

**Figure 3:** Top: Marginals of the counterfactual distributions recovered with Algorithm 1 for a classifier on adult. Bottom: change in disparate impact and classifier performance when using a randomized preprocessor built using a counterfactual distribution.
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