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In Abadie and Imbens (2006), it was shown that simple nearest-neighbor matching estimators include a conditional bias term that converges to zero at a rate that may be slower than $N^{1/2}$. As a result, matching estimators are not $N^{1/2}$-consistent in general. In this article, we propose a bias correction that renders matching estimators $N^{1/2}$-consistent and asymptotically normal. To demonstrate the methods proposed in this article, we apply them to the National Supported Work (NSW) data, originally analyzed in Lalonde (1986). We also carry out a small simulation study based on the NSW example. In this simulation study, a simple implementation of the bias-corrected matching estimator performs well compared to both simple matching estimators and to regression estimators in terms of bias, root-mean-squared-error, and coverage rates. Software to compute the estimators proposed in this article is available on the authors’ web pages (http://www.economics.harvard.edu/faculty/imbens/software.html) and documented in Abadie et al. (2003).
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1. INTRODUCTION

The purpose of this article is to investigate the properties of estimators that combine matching with a bias correction proposed in Rubin (1973) and Quade (1982), and derive the large sample properties of a nonparametric extension of the bias-corrected estimator. We show that a nonparametric implementation of the bias correction removes the conditional bias of matching asymptotically to a sufficient degree so that the resulting estimator is $N^{1/2}$-consistent, without affecting the asymptotic variance.

We apply simple matching estimators and the bias-corrected matching estimators studied in the current article to the National Supported Work (NSW) demonstration data, analyzed originally by Lalonde (1986) and subsequently by many others, including Heckman and Hotz (1989), Dehejia and Wahba (1999), Smith and Todd (2005), and Imbens (2003). For the Lalonde dataset we show that conventional matching estimators without bias correction are sensitive to the choice for the number of matches, whereas a simple implementation of the bias correction using linear least squares is relatively robust to this choice. Moreover, in small simulation studies designed to mimic the data from the NSW application, we find that the simple linear least-squares based implementation of the bias-corrected matching estimator performs well compared to both matching estimators without bias correction, and to regression and weighting estimators, in terms of bias, root-mean-squared-error, and coverage rates for the associated confidence intervals.

Bias-corrected matching estimators combine some of the advantages and disadvantages of both matching and regression estimators. Compared to matching estimators without bias correction, they have the advantage of being $N^{1/2}$-consistent and asymptotically normal irrespective of the number of covariates. However, bias-corrected matching estimators may be more difficult to implement than matching estimators without bias correction if the bias correction is calculated using nonparametric

2. MATCHING ESTIMATORS

2.1 Setting and Notation

Matching estimators are often used in evaluation research to estimate treatment effects in the absence of experimental data. As is by now common in this literature, we use Rubin’s potential outcome framework (e.g., Rubin 1974). See Rosenbaum (1995) and Imbens and Wooldridge (2009) for surveys. For $N$ units, indexed by $i = 1, \ldots, N$, let $W_i$ be a binary variable that indicates exposure of individual $i$ to treatment, so that $W_i = 1$ if individual $i$ was exposed to treatment, and $W_i = 0$ otherwise. Let $N_0 = \sum_{i=1}^N (1 - W_i)$ and $N_1 = \sum_{i=1}^N W_i = N - N_0$ be the number of control and treated units, respectively. The variables $Y_i(0)$ and $Y_i(1)$ represent potential outcomes with and without
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In the body of the article we will largely focus on average effect for the treated, \( Y_i(1) - Y_i(0) \) is the treatment effect for unit \( i \). Depending on the value of \( W_i \), one of the two potential outcomes is realized and observed:

\[
Y_i = \begin{cases} 
Y_i(0) & \text{if } W_i = 0 \\
Y_i(1) & \text{if } W_i = 1.
\end{cases}
\]

In settings with essentially unstructured heterogeneity in the effect of the treatment, the typical goal of evaluation research is to estimate an average treatment effect. Here, we focus on the unconditional (population) average

\[
\tau = \mathbb{E}[Y_i(1) - Y_i(0)].
\]

In addition, in the applied literature the focus is often on the average effect for the treated,

\[
\tau_{\text{treated}} = \mathbb{E}[Y_i(1) - Y_i(0)|W_i = 1].
\]

In the body of the article we will largely focus on \( \tau \). In Appendix B we present the corresponding results for \( \tau_{\text{treated}} \).

In general, a simple comparison of average outcomes between treated and control units does not identify the average effect of the treatment. The reason is that this comparison may be contaminated by the effect of other variables that are correlated with the treatment, \( W_i \), as well as with the potential outcomes, \( Y_i(1) \) and \( Y_i(0) \). The presence of these confounders may create a correlation between \( W_i \) and \( Y_i \) even if the treatment has no causal effect on the outcome. Randomization of the treatment eliminates the correlation between any potential confounder and \( W_i \). In the absence of randomization, the following set of assumptions has been found useful as a basis for identification and estimation of \( \tau \) when all confounders are observed. These observed confounders for unit \( i \) will be denoted by \( X_i \), a vector of dimension \( k \), with \( j \)th element \( X_{ij} \).

**Assumption A.1.** Let \( X \) be a random vector of dimension \( k \) of continuous covariates distributed on \( \mathbb{R}^k \) with compact and convex support \( \mathcal{X} \), with (a version of the) density bounded and bounded away from zero on its support.

**Assumption A.2.** For almost every \( x \in \mathcal{X} \),

(i) (unconfoundedness) \( W \) is independent of \( (Y_i(0), Y_i(1)) \) conditional on \( X_i = x \);

(ii) (overlap) \( \eta < \Pr(W_i = 1|X_i = x) < 1 - \eta \), for some \( \eta > 0 \).

**Assumption A.3.** \( \{Y_i, W_i, X_i\}_{i=1}^N \) are independent draws from the distribution of \( (Y, W, X) \).

**Assumption A.4.** Let \( \mu_w(x) = \mathbb{E}[Y_i(w)|X_i = x] \) and \( \sigma_w^2(x) = \mathbb{E}[(Y_i - \mu_w(x))^2|X_i = x] \). Then, (i) \( \mu_w(x) \) and \( \sigma_w^2(x) \) are Lipschitz in \( X \) for \( w = 0, 1 \), (ii) \( \mathbb{E}[(Y_i(w))^2|X_i = x] \leq C \) for some finite \( C \), for almost all \( x \in \mathcal{X} \), and (iii) \( \sigma_w^2(x) \) is bounded away from zero.

Assumption A.1 requires that all variables in \( X \) have a continuous distribution. Notice, however, that discrete covariates with a finite number of support points can be easily accommodated in our analysis by conditioning on their values. Assumption A.2(i) states that, conditional on \( X_i \), the treatment \( W_i \) is “as good as randomized,” that is, it is independent of the potential outcomes, \( Y_i(1) \) and \( Y_i(0) \). That will be the case, in particular, if all potential confounders are included in \( X \). Therefore, conditional on \( X_i = x \), a simple comparison of average outcomes between treated and control units is equal to the average effect of the treatment given \( X_i = x \). This assumption originates in the seminal article by Rosenbaum and Rubin (1983). Assumption A.2(ii) is the usual support condition invoked for matching estimators. Assumption A.2(i) and Assumption A.2(ii) combined are referred to as “strong ignorability.” Assumption A.3 refers to the sampling process. Finally, Assumption A.4 collects regularity conditions that will be used later. Note that given Assumption A.2(ii), \( \mu_{w}(x) = \mathbb{E}[Y_i(X_i = x, W_i = w)] \), and \( \sigma_w^2(x) = \mathbb{E}[(Y_i - \mathbb{E}[Y_i|X_i = x, W_i = w])^2|X_i = x, W_i = w] \). Abadie and Imbens (2006) discussed Assumptions A.1 through A.4 in greater detail. Identification conditions for matching estimators are also discussed in Hahn (1998), Dehejia and Wahba (1999), Lechner (2002), and Imbens (2004), among others.

As in Abadie and Imbens (2006), we consider matching “with replacement,” allowing each unit to be used as a match more than once. For \( x \in \mathcal{X} \), and for some positive definite symmetric matrix \( A \), let \( \|x\|_A = (x'Ax)^{1/2} \) be some vector norm. Typically the \( k \times k \) matrix \( A \) is chosen to be the inverse of the sample covariance matrix of the covariates, corresponding to the Mahalanobis metric,

\[
A_{\text{maha}} = \left( \frac{1}{N} \sum_{i=1}^N (X_i - \bar{X}) \cdot (X_i - \bar{X})' \right)^{-1},
\]

where \( \bar{X} = \frac{1}{N} \sum_{i=1}^N X_i \), or the normalized Euclidean distance, the diagonal matrix with the inverse of the sample variances on the diagonal (e.g., Abadie and Imbens 2006):

\[
A_{\text{ne}} = \text{diag}(A_{\text{maha}})^{-1}.
\]

Let \( \ell_m(i) \) be the index of the \( m \)th match to unit \( i \). That is, among the units in the opposite treatment group to unit \( i \), unit \( \ell_m(i) \) is the \( m \)th closest unit to unit \( i \) in terms of covariate values. Thus, \( \ell_m(j) \) satisfies, (i) \( W_{\ell_m(i)} = 1 - W_i \), and (ii)

\[
\sum_{j:W_j = 1 - W_i} 1\{\|X_j - X_i\|_A \leq \|X_{\ell_m(i)} - X_i\|_A \} = m,
\]

where \( 1\{\cdot\} \) is the indicator function, equal to 1 if the expression in brackets is true and zero otherwise. For notational simplicity, we ignore ties in the matching, which happen with probability zero if the covariates are continuous. Let \( \mathcal{I}_M(i) = \{\ell_1(i), \ldots, \ell_M(i)\} \) denote the set of indices for the first \( M \) matches for unit \( i \), for \( M \) such that \( M \leq N_0 \) and \( M \leq N_1 \). Finally, let \( K_M(i) \) denote the number of times unit \( i \) is used as a match if we match each unit to the nearest \( M \) matches:

\[
K_M(i) = \sum_{l=1}^N 1\{i \in \mathcal{I}_M(l)\}.
\]

Under matching without replacement, \( K_M(i) \in \{0, 1\} \), but in our setting of matching with replacement, \( K_M(i) \) can also take on integer values larger than 1 if unit \( i \) is the closest match for multiple units.
2.2 Estimators

If we were to observe the potential outcomes \( Y_i(0) \) and \( Y_i(1) \) for all units, we will simply estimate \( \tau \) as the average \( \sum_{i=1}^{N} (Y_i(1) - Y_i(0))/N \). The idea behind matching estimators is to estimate, for each \( i = 1, \ldots, N \), the missing potential outcomes. For each \( i \) we know one of the potential outcomes, namely \( Y_i(0) \) if \( W_i = 0 \), and \( Y_i(1) \) otherwise. Hence, if \( W_i = 0 \), then we choose \( \hat{Y}_i(0) = Y_i(0) = Y_i \), and if \( W_i = 1 \), then we choose \( \hat{Y}_i(1) = Y_i(1) = Y_i \). The remaining potential outcome for unit \( i \) is imputed using the average of the outcomes for its matches. This leads to

\[
\begin{align*}
\hat{Y}_i(0) &= \frac{1}{M} \sum_{j \in J_M(i)} Y_j & \text{if } W_i = 0 \\
\hat{Y}_i(1) &= \frac{1}{M} \sum_{j \in J_M(i)} Y_j & \text{if } W_i = 1.
\end{align*}
\]

Using this notation, we can write the matching estimators for \( \tau \) based on \( M \) matches per unit, with replacement, as

\[
\hat{\tau}^m_M = \frac{1}{N} \sum_{i=1}^{N} (\hat{Y}_i(1) - \hat{Y}_i(0)). \quad (1)
\]

Using the definition of \( K_M(i) \), we can also write this estimator as a weighted average of the outcomes,

\[
\hat{\tau}^w_M = \frac{1}{N} \sum_{i=1}^{N} (2W_i - 1) \cdot \left( 1 + \frac{K_M(i)}{M} \right) \cdot Y_i. \quad (2)
\]

This representation is useful for deriving the variance of the matching estimator.

In empirical applications, matching estimators are often implemented with small values for \( M \), as small as 1 even in reasonably large sample sizes. Therefore, in order to obtain an accurate approximation to the finite sample distribution of matching estimators in such settings, we focus asymptotic approximations as \( N \) increases for fixed \( M \).

Before introducing the bias-corrected matching estimator, let us briefly discuss regression estimators. Let \( \hat{\mu}_w(x) \) be a consistent estimator of \( \mu_w(x) \). A regression imputation estimator uses \( \hat{\mu}_0(X_i) \) and \( \hat{\mu}_1(X_i) \) to impute the missing values of \( Y_i(0) \) and \( Y_i(1) \), respectively. That is, for

\[
\begin{align*}
\bar{Y}_i(0) &= \begin{cases} 
Y_i & \text{if } W_i = 0 \\
\hat{\mu}_0(X_i) & \text{if } W_i = 1
\end{cases} \\
\bar{Y}_i(1) &= \begin{cases} 
\hat{\mu}_1(X_i) & \text{if } W_i = 0 \\
Y_i & \text{if } W_i = 1
\end{cases}
\end{align*}
\]

the regression imputation estimator of \( \tau \) is

\[
\hat{\tau}^\text{reg} = \frac{1}{N} \sum_{i=1}^{N} (\bar{Y}_i(1) - \bar{Y}_i(0)).
\]

As in Abadie and Imbens (2006), we classify as regression imputation estimators those for which \( \hat{\mu}_w(x) \) is a consistent estimator of \( \mu_w(x) \). Various forms of such estimators were proposed by Hahn (1998), Heckman et al. (1998), Chen, Hong, and Tarozzi (2008), and Imbens, Newey, and Ridder (2005).

The matching estimators in Equation (1) are similar to the regression imputation estimators, as they can be interpreted as imputing \( Y_i(0) \) and \( Y_i(1) \) with a nearest-neighbor estimate of \( \mu_0(X_i) \) and \( \mu_1(X_i) \), respectively. However, because \( M \) is held fixed under the matching asymptotics, \( \hat{Y}_i(0) \) and \( \hat{Y}_i(1) \) do not estimate \( \mu_0(X_i) \) and \( \mu_1(X_i) \) consistently.

Finally, we consider a bias-corrected matching estimator where the difference within the matches is regression-adjusted for the difference in covariates:

\[
\begin{align*}
\tilde{Y}_i(0) &= \begin{cases} 
Y_i & \text{if } W_i = 0 \\
\frac{1}{M} \sum_{j \in J_M(i)} (Y_j + \hat{\mu}_0(X_i) - \hat{\mu}_0(X_j)) & \text{if } W_i = 1
\end{cases} \\
\tilde{Y}_i(1) &= \begin{cases} 
\frac{1}{M} \sum_{j \in J_M(i)} (Y_j + \hat{\mu}_1(X_i) - \hat{\mu}_1(X_j)) & \text{if } W_i = 0 \\
Y_i & \text{if } W_i = 1
\end{cases}
\end{align*}
\]

and

\[
\tilde{\tau}^\text{bcm}_M = \frac{1}{N} \sum_{i=1}^{N} (\tilde{Y}_i(1) - \tilde{Y}_i(0)). \quad (3)
\]

Rubin (1979) and Quade (1982) discussed such estimators in the context of matching without replacement and with linear covariance adjustment.

To further illustrate the difference between the simple matching estimator, the regression estimator, and the bias-corrected matching estimator, consider unit \( i \) with \( W_i = 0 \). For this unit, \( Y_i(0) \) is known, and only \( Y_i(1) \) needs to be imputed. The simple matching estimator imputes the missing potential outcome \( Y_i(1) \) as

\[
\tilde{Y}_i(1) = \frac{1}{M} \sum_{j \in J_M(i)} Y_j(1).
\]

The regression imputation estimator imputes this missing potential outcome as

\[
\bar{Y}_i(1) = \hat{\mu}_1(X_i).
\]

The bias-corrected matching estimator imputes the missing potential outcome as

\[
\bar{Y}_i(1) = \frac{1}{M} \sum_{j \in J_M(i)} Y_j(1) + \left( \hat{\mu}_1(X_i) - \frac{1}{M} \sum_{j \in J_M(i)} \hat{\mu}_1(X_j) \right).
\]

The imputation for the bias-corrected matching estimator adjusts the imputation under the simple matching estimator by the difference in the estimated regression function at \( X_i \) and the estimated regression function at the matched values, \( X_j \) for \( j \in J_M(i) \). Obviously that will improve the estimator if the estimated regression function is a good approximation to the true regression function. Even if the estimated regression function is noisy, the adjustment will typically be small because \( X_i - X_j \) for \( j \in J_M(i) \) should be small in large samples. At the same time,
compared to the regression estimator, the bias-corrected matching estimator adds \( \frac{1}{N} \sum_{i \in \mathcal{M}(i)} Y_i(1) - \hat{\mu}_1(X_i) \). If the estimated regression function is equal to the true regression function, this is simply adding noise to the estimator, making it less precise without introducing bias. However, if the regression function is misspecified, the fact that under very weak assumptions the expectation of \( \frac{1}{N} \sum_{i \in \mathcal{M}(i)} Y_i(1) \) converges to \( \mu_1(X_i) - \hat{\mu}_1(X_i) \) implies that bias correction, relative to imputation estimators, is, in expectation, approximately equal to \( \mu_1(X_i) - \hat{\mu}_1(X_i) \), which will eliminate any inconsistency in the regression imputation estimator. In other words, the bias-corrected matching estimator is robust against misspecification of the regression function.

### 2.3 Large Sample Properties of Matching Estimators

Before presenting some results on the large sample properties of the bias-corrected matching estimator, we first collect some results on the large sample properties of matching estimators derived in Abadie and Imbens (2006), which motivated the use of bias-corrected matching estimators.

First, we introduce some additional notation. Let \( X \) be the \( N \times k \) matrix with \( i \)th row equal to \( X_i \). Similarly, let \( W \) be \( N \times 1 \) vector with \( i \)th element equal to \( W_i \). Let

\[
\tau(x) = \mathbb{E}[Y_i(1) - Y_i(0)|X_i = x] = \mu_1(x) - \mu_0(x),
\]

be the average effect of the treatment conditional on \( X = x \), and

\[
\overline{\tau}(X) = \frac{1}{N} \sum_{i=1}^{N} (\mu_1(X_i) - \mu_0(X_i)),
\]

the average of that over the covariate distribution. For \( i = 1, \ldots, N \), define

\[
B_{M,i} = \mathbb{E}[\hat{Y}_i(1) - \hat{Y}_i(0) - (Y_i(1) - Y_i(0))|X, W]
\]

\[
= \frac{2W_i - 1}{M} \sum_{j=1}^{M} (\mu_1 - W_i(X_i) - \mu_1 - W_i(X_j(0)))
\]

and

\[
B_{M} = \frac{1}{N} \sum_{i=1}^{N} B_{M,i} = \mathbb{E}[\hat{\tau}_M - \overline{\tau}(X)|X, W]
\]

\[
= \frac{1}{N} \sum_{i=1}^{N} \frac{2W_i - 1}{M} \sum_{j=1}^{M} (\mu_1 - W_i(X_i) - \mu_1 - W_i(X_j(0))).
\]

Now we can write the simple matching estimator minus the average treatment effect using simple algebra as

\[
\hat{\tau}_M = \overline{\tau}(X) + D_M + B_{M}.
\]

where

\[
D_M = \frac{1}{N} \sum_{i=1}^{N} (2W_i - 1) \left( \frac{K_M(i)}{M} \right) (Y_i - \mu_W(X_i)).
\]

The first term, \( \overline{\tau}(X) - \tau \), captures the variation in the conditional treatment effect. This term is a simple sample average and satisfies a central limit theorem. The second term \( D_N \) has expectation zero conditional on \( X \) and \( W \). This term also satisfies a central limit theorem (Abadie and Imbens 2006). The last term captures the bias conditional on the covariates. This term does not necessarily satisfy a central limit theorem, and our bias-correction approach is geared toward eliminating it.

Next, we turn to the variance. Note that \( K_M(i) \) is nonstochastic conditional on \( X \) and \( W \). Therefore, Equation (2) implies that the variance of \( \hat{\tau}_M \) conditional on \( X \) and \( W \) is

\[
\mathbb{V}(\hat{\tau}_M|X, W) = \mathbb{V}(D_M|X, W) = \frac{1}{N^2} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M} \right)^2 \sigma_W^2(X_i).
\]

Let \( V^E = N \cdot \mathbb{V}(\hat{\tau}_M|X, W) \) be the corresponding normalized variance. In addition, let \( V^{\text{true}} = \mathbb{E}[(\tau(X) - \tau)^2] \). The following result is given in Abadie and Imbens (2006):

Theorem 1 (Asymptotic normality for the simple matching estimator). Suppose Assumptions A.1–A.4 hold. Then

\[
(V^E + V^{\text{true}})^{-1/2} \sqrt{N}(\hat{\tau}_M - B_{M} - \tau) \overset{d}{\to} N(0, 1).
\]

Abadie and Imbens (2006) also proposed a consistent estimator for \( V^E \) and \( V^{\text{true}} \) under Assumptions A.1–A.4.

The result of Theorem 1 shows that, after subtracting the conditional bias terms \( B_{M} \), the simple matching estimator is \( N^{1/2} \)-consistent and asymptotically normal. Moreover, Abadie and Imbens (2006) showed that the same result holds without subtracting the conditional bias terms if matching is done for only one covariate (e.g., matching on the true propensity score) because in that case \( \sqrt{NB_{M}} = o_p(1) \).

### 3. BIAS-CORRECTED MATCHING

In this section we analyze the properties of the bias-corrected matching estimators, defined in Equation (3). In order to establish the asymptotic behavior of the bias-corrected estimator, we consider a nonparametric series estimator for the two regression functions, \( \mu_0(x) \) and \( \mu_1(x) \), with \( K(N) \) terms in the series, where \( K(N) \) increases with \( N \). An important disadvantage of this estimator is that it will rely on selecting smoothing parameters as functions of the sample size, something that the simple matching estimator allows us to avoid. The advantage of the bias-corrected matching estimator is that it is root-\( N \) consistent for any dimension of the covariates, \( k \). In both these properties the bias-corrected matching estimator is similar to the regression imputation estimator. However, it has the same large sample variance as the simple matching estimator, and therefore, it is, in general, not as efficient as the regression imputation or weighting estimators in large samples. Compared to the regression imputation estimator, the bias-corrected matching estimator is more robust in the sense that it is consistent for a fixed value of the smoothing parameters. Because choosing smoothing parameters as functions of the sample size is precisely what matching estimators allow us to avoid, in the empirical analysis and simulations of Sections 4 and 5 we investigate the performance of a simple implementation of the bias correction by linear least squares.

Here, we discuss the formal nonparametric implementation of the bias adjustment. Let \( \lambda = (\lambda_1, \ldots, \lambda_k) \) be a multi-index of dimension \( k \), that is, is a \( k \)-dimensional vector of nonnegative integers, with \( |\lambda| = \sum_{i=1}^{k} \lambda_i \), and let \( x = x_1, x_2, \ldots, x_k \). Consider a series \( \lambda(K) \) containing all distinct such vectors such that \( |\lambda(K)| \) is nondecreasing. Let \( p_K(x) = x^{\lambda(K)} \), and let...
\( p^K(x) = (p_1(x), \ldots, p_K(x))'. \) Following Newey (1995), the nonparametric series estimator of the regression function \( \mu_u(x) \) is given by

\[
\hat{\mu}_u(x) = p^{K(N)}(x)\left( \sum_{i: W_i = w} p^{K(N)}(X_i)p^{K(N)}(X_i)' \right)^{-1} \sum_{i: W_i = w} p^{K(N)}(X_i)Y_i,
\]

where \((-)^{-1}\) denotes a generalized inverse. Given the estimated regression function, let \( \hat{B}_m \) be the estimator for the average bias term:

\[
\hat{B}_m = \frac{1}{N} \sum_{i=1}^{N} \frac{2W_i - 1}{M} \sum_{j=1}^{M} (\hat{\mu}_{1-W_i}(X_i) - \hat{\mu}_{1-W_i}(X_{\ell(j)^i})).
\]

Then the bias corrected matching estimator is

\[
\hat{z}_{bc}^m = \hat{z}_m - \hat{B}_m.
\]

The following theorem shows that the bias correction removes the bias without affecting the asymptotic variance.

**Theorem 2** (Bias-corrected matching estimator). Suppose that Assumptions A.1–A.4 hold. Assume also that (i) the support of \( X, X \subset \mathbb{R}^k \), is a Cartesian product of compact intervals; (ii) \( K(N) = O(N^v) \), with \( 0 < v < \min(2/(4k + 3), 2/(4k^2 - k)) \); and (iii) there is a constant \( C \) such that for each multi-index \( \lambda \), the \( \lambda \)th partial derivative of \( \mu_u(x) \) exists for \( w = 0, 1 \) and its norm is bounded by \( C^{1/2} \lambda \). Then,

\[
\sqrt{N}(\hat{B}_m - \hat{B}_m^{op}) \overset{p}{\to} 0 \quad \text{and} \quad \left( V^E + V^x(x) \right)^{1/2} \sqrt{N}(\hat{z}_{bc}^m - \tau) \overset{d}{\to} N(0, 1).
\]

**Proof.** See Appendix A.

The first result implies that we can estimate the bias faster than \( N^{1/2} \). This may seem surprising, given that even in parametric settings we can typically not estimate parameters faster than \( N^{1/2} \). That logic applies to objects of the type \( \mu_u(x) - \mu_u(w) \); for fixed \( x \) and \( w \) we cannot estimate \( \mu_u(x) - \mu_u(w) \) faster than \( N^{1/2} \). However, here we are estimating objects of the type \( \mu_u(x) - \mu_u(w) \) where \( x - w \) goes to zero, allowing us to obtain a faster rate for the difference \( \mu_u(x) - \mu_u(w) \). In other words, \( \hat{B}_m \) itself is \( o_p(1) \) (in fact, it is \( O_p(N^{-1/4}) \), giving us additional room to estimate it at a rate faster than \( N^{1/2} \). The second result says that the bias-corrected matching estimator has the same normalized variance as the simple matching estimator.

## 4. AN APPLICATION TO THE EVALUATION OF A LABOR MARKET PROGRAM

In this section we apply the estimators studied in this article to data from the National Supported Work (NSW) demonstration, an evaluation of a subsidized work program first analyzed by Lalonde (1986) and subsequently by Heckman and Hotz (1989), Dehejia and Wahba (1999), Imbens (2003), Smith and Todd (2005), and others. The specific sample we use here is the one employed by Dehejia and Wahba (1999) and is available on Rajeev Dehejia’s website. The dataset we use here contains an experimental sample from a randomized evaluation of the NSW program, and also a nonexperimental sample from the Panel Study of Income Dynamics (PSID). Using the experimental data we obtain an unbiased estimate of the average effect of the program. We then compute nonexperimental matching estimators using the experimental participants and the nonexperimental comparison group from the PSID, and compare them to the experimental estimate. In line with previous studies using these data, we focus on the average effect for the treated, and therefore, only match the treated units.

Table 1 presents summary statistics for the three groups used in our analysis. The first two columns present the summary sta-

<table>
<thead>
<tr>
<th>Table 1. Summary statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
</tr>
<tr>
<td><strong>Panel A: Pretreatment variables</strong></td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Black</td>
</tr>
<tr>
<td>Hispanic</td>
</tr>
<tr>
<td>Married</td>
</tr>
<tr>
<td>Earnings 13–24</td>
</tr>
<tr>
<td>Unemployed 13–24</td>
</tr>
<tr>
<td>Earnings ’75</td>
</tr>
<tr>
<td>Unemployed ’75</td>
</tr>
<tr>
<td><strong>Panel B: Outcomes</strong></td>
</tr>
<tr>
<td>Earnings ’78</td>
</tr>
<tr>
<td>Unemployed ’78</td>
</tr>
</tbody>
</table>

**NOTE:** Earnings data are in thousands of 1978 dollars. Earnings 13–24 and Unemployed 13–24 refers to earnings and unemployment during the period 13 to 24 months prior to randomization.
istics for the experimental treatment group. The second pair of columns presents summary statistics for the experimental controls. The third pair of columns presents summary statistics for the nonexperimental comparison group constructed from the PSID. The last two columns present normalized differences between the covariate distributions, between the experimental treated and controls, and between the experimental treated and the PSID comparison group, respectively. These normalized differences are calculated as

\[ \text{nor-dif} = \frac{\bar{X}_1 - \bar{X}_0}{\sqrt{(S^2_0 + S^2_1)/2}}. \]

where \( \bar{X}_w = \frac{\sum_i W_i x_i}{N_w} \) and \( S^2_w = \frac{\sum_i (x_i - \bar{X}_w)^2}{N_w - 1} \). Note that this differs from the \( t \)-statistic for the test of the null hypothesis that \( \mathbb{E}[X|W = 0] = \mathbb{E}[X|W = 1] \), which will be

\[ t\text{-stat} = \frac{\bar{X}_1 - \bar{X}_0}{\sqrt{S^2_0/N_0 + S^2_1/N_1}}. \]

The normalized difference provides a scale-free measure of the difference in the location of the two distributions, and is useful for assessing the degree of difficulty in adjusting for differences in covariates.

Panel A contains the results for pretreatment variables and Panel B for outcomes. Notice the large differences in background characteristics between the program participants and the PSID sample. This is what makes drawing causal inferences from comparisons between the PSID sample and the treatment group a tenuous task. From Panel B, we can obtain an unbiased estimate of the effect of the NSW program on earnings in 1978 by comparing the averages for the experimental treated and controls, \( 6.35 - 4.55 = 1.80 \), with a standard error of 0.67 (earnings are measured in thousands of dollars). Using a normal approximation to the limiting distribution of the effect of the program on earnings in 1978, we obtain a 95% confidence interval, which is \([0.49, 3.10]\).

Table 2 presents estimates of the causal effect of the NSW program on earnings using various matching, regression, and weighting estimators. Panel A reports estimates for the experimental data (treated and controls). Panel B reports estimates based on the experimental treated and the PSID comparison group. The first set of rows in each case reports matching estimates for \( M \) equal to 1, 4, 16, 64, and 2490 (the size of the PSID comparison group). The matching estimates include simple matching with no-bias adjustment and bias-adjusted matching, first by matching on the covariates and then by matching on the estimated propensity score. The covariate matching estimators use the matrix \( A_{\text{ne}} \) (the diagonal matrix with inverse sample variances on the diagonal) as the distance measure. Because we are focused on the average effect for the treated, the bias correction only requires an estimate of \( \mu_0(X_i) \). We estimate this regression function using linear regression on all nine pretreatment covariates in Table 1, panel A, but do not include any higher order terms or interactions, with only the control units that are used as a match [the units \( j \) such that \( W_j = 0 \) and

<table>
<thead>
<tr>
<th>( M )</th>
<th>Est. (SE)</th>
<th>Est. (SE)</th>
<th>Est. (SE)</th>
<th>Est. (SE)</th>
<th>Est. (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Covariate matching</td>
<td>1.22 (0.84)</td>
<td>1.99 (0.74)</td>
<td>1.75 (0.74)</td>
<td>2.20 (0.70)</td>
<td>1.79 (0.67)</td>
</tr>
<tr>
<td>Bias-adjusted cov matching</td>
<td>1.16 (0.84)</td>
<td>1.84 (0.74)</td>
<td>1.54 (0.75)</td>
<td>1.74 (0.71)</td>
<td>1.72 (0.68)</td>
</tr>
<tr>
<td>Pscore matching</td>
<td>1.43 (0.81)</td>
<td>1.95 (0.69)</td>
<td>1.85 (0.69)</td>
<td>1.85 (0.68)</td>
<td>1.79 (0.67)</td>
</tr>
<tr>
<td>Bias-adjusted pscore matching</td>
<td>1.22 (0.81)</td>
<td>1.89 (0.71)</td>
<td>1.78 (0.70)</td>
<td>1.67 (0.69)</td>
<td>1.72 (0.68)</td>
</tr>
<tr>
<td>Regression estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean difference</td>
<td>1.79 (0.67)</td>
<td>1.72 (0.68)</td>
<td>2.27 (0.80)</td>
<td>1.79 (0.67)</td>
<td>1.69 (0.66)</td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighting on pscore</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighting and linear regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel B:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonexperimental estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple matching</td>
<td>2.07 (1.13)</td>
<td>1.62 (0.91)</td>
<td>0.47 (0.85)</td>
<td>-0.11 (0.75)</td>
<td>-15.20 (0.61)</td>
</tr>
<tr>
<td>Bias-adjusted matching</td>
<td>2.42 (1.13)</td>
<td>2.51 (0.90)</td>
<td>2.48 (0.83)</td>
<td>2.26 (0.71)</td>
<td>0.84 (0.63)</td>
</tr>
<tr>
<td>Pscore matching</td>
<td>2.32 (1.21)</td>
<td>2.06 (1.01)</td>
<td>0.79 (1.25)</td>
<td>-0.18 (0.92)</td>
<td>-1.55 (0.80)</td>
</tr>
<tr>
<td>Bias-adjusted pscore matching</td>
<td>3.10 (1.21)</td>
<td>2.61 (1.03)</td>
<td>2.37 (1.28)</td>
<td>2.32 (0.94)</td>
<td>2.00 (0.84)</td>
</tr>
<tr>
<td>Regression estimates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean difference</td>
<td>-15.20 (0.66)</td>
<td>0.84 (0.88)</td>
<td>3.26 (1.04)</td>
<td>1.77 (0.67)</td>
<td>1.65 (0.66)</td>
</tr>
<tr>
<td>Linear</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quadratic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighting on pscore</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weighting and linear regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

NOTE: The outcome is earnings in 1978 in thousands of dollars.
The confidence intervals are based on the variance estimator proposed in Abadie and Imbens (2006). This variance estimator is formally justified for the case of matching on the covariates. It does not cover the case of matching on the estimated propensity score. We implement it for the case of matching on the estimated propensity score by ignoring the estimation error in the propensity score. The next three rows of each panel report estimates based on differences in means, linear regression including terms for all covariates, and linear regression also including quadratic terms and a full set of interactions, respectively. The last two rows in each panel report estimates for weighting estimators. Both rows use weights for interactions, respectively. The last two rows in each panel report regression also including quadratic terms and a full set of in-

The experimental estimates in Panel A range from 1.16 (bias-corrected matching with one match) to 2.27 (quadratic regression). The nonexperimental estimates in Panel B have a much wider range, from −15.20 (simple difference) to 3.26 (quadratic regression). For the nonexperimental sample, using a single match, there is little difference between the simple matching estimator and its bias-corrected version, 2.07 and 2.42, respectively. However, simple matching without bias-correction produces radically different estimates when the number of matches changes; a troubling result for the empirical implementation of these estimators. With $M \geq 16$, the simple matching estimator produces results outside the experimental 95% confidence interval. In contrast, the bias-corrected matching estimator shows a much more robust behavior when the number of matches changes: only with $M = 2490$ (that is, when all units in the comparison group are matched to each treated) the bias-corrected estimate deteriorates to 0.84, still inside the experimental 95% confidence interval.

To see how well the simple matching estimator performs in terms of balancing the covariates, Table 3 reports average differences within the matched pairs. First, all the covariates are normalized to have zero mean and unit variance. The first two columns report the averages of the normalized covariates for the PSID comparison group and the experimental treated. Before matching, the averages for some of the variables are more than one standard deviation apart, e.g., the earnings and employment variables. The next pair of columns reports the within-matched-pairs average difference and the standard deviation of this within-pair difference. For all the indicator variables the matching is exact. The other, more continuously distributed variables are not matched exactly, but the quality of the matches appears very high: the average difference within the pairs is very small compared to the average difference between treated and comparison units before the matching, and it is also small compared to the standard deviations of these differences. If we increase the number of matches the quality of the matches goes down, with even the indicator variables no longer matched exactly, but in most cases the average difference is still very small until we get to 16 or more matches. As expected, match quality deteriorates when the number of matches increases. This explains why, as shown in Table 2, the bias correction matters more for larger $M$. The last row reports matching differences for logit estimates of the propensity score. Although here we match on the covariates directly, rather than on the propensity score, the matching still greatly reduces differences in the propensity score. With a single match ($M = 1$) the average difference in the propensity score is only 0.21, whereas without matching the difference between treated and comparison units is 8.16, almost 40 times higher.

5. A MONTE CARLO STUDY

In this section, we discuss some simulations designed to assess the performance of the various matching estimators. To get a realistic sense of the performance of the various estimators, we simulated datasets that aim to resemble actual datasets. For other Monte Carlo studies of matching type estimators see Zhao (2002), Frölich (2004), and Busso, DiNardo, and McCrary (2009). An additional Monte Carlo study based on data collected by Imbens, Rubin, and Sacerdote (2001) is available in a previous version of this article.

<table>
<thead>
<tr>
<th>Table 3. Mean covariate differences in matched groups</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Age</td>
</tr>
<tr>
<td>Education</td>
</tr>
<tr>
<td>Black</td>
</tr>
<tr>
<td>Hispanic</td>
</tr>
<tr>
<td>Married</td>
</tr>
<tr>
<td>Earnings 13–24</td>
</tr>
<tr>
<td>Unemployed 13–24</td>
</tr>
<tr>
<td>Earnings ’75</td>
</tr>
<tr>
<td>Unemployed ’75</td>
</tr>
<tr>
<td>Log odds</td>
</tr>
</tbody>
</table>

NOTE: In this table all covariates have been normalized to have mean zero and unit variance. The first two columns present the averages for the experimental treated and the PSID comparison units. The remaining pairs of columns present the average difference within the matched pairs and the standard deviation of this difference for matching based on 1, 4, 16, 64, and 2490 matches. For the last variable the logarithm of the odds ratio of the propensity score is used. This log odds ratio has mean −6.52 and standard deviation 3.30 in the sample.
The simulations are designed to mimic the Lalonde data. In each of the 10,000 replications we draw 185 treated and 2490 control observations and calculate 21 estimators for the average effect on the treated, $t_{\text{treated}}$. In the simulation we have eight regressors, designed to match the following variables in the NSW dataset: age, educ, black, married, re74, u74, re75, and u75. In Appendix C we describe the precise data generating process for the simulations. For each estimator we report the mean and median bias, the root-mean-squared-error (RMSE), the median-absolute-error (MAE), the standard deviation, the average estimated standard error, and the coverage rates for nominal 95% and 95% confidence intervals based on the matching estimator for the variance. We implemented an extremely simple version of the bias adjustment, using only linear regression functions, Newey (1995) theorems 4.2 and 4.4 apply. The result of the lemma holds because the theorems hold. Then for any $\lambda \geq 0$ for $\lambda \in \mathbb{R}$, $\mu \in \mathbb{R}$, and let $\Lambda_{\lambda}$ be the set of $\lambda$ such that $|\lambda| = l$. Furthermore, let $x^{\lambda} = x^{\lambda_1}, \ldots, x^{\lambda_k}$, and let $\partial^\lambda g(x) = \partial x_{\lambda_1} g(x)/\partial x_{\lambda_1}, \ldots, \partial x_{\lambda_k} g(x)$. For $d \geq 0$, define $|g|_d = max_{|\lambda| \leq d} sup_{x} |\partial^\lambda g(x)|$.

**Lemma A.1** (Uniform convergence of series estimators of regression functions, Newey 1995). Suppose the conditions in Theorem 2 hold. Then for any $\xi > 0$ and nonnegative integer $d$,

$$|\hat{\mu}_w - \mu|_d = O_p(K^{1/2d}((K/N)^{1/2} + K^{-\xi}))$$

for $w = 0, 1$.

**Proof.** Assumptions 3.1, 4.1, 4.2, and 4.3 in Newey (1995) are satisfied for $\mu_w(x)$ and $N_w \to \infty$, implying that Newey’s theorems 4.2 and 4.4 apply. The result of the lemma holds because $N/N_w = O_p(1)$ for $w = 0, 1$.

### Table 4. Simulation results Lalonde design (10,000 replications)

<table>
<thead>
<tr>
<th>$M$</th>
<th>Estimator</th>
<th>Mean bias</th>
<th>Median bias</th>
<th>RMSE</th>
<th>MAE</th>
<th>SD</th>
<th>SE</th>
<th>Coverage rate (95% CI)</th>
<th>(90% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Covariate matching</td>
<td>-0.91</td>
<td>-0.81</td>
<td>1.36</td>
<td>0.86</td>
<td>1.02</td>
<td>1.44</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>Bias-adj cov match</td>
<td>0.16</td>
<td>0.22</td>
<td>1.33</td>
<td>0.81</td>
<td>1.32</td>
<td>1.43</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td>4</td>
<td>Covariate matching</td>
<td>-1.33</td>
<td>-1.25</td>
<td>1.57</td>
<td>1.25</td>
<td>0.84</td>
<td>1.22</td>
<td>0.93</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>Bias-adj cov match</td>
<td>0.24</td>
<td>0.28</td>
<td>1.18</td>
<td>0.75</td>
<td>1.15</td>
<td>1.20</td>
<td>0.95</td>
<td>0.91</td>
</tr>
<tr>
<td>16</td>
<td>Covariate matching</td>
<td>-2.04</td>
<td>-2.00</td>
<td>2.17</td>
<td>2.00</td>
<td>0.74</td>
<td>1.11</td>
<td>0.61</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>Bias-adj cov match</td>
<td>0.43</td>
<td>0.45</td>
<td>1.13</td>
<td>0.77</td>
<td>1.05</td>
<td>1.08</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>64</td>
<td>Covariate matching</td>
<td>-3.07</td>
<td>-3.08</td>
<td>3.13</td>
<td>3.08</td>
<td>0.61</td>
<td>1.01</td>
<td>0.09</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Bias-adj cov match</td>
<td>0.57</td>
<td>0.59</td>
<td>1.05</td>
<td>0.75</td>
<td>0.88</td>
<td>0.95</td>
<td>0.92</td>
<td>0.87</td>
</tr>
<tr>
<td>1</td>
<td>Pscore matching</td>
<td>-0.02</td>
<td>0.29</td>
<td>1.72</td>
<td>0.91</td>
<td>1.72</td>
<td>1.64</td>
<td>0.98</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Bias-adj pscore match</td>
<td>0.09</td>
<td>0.22</td>
<td>1.38</td>
<td>0.84</td>
<td>1.38</td>
<td>1.64</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>4</td>
<td>Pscore matching</td>
<td>-0.29</td>
<td>-0.07</td>
<td>1.36</td>
<td>0.77</td>
<td>1.33</td>
<td>1.43</td>
<td>0.96</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>Bias-adj pscore match</td>
<td>0.09</td>
<td>0.22</td>
<td>1.23</td>
<td>0.74</td>
<td>1.22</td>
<td>1.45</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>16</td>
<td>Pscore matching</td>
<td>-0.89</td>
<td>-0.82</td>
<td>1.39</td>
<td>0.90</td>
<td>1.06</td>
<td>1.33</td>
<td>0.98</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>Bias-adj pscore match</td>
<td>0.14</td>
<td>0.21</td>
<td>1.17</td>
<td>0.75</td>
<td>1.17</td>
<td>1.36</td>
<td>0.97</td>
<td>0.94</td>
</tr>
<tr>
<td>64</td>
<td>Pscore matching</td>
<td>-1.69</td>
<td>-1.66</td>
<td>1.89</td>
<td>1.66</td>
<td>0.84</td>
<td>1.13</td>
<td>0.78</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>Bias-adj pscore match</td>
<td>0.27</td>
<td>0.31</td>
<td>1.06</td>
<td>0.72</td>
<td>1.03</td>
<td>1.16</td>
<td>0.96</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>Mean difference</td>
<td>-22.41</td>
<td>-22.41</td>
<td>22.42</td>
<td>22.41</td>
<td>0.76</td>
<td>1.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Linear regression</td>
<td>-0.27</td>
<td>-0.25</td>
<td>1.33</td>
<td>0.88</td>
<td>1.30</td>
<td>1.48</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Quadratic regression</td>
<td>3.35</td>
<td>3.36</td>
<td>3.90</td>
<td>3.36</td>
<td>1.99</td>
<td>2.05</td>
<td>0.62</td>
<td>0.49</td>
<td></td>
</tr>
<tr>
<td>Weighting on pscore</td>
<td>-0.14</td>
<td>-0.07</td>
<td>1.28</td>
<td>0.79</td>
<td>1.27</td>
<td>1.28</td>
<td>0.96</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>Weighting and regression</td>
<td>0.15</td>
<td>0.19</td>
<td>1.09</td>
<td>0.68</td>
<td>1.08</td>
<td>1.13</td>
<td>0.97</td>
<td>0.94</td>
<td></td>
</tr>
</tbody>
</table>

### 6. CONCLUSION

We propose a nonparametric bias-adjustment that renders matching estimators $N^{1/2}$-consistent. In simulations based on a realistic setting for nonexperimental program evaluations, a simple implementation of this estimator, where the bias-adjustment is based on linear regression, performs well compared to both matching estimators without bias-adjustment and regression-based estimators in terms of bias and mean-squared error. It also has good coverage rates for 90% and 95% confidence intervals, suggesting it may be a useful estimator in practice.

**APPENDIX A: PROOFS**

Before proving Theorem 2 we state two auxiliary lemmas. Let $\lambda$ be a multi-index of dimension $k$, that is, a $k$-dimensional vector of nonnegative integers, with $|\lambda| = \sum_{i=1}^k \lambda_i$, and let $\Lambda_{\lambda}$ be the set of $\lambda$ such that $|\lambda| = l$. Furthermore, let $x^{\lambda} = x^{\lambda_1}, \ldots, x^{\lambda_k}$, and let $\partial^\lambda g(x) = \partial x_{\lambda_1} g(x)/\partial x_{\lambda_1}, \ldots, \partial x_{\lambda_k} g(x)$. For $d \geq 0$, define $|g|_d = max_{|\lambda| \leq d} sup_{x} |\partial^\lambda g(x)|$.

**Lemma A.1** (Uniform convergence of series estimators of regression functions, Newey 1995). Suppose the conditions in Theorem 2 hold. Then for any $\xi > 0$ and nonnegative integer $d$,

$$|\hat{\mu}_w - \mu|_d = O_p(K^{1/2d}((K/N)^{1/2} + K^{-\xi}))$$

for $w = 0, 1$.

**Proof.** Assumptions 3.1, 4.1, 4.2, and 4.3 in Newey (1995) are satisfied for $\mu_w(x)$ and $N_w \to \infty$, implying that Newey’s theorems 4.2 and 4.4 apply. The result of the lemma holds because $N/N_w = O_p(1)$ for $w = 0, 1$. 
Lemma A.2 (Unit-level bias correction). Suppose the conditions in Theorem 2 hold. Then
\[
\max_{i=1,\ldots,N} \left| \mu_w(X_{j_{m(i)}}) - \hat{\mu}_w(X_{j_{m(i)}}) - \left( \mu_w(X_i) - \mu_w(X_{j_{m(i)}}) \right) \right| = o_p(N^{-1/2})
\]
for \( w = 0, 1 \).

**Proof.** Let \( U_{m,i} = X_{j_{m(i)}} - X_i \), use a Taylor series expansion around \( X_i \) to write
\[
\left| \mu_w(X_{j_{m(i)}}) - \mu_w(X_i) - \sum_{1 \leq l < k-1} \frac{1}{p^l} \sum_{\lambda \in \Lambda_l} \partial^l \mu_w(X_l) U_{m,i}^l \right| \leq \frac{C_k}{k!} \sum_{\lambda \in \Lambda_k} \|U_{m,i}\|^k.
\]
Because all moments of \( N_{1-W}^1 \|U_{m,i}\| \) and \( N/W_{1-W} \) are uniformly bounded, applying Bonferroni’s and Markov’s inequalities, we obtain that for any \( \epsilon > 0 \):
\[
\max_{i=1,\ldots,N} \left| \mu_w(X_{j_{m(i)}}) - \mu_w(X_i) - \sum_{1 \leq l < k-1} \frac{1}{p^l} \sum_{\lambda \in \Lambda_l} \partial^l \mu_w(X_l) U_{m,i}^l \right| = o_p(N^{-1/2} + \epsilon).
\]
Therefore, for arbitrary \( \xi > 0 \) and \( \epsilon > 0 \):
\[
\max_{i=1,\ldots,N} \left| \mu_w(X_{j_{m(i)}}) - \hat{\mu}_w(X_i) - \sum_{1 \leq l < k-1} \frac{1}{p^l} \sum_{\lambda \in \Lambda_l} \partial^l \hat{\mu}_w(X_l) U_{m,i}^l \right| \leq \frac{1}{k!} \sum_{\lambda \in \Lambda_k} \|\hat{\mu}_w - \mu_w\|_k \|U_{m,i}\|^k + \frac{C_k}{k!} \sum_{\lambda \in \Lambda_k} \|U_{m,i}\|^k.
\]

Appendix B: The Average Effect on the Treated

Here we present the results for the average effect on the treated without proof. The formal proofs are similar to those for the case of the overall average effect. Estimation of \( \tau_{treated} \) requires weaker assumptions than estimation of \( \tau \). In particular, Assumptions A.2 and A.3 can be weakened as follows.

Assumption A.2’. For almost every \( x \in \mathbb{X} \),
(i) \( W \) is independent of \( Y(0) \) conditional on \( X = x \);
(ii) \( \Pr(W = 1|X = x) < 1 - \eta \), for some \( \eta > 0 \).

Assumption A.3’. Conditional on \( W_i = w \) the sample consists of independent draws from \( Y, X|W = w \), for \( w = 0, 1 \). For some \( r \geq 1, N_{ip}/N_0 \to \theta \), with \( 0 < \theta < \infty \).

Using the same definition for \( \hat{Y}_i(0) \) as before, we now estimate \( \tau_{treated} \) and \( \tau_{cond} \) treated as
\[
\tau_{M,treated}^m = \frac{1}{N_1} \sum_{W_i = 1} (Y_i - \hat{Y}_i(0))
\]
\[
= \frac{1}{N_1} \sum_{W_i = 1} \left(W_i - (1 - W_i) \frac{K_M(0)}{M}\right) Y_i.
\]
Define the average bias
\[
B_{M,treated}^m = \frac{1}{N_1} \sum_{i=1}^N \frac{W_i}{M} \sum_{m=1}^M (\mu_0(X_i) - \hat{\mu}_0(X_{j_{m(i)}}))
\]
the estimator for the average bias
\[
\hat{B}_{M,treated}^m = \frac{1}{N_1} \sum_{i=1}^N \frac{W_i}{M} \sum_{m=1}^M (\hat{\mu}_0(X_i) - \hat{\mu}_0(X_{j_{m(i)}})).
\]
the bias-corrected estimator for the average effect on the treated
\[ \hat{\tau}_{\text{M.treated}} = \hat{\tau}_{\text{M.treated}} - \hat{B}_{\text{M.treated}}, \]
the conditional variance
\[ \mathbb{V}(\hat{\tau}_{\text{M.treated}} | X, W) \]
\[ = \frac{1}{N_1} \sum_{i=1}^{N} (W_i - (1 - W_i) \frac{K_{M(i)}}{M})^2 \sigma^2(X_i, W_i), \]
and its normalized version,
\[ V_{\text{treated}}^E = N_1 \cdot \mathbb{V}(\hat{\tau}_{\text{M.treated}} | X, W). \]
Also define \( V^{(x)} = \mathbb{E}[(\tau(X) - \tau_{\text{treated}})^2 | W = 1]. \) Then the equivalent of Theorems 1 and 2 is:

**Theorem 1’** (Asymptotic normality for the simple matching estimator for the average effect on the treated). Suppose Assumptions A.1, A.2’, A.3’, and A.4 hold. Then
\[ (V_{\text{treated}}^E + V^{(x)}_{\text{treated}})^{-1/2} \sqrt{N_1} \left( (\hat{\tau}_{\text{M.treated}} - \hat{B}_{\text{M.treated}} - \tau_{\text{treated}}) \right) \overset{d}{\rightarrow} \mathcal{N}(0, 1). \]

**Theorem 2’** (Bias-corrected matching estimator for the average effect on the treated). Suppose that Assumptions A.1, A.2’, A.3’, and A.4 hold. Assume also that (i) the support of \( X, X \subset \mathbb{R}^k, \) is a Cartesian product of compact intervals; (ii) \( K(N) = \mathcal{O}(N^0), \) with \( 0 < \nu < \min(2/(4k^2 + 3), 2/(4k^2 - k)); \) and (iii) there is a constant \( C \) such that for each multi-index \( \alpha \) the \( \lambda \)th partial derivative of \( \mu_w(x) \) exists for \( w = 0, 1 \) and its norm is bounded by \( C^{\lambda}. \) Then,
\[ \sqrt{N_1}(\hat{\tau}_{\text{M.treated}} - \hat{B}_{\text{M.treated}} - \tau_{\text{treated}}) \overset{p}{\rightarrow} 0 \]
and
\[ (V_{\text{treated}}^E + V^{(x)}_{\text{treated}})^{1/2} \frac{\sqrt{N_1}(\hat{\tau}_{\text{M.treated}} - \hat{B}_{\text{M.treated}} - \tau_{\text{treated}})}{\sigma} \overset{d}{\rightarrow} \mathcal{N}(0, 1). \]

**APPENDIX C: DATA GENERATING PROCESSES FOR THE SIMULATIONS**

(i) **Covariates.** We draw separately from the covariate distribution given \( W_i = 0 \) and \( W_i = 1. \) The covariates are grouped into a set of five subsets, and between the subsets the covariates are drawn independently. The groups of covariates are \{age, educ, black, married, \} and \{u74, u75, re74, re75\}. For each of the joint distributions within a subset the distribution follows fairly closely to the corresponding distribution in the Lalonde data.

Among the control observations, the log of age has a normal distribution with mean 3.50 and standard deviation 0.30. Among the treated it has a normal distribution with mean 3.22 and standard deviation 0.25.

**educ** has a discrete distribution with points of support of all integers between 4 and 16. The probabilities for the 13 points of support for the controls are 0.02, 0.01, 0.02, 0.02, 0.06, 0.04, 0.07, 0.07, 0.34, 0.05, 0.08, 0.02, and 0.20. For the treated the probabilities are 0.02, 0.01, 0.01, 0.01, 0.10, 0.15, 0.17, 0.24, 0.21, 0.04, 0.02, 0.01, and 0.01.

black has a discrete distribution with, among the controls, the population fraction of blacks is 0.25. Among the treated the fraction is 0.84.

Among the controls, married has a binary distribution with mean 0.87, and among the treated it has a binary distribution with mean 0.19.

Among the controls the \( \text{pr}((u74, u75) = (0, 0)) = 0.88, \) \( \text{pr}((u74, u75) = (0, 1)) = 0.03 \) \( \text{pr}((u74, u75) = (1, 0)) = 0.02, \) and \( \text{pr}((u74, u75) = (1, 1)) = 0.07. \) Among the treated \( \text{pr}((u74, u75) = (0, 0)) = 0.28, \) \( \text{pr}((u74, u75) = (0, 1)) = 0.01, \) \( \text{pr}((u74, u75) = (1, 0)) = 0.12, \) and \( \text{pr}((u74, u75) = (1, 1)) = 0.59. \)

Among the controls, conditional on \( (u74, u75) = (0, 1), \) the log of re75 has a normal distribution with mean 2.32 and standard deviation 1.45. Conditional on \( (u74, u75) = (1, 0), \) the log of re74 has a normal distribution with mean 2.16 and standard deviation 1.20. Conditional on \( (u74, u75) = (0, 0), \) the log of \( (re74, re75) \) has a joint normal distribution with mean (2.88, 2.86) and covariance matrix \( \begin{pmatrix} 0.47 & 0.37 \\ 0.370 & 0.500 \end{pmatrix} \).

Among the treated, conditional on \( (u74, u75) = (0, 1), \) the log of re75 has a normal distribution with mean 0.60 and standard deviation 0.88. Conditional on \( (u74, u75) = (1, 0), \) the log of re74 has a normal distribution with mean 1.26 and variance 0.78, and conditional on \( (u74, u75) = (0, 0), \) the log of \( (re74, re75) \) has a joint normal distribution with mean (1.53, 0.93) and covariance matrix \( \begin{pmatrix} 1.08 & 0.57 \\ 0.57 & 1.42 \end{pmatrix} \).

(ii) **Conditional Outcome Distribution Given Covariates.** Conditional on the covariates, the outcome \( Y_i \) has a mixed discrete/continuous distribution, with separate coefficients for the controls and treated. The probability that the outcome is positive conditional on the covariate taking on the value \( x \) is \( \exp(\gamma'_h(x))/(1 + \exp(\gamma'_h(x)), \) for \( w = 0, 1. \) The vector of covariates contains 16 elements: an intercept, age, educ, black, married, u74, u75, re74, re75, black x u74, black x re74, re75, u75 x u74, educ x re75, and re74 x re75. The coefficients \( \gamma \) are listed in Table C.1. Conditional on the outcome being positive, its logarithm has a normal distribution with mean \( \beta'_w(h(x)), \)

<table>
<thead>
<tr>
<th></th>
<th>( \gamma_0 )</th>
<th>( \gamma_0 )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Const.</td>
<td>2.7437</td>
<td>1.3486</td>
<td>7.1253</td>
<td>1.7159</td>
</tr>
<tr>
<td>age</td>
<td>-0.0331</td>
<td>-0.0054</td>
<td>0.0108</td>
<td>0.0023</td>
</tr>
<tr>
<td>educ</td>
<td>0.0022</td>
<td>0.0060</td>
<td>0.0003</td>
<td>0.0047</td>
</tr>
<tr>
<td>black</td>
<td>-0.7322</td>
<td>-0.1570</td>
<td>-7.3174</td>
<td>-0.6217</td>
</tr>
<tr>
<td>married</td>
<td>0.1852</td>
<td>0.1559</td>
<td>0.0620</td>
<td>-0.0065</td>
</tr>
<tr>
<td>u74</td>
<td>-1.5517</td>
<td>0.4833</td>
<td>-16.3253</td>
<td>-0.7556</td>
</tr>
<tr>
<td>u75</td>
<td>-0.7979</td>
<td>-0.0372</td>
<td>11.9438</td>
<td>1.5019</td>
</tr>
<tr>
<td>re74</td>
<td>-0.0110</td>
<td>0.0271</td>
<td>-1.6848</td>
<td>-0.2240</td>
</tr>
<tr>
<td>re75</td>
<td>0.0931</td>
<td>0.0494</td>
<td>8.1122</td>
<td>0.0178</td>
</tr>
<tr>
<td>black x u74</td>
<td>1.4475</td>
<td>-0.9685</td>
<td>18.2770</td>
<td>1.1383</td>
</tr>
<tr>
<td>black x u75</td>
<td>-0.1650</td>
<td>-0.2274</td>
<td>-12.7834</td>
<td>-0.7507</td>
</tr>
<tr>
<td>black x re74</td>
<td>0.0501</td>
<td>0.0047</td>
<td>1.5954</td>
<td>0.2021</td>
</tr>
<tr>
<td>black x re75</td>
<td>0.0392</td>
<td>0.0011</td>
<td>-7.1228</td>
<td>-0.1245</td>
</tr>
<tr>
<td>u74 x u75</td>
<td>-1.0170</td>
<td>0.0217</td>
<td>-1.4175</td>
<td>-1.1367</td>
</tr>
<tr>
<td>educ x re74</td>
<td>-0.0007</td>
<td>-0.0017</td>
<td>-0.1118</td>
<td>0.0063</td>
</tr>
<tr>
<td>re74 x re75</td>
<td>-0.0005</td>
<td>-0.0003</td>
<td>0.0361</td>
<td>0.0051</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.5313</td>
<td>0.9876</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for \( w = 0, 1 \), and variance \( \sigma^2 \), for the same vector of functions of the covariates \( h(x) \). Again the values for \( \beta_w \) are given in Table C.1.
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