Data Needs in Opioid Systems Modeling: Challenges and Future Directions
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Introduction: The opioid crisis is a pervasive public health threat in the U.S. Simulation modeling approaches that integrate a systems perspective are used to understand the complexity of this crisis and analyze what policy interventions can best address it. However, limitations in currently available data sources can hamper the quantification of these models.

Methods: To understand and discuss data needs and challenges for opioid systems modeling, a meeting of federal partners, modeling teams, and data experts was held at the U.S. Food and Drug Administration in April 2019. This paper synthesizes the meeting discussions and interprets them in the context of ongoing simulation modeling work.

Results: The current landscape of national-level quantitative data sources of potential use in opioid systems modeling is identified, and significant issues within data sources are discussed. Major recommendations on how to improve data sources are to: maintain close collaboration among modeling teams, enhance data collection to better fit modeling needs, focus on bridging the most crucial information gaps, engage in direct and regular interaction between modelers and data experts, and gain a clearer definition of policymakers’ research questions and policy goals.

Conclusions: This article provides an important step in identifying and discussing data challenges in opioid research generally and opioid systems modeling specifically. It also identifies opportunities for systems modelers and government agencies to improve opioid systems models.
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pharmaceutical companies; healthcare systems; insurance companies; law enforcement agencies and criminal justice systems; social welfare and foster care systems; employers, individuals, and communities; and local, state, and federal public health agencies. The rapidly changing dynamics of this crisis make it a particularly challenging problem to understand in its entirety. The uncertainty of how policies or interventions might impact behaviors and harms, as well as the lack of comprehensive data to fully describe the heterogeneous agents involved, necessitate the development of simulation approaches that project and explore policy outcomes before such policies are tested in expensive and resource-intensive clinical trials or ad hoc policy implementation. Simulation modeling accomplishes this by drawing on disparate data sources, including qualitative structural data on system functioning, to help answer “what if” policy questions through policy projections. Simulation models that integrate a systems perspective and whose model outcomes result from the inter-relationship of risk factors as a function of time (e.g., system dynamics, agent-based, dynamic compartment—hereafter, systems modeling or systems models) provide further insight by accounting for the dynamic interactions of complex systems, which can produce unintended consequences, policy resistance, and “worse before better” scenarios.

Systems modeling is unique in its ability to support a trade-off analysis of prospective policy decisions where time-varying outcomes are critical to consider. It can assist researchers and policymakers in surfacing counterintuitive insights and potential interactive and synergistic effects of policies (both negative and positive) and conducting economic evaluation (E Beaulieu, MA, unpublished data, May 2020) (e.g., cost-effectiveness analysis) before policy implementation in the real world. For instance, opioid systems models have been developed to test the simultaneous expansion of different evidence-based interventions that reduce overdose mortality, such as widespread naloxone distribution and increased access to medications for opioid use disorder (OUD). Other interventions that have been proposed to address the opioid overdose crisis include decreasing chronic opioid prescribing. However, this could have the unintended consequence of increased untreated chronic pain and overall reduced quality of life. Policy changes like this are arguably the result of having (justified) anxiety about the implications of broader structural changes and too few tools to consider what those implications might be. Systems models are a key tool to support decision makers in exploring policies and their implications. However, as with all models, decision makers must use the tools’ projections in combination with value judgments to consider the complexities of trade-offs. More discussion about the benefits, weaknesses, and uses of different modeling methods, as well as the type of policy questions they can answer, can be found elsewhere.

Systems modeling has been applied widely to public health issues and epidemics for which insufficient data or high levels of uncertainty make more traditional analytic approaches infeasible. Examples include large-scale models developed by multiple teams such as the Cancer Intervention and Surveillance Modeling Network for cancer, Framework for Reconstructing Epidemiological Dynamics for infectious diseases, CommunityFlu for influenza, and projects that have developed models for obesity and post-traumatic stress disorder. These efforts are based on cross-disciplinary collaborations to better collect available data, identify data gaps, and employ comparative modeling approaches. For instance, the Cancer Intervention and Surveillance Modeling Network’s breast cancer modeling group has assembled a nationally representative collection of common model inputs, which has enabled direct comparison of results across models, strengthening inferences about their findings. Recently, several research teams have begun to develop systems models to tackle the opioid overdose and addiction crisis. These teams face the same data challenges that all opioid researchers do and that have been well documented in the literature. For instance, some of the data systems that have been used to monitor opioid misuse have been terminated or significantly modified in recent years (e.g., the Arrestee Drug Abuse Monitoring System and the Drug Abuse Warning Network), and national data on the number of people with OUD who access evidence-based treatment such as medications for OUD are nonexistent, let alone data on treatment outcomes. Notwithstanding these significant shared challenges among all opioid researchers, data needs for simulation models in particular have not been documented systematically. This lack of research attention necessitates beginning conversations among stakeholders to identify the best opportunities for collaboration and improvement of the opioid data landscape.

To better guide future opioid crisis research, this paper introduces some of the data issues facing several teams of researchers who are actively developing national systems models of the opioid crisis. Using a convening meeting among stakeholders as the basis, this paper provides a description of quantitative data sources that might also be used for such efforts, describes the challenges involved with using each source, and provides some recommendations for researchers interested in moving existing modeling efforts forward, in the hopes of evaluating policies to reduce the negative social, economic, and health impacts of the crisis.
METHODS

To foster the development of a broader community of opioid modeling expertise, the U.S. Food and Drug Administration, in collaboration with the National Institute on Drug Abuse and Centers for Disease Control and Prevention, hosted an interagency meeting on April 29, 2019 that initiated an information exchange of key national data sources, data needs, and data considerations for the development of systems models; Appendix Section S1, available online, describes 3 models developed by these organizations. Notwithstanding that qualitative data are critical to systems modeling, the meeting focused on national-level quantitative data and alignment around the use of available sources. The discussions took place in a 1-day event involving a diverse group of 79 experts from 8 federal agencies and 16 research institutions. Of the participants, 32% were addiction and opioids experts, 22% were modeling experts, 19% were data experts, 13% were government public health experts, and 7% each were decision scientists and health economists. A total of 25% of attendees hold professorships. Appendix Section S2, available online, provides information about the attendees.

The meeting was designed to generate a variety of viewpoints. During the first half of the meeting, the modeling teams provided an overview of their approaches, and a panel of data experts presented on potential data sources. In the second half, attendees participated in breakout sessions to identify data needs and possible strategies to address data challenges. Finally, the group discussed priority data needs for opioid systems modeling and strategies for continued collaboration; Appendix Section S3, available online, presents the meeting agenda.

This synthesis highlights key takeaway messages from the meeting notes in the context of ongoing opioid systems modeling work, in which data challenges continue to arise. Agreement with individual points was not explicitly tracked, and points may not reflect consensus among group participants, but no participants voiced significant dissent to any of these points.

RESULTS

Table 1 summarizes the main data sets discussed, along with some of the key considerations associated with each. This table is presented as a summary of meeting discussions and as a resource for other opioid systems modelers who are exploring new data sources; the information presented in the table represents years of cumulative experience with these data sets. Changes in data collection methods (e.g., change of questions in surveys) and which states contribute their data to the databases in a given year introduce trend breaks that pose a further limitation. Appendix Table S1, available online, provides additional information about databases with descriptions from their publishers.

Time constraints limited the sources presented during the meeting, so Table 1 is not an exhaustive list of relevant data sources; notable omissions include data from the Bureau of Criminal Investigation and the Poison Control Centers. Also, Table 1 provides national (U.S.-level) data sources; however, several meeting participants noted the need for similar data on state and regional levels. Pennsylvania, Illinois, Minnesota, and Delaware are among the states working to develop opioid dashboards to better inform public health and public safety officials of the needs of local communities. These states have used resources to collect the raw data underlying these dashboards (e.g., estimates of nonfatal overdoses through police or emergency medical services reports, emergency department diagnoses).

Further discussion addressed 4 aspects of the opioid crisis, which are outlined in Table 2: (1) use, misuse, and use disorder; (2) nonfatal overdose; (3) illicit opioid supply and demand; and (4) treatment utilization, outcomes, and relapse. The discussion focused on national data available to model the respective aspect of the crisis, challenges associated with the available data, additional data that are needed, and priority actions that may help address challenges and needs.

In summary, the main issues raised revolved around definitional inconsistencies; general lack of data; and issues with overestimation, underestimation, and potential overlap between data sources. In each case, the path forward included the development of mutually exclusive and exhaustive definitions, which are required for systems models where individuals or their aggregates drive the key dynamics, rather than analysis of behavior. There was significant discussion around the need for incentives and support for expanded data collection and access to that data (Table 2).

The summary of perspectives in Table 2 includes points raised by meeting attendees present at each discussion group. In addition, a key point was raised that the reliance on data to build models can inadvertently lead to neglecting marginalized subpopulations, including people who are incarcerated or homeless or who have co-occurring mental illnesses and polysubstance use, who are not represented well in data sources. Although difficult to incorporate owing to the lack of data and their nuanced role in the system, these factors have important and dynamic effects on treatment decisions, initiation, durability, and recovery. Supplementary modeling projects and conceptual models may be helpful tools for considering data-scarce topics of interest without compromising the quality of system-level models.

DISCUSSION

This meeting provided a foundation for understanding the landscape of relevant quantitative, national-level data sources for the opioid crisis in the U.S., identifying existing and anticipated data obstacles to modeling efforts, and establishing relationships to foster future communication among key stakeholders.
<table>
<thead>
<tr>
<th>Consideration</th>
<th>Source</th>
<th>Years*</th>
<th>Availability</th>
<th>Example parameters</th>
<th>Key considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prescription opioid utilization data</td>
<td>Medicare Part D CMS</td>
<td>2013–2017</td>
<td>Reports, public-release research data set</td>
<td>Total opioid prescriptions paid for by Medicare Part D per year.</td>
<td>Limited lag, includes misclassifications. Excludes prescriptions paid for by other insurers or with cash. Linking prescription and treatment data is not feasible, except for data by CMS, but these were impacted by CMS redaction (2013–2017).</td>
</tr>
<tr>
<td></td>
<td>Symphony Health PRA Health Sciences, Inc.</td>
<td>2009–2016</td>
<td>Proprietary data set, accessible with fee</td>
<td>Total individuals receiving ≥5 opioid prescriptions in a given year.</td>
<td>Reported with limited lag and contain filled prescriptions regardless of the source of payment. Cannot be linked to other medical treatment, including behavioral therapies for OUD.</td>
</tr>
<tr>
<td></td>
<td>NPA, NSP IQVIA, Inc.</td>
<td>1990s–2020</td>
<td>Proprietary data set, accessible with fee</td>
<td>Total opioid prescriptions filled by mail order pharmacies. Total MOUD prescriptions filled by retail pharmacies.</td>
<td>Reported with limited lag time and contain filled prescriptions regardless of the source of payment. Cannot be linked to other medical treatment, including behavioral therapies for OUD. Some issues with unit measurement and overlap between what NPA/NSP cover.</td>
</tr>
<tr>
<td></td>
<td>ARCOS: Automation of Reports and Consolidated Orders System DEA</td>
<td>2006–2019</td>
<td>Reports, selected restricted use data files</td>
<td>Total prescription opioids manufactured (by class). Locations to which these prescriptions were distributed.</td>
<td>Excludes transfer of substances from retailer to patient. Many distributors submit written forms which contain errors. ARCOS was formerly not publicly available at a localized geographic level (i.e., ZIP code) and information by drug is not public, just by drug class, so cannot standardize by MME.</td>
</tr>
<tr>
<td></td>
<td>MEPS-HC: Medical Expenditure Panel Household Component AHRQ</td>
<td>1996–2017</td>
<td>Reports, public-release research data set</td>
<td>Total number of individuals with an opioid prescription. Average number of days’ supply in an opioid prescription.</td>
<td>Does not include information on inpatient drugs, institutionalized populations, or misuse of prescription drugs. Drugs for brief acute conditions are more likely to be underreported by patient reporters.</td>
</tr>
<tr>
<td>Illicit use of prescription opioids and heroin data</td>
<td>NSDUH: the National Survey on Drug Use and Health SAMHSA</td>
<td>2002–2017</td>
<td>Reports, Public-Release research data set. Restricted data set accessible with special application at federal facilities</td>
<td>Total number of people who misuse prescription opioids or heroin. Total number of people who have an opioid or heroin-use disorder.</td>
<td>Restricted NSDUH includes location and dates for better calculation of substance use initiation. Nonmedical prescription opioid use definition changed in 2015, introducing a trend break. Underreporting likely based on numerous factors.</td>
</tr>
</tbody>
</table>
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Table 1. Key Considerations in Data Sources (continued)

<table>
<thead>
<tr>
<th>Consideration</th>
<th>Source</th>
<th>Years&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Availability</th>
<th>Example parameters</th>
<th>Key considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NFLIS: National Forensic Laboratory Information System</strong> DEA</td>
<td>2007–2018 Reports, selected restricted use data files</td>
<td>Percentage of illicit substances, including opioids, identified and secured in law enforcement operations that contain fentanyl.</td>
<td>Details identified in the field are not included unless confirmed in the lab. Reporting schedules and level of detail vary across labs. Most labs report with significant delays.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Opioid addiction treatment data</strong> TEDS: The Treatment Episode Data Set SAMHSA</td>
<td>2006–2017 (discharge) 1992–2017 (admission) Reports, public-release research data set</td>
<td>Percentage of opioid use treatment episodes where heroin is the primary substance of abuse. Percentage of treatment episodes for heroin where the individual also indicated problematic use of benzodiazepines.</td>
<td>Length of Stay data are a mix of continuous and categorical, which limits analysis of treatment duration. Captures treatment episodes, so does not reflect repeat visits. Only some states include private facilities and individual practitioners; details of this are not included in the data set.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NSDUH: the National Survey on Drug Use and Health</strong> SAMHSA</td>
<td>2002–2017 Reports, Public-Release research data set. Restricted data set accessible with special application at federal facilities</td>
<td>Total number of people whose last treatment episode was for their use of heroin.</td>
<td>Does not include detailed information on MOUDs received during treatment or treatment duration.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>N-SSATS: National Survey of Substance Abuse Treatment Services</strong> SAMHSA</td>
<td>2000–2018 Reports, public-release research data set</td>
<td>Total individuals receiving buprenorphine, methadone, or naltrexone per year (reported in most years).</td>
<td>Does not distinguish repeat visits. Data include categorical numbers of patients per center (e.g., “25–50”), which requires the use of annual reports to find total persons. Census of all treatment facilities, but response rates range year to year (60%–90%). Size of clinics missed is unknown, thus estimating underreporting is impossible.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Overdose, hospitalizations, mortality data</strong> NIS component of HCUP: Healthcare Cost and Utilization Project AHRQ</td>
<td>1988–2017 Reports, public-release research data set</td>
<td>Total number of hospitalizations involving opioid poisoning/overdoses per year. Total number of hospitalizations involving opioid poisoning/overdoses per year resulting in a fatality.</td>
<td>Forty-eight states and the District of Columbia report to HCUP, but states report different levels of information and data are not state representative. HCUP also includes the State Inpatient Database (SID), but not all states contribute to this.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>NEMSIS: National Emergency Medical Services Information System University of Utah and DOT</strong></td>
<td>2006–2018 Reports, public-release research data set</td>
<td>Fraction of overdose events involving EMS that are fatal versus nonfatal.</td>
<td>NEMSIS does not distinguish between individuals so shows 2 entries for transport and inpatient care of the same individual. Reports the care provided, not the diagnoses.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Year ranges are inclusive.
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Ideally, opioid systems models would utilize data that are geographically and demographically representative of the modeled populations and consistently collected over time. When these data exist, a model can better reflect the complexity of the underlying phenomena and reproduce historical system behavior without the need for too many assumptions or caveats. Model performance and validity can then be assessed on whether and to what degree the model reproduces these historical trends in a theoretically justifiable way; guidelines surrounding evaluation of model performance are further explored elsewhere.43,44 This allows for more complete analyses of potential outcomes of interventions.

However, modelers encounter common challenges in accessing such data. First, no single data source offers all the qualities described here, particularly when looking at impacts on chronic disease that progress at varying rates depending on individual behavior. Second, definitions and methods used for measuring relevant aspects of the phenomena often vary across data sources. Third, available data often provide only approximations and are prone to errors and biases. Fourth, differences in data collection practices, as well as changes in those practices over time, make it difficult to distinguish true historical trends from reporting changes, which complicates model calibration.

Meeting participants identified several opportunities to enhance their collective efforts to better understand and address the opioids crisis. The next steps summarized hereafter pertain to modelers, data owners, and policymakers, and it is at the discretion of those stakeholders to implement them. In addition, public health prevention experts can play an important role in advocating for the development or funding of each initiative or convening the relevant experts to help make them happen.

**Maintain Close, Direct, and Regular Collaboration Among Modeling Teams**

Doing so is critical to ensuring the alignment, efficiency, and collective value of the models. Modelers are already communicating to a limited extent via informal channels to share insights and build upon each other’s work. As specific discussion topics or needs arise, the community should consider the value of more formal communication via regular webinars, workgroups, or other avenues. As this effort matures, this may entail mechanisms more broadly for the research community that foster collaboration directly supporting the goals of the opioid systems models.

**Enhance Data Collection to Better Fit Modeling and Research Needs**

There would be value in federal, state, and local governments continuing to develop mechanisms to: (1) better capture data surrounding the opioid crisis in its entirety,
## Table 2. Key Discussion Points and Potential Paths Forward

<table>
<thead>
<tr>
<th>Area</th>
<th>Main discussion points</th>
<th>Potential paths forward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use, misuse, and use disorder</td>
<td>Inconsistency in definition and measurement is a significant problem for system modelers, who need to identify parameter values that correspond to a single construct. Available data are difficult to interpret, especially contextually. The practice in systems modeling of triangulating data sources surfaces contradictions that threaten the internal and external validity of the model. Details about which individuals were included in data sources and why are often unclear or missing. This is challenging for systems models that rely on defining mutually exclusive groups or “types” of people. In addition to prevalence data, modelers need incidence data. Understanding incidence rates is critical to capturing and validating dynamics over time. Data on the outcomes of marginalized individuals who use opioids, including criminal justice-involved, poor and homeless, and those with co-occurring mental illness, are particularly difficult to find. The lack of data reduces the ability to test targeted policies and address inequities. There is a great need for longitudinal data collected on individuals to give insight into interrelationships of variables over time and their unintended outcomes. In addition, establishing the validity of models depends in part on being able to replicate historical trends.</td>
<td>Standard list of definitions for prioritized terms and variables. Explore innovative efforts to triangulate data sources, harness new and/or novel data sources like social media, and employ synthetic datasets.</td>
</tr>
<tr>
<td>Nonfatal overdose</td>
<td>The incidence of nonfatal overdose is a key data need. Policy interventions tested in a model meant to reduce fatal overdose are compared to a (highly uncertain) baseline level of overdose and survival; reducing uncertainty here is critical. Existing data collection practices limit the accuracy of available proxies for overdose. The size of the underreporting and overreporting margins is unclear.</td>
<td>Text mining through qualitative EMS reports may identify overdoses. Incentives that encourage providers to report the identification of overdose and submit the data frequently. Implementation of Good Samaritan laws to encourage the use of EMS. Improved collaboration between modelers with data systems like PCORnet and Enhanced State Opioid Overdose Surveillance (ESOOS) that are developing overdose metrics.</td>
</tr>
<tr>
<td>Illicit opioid supply and demand</td>
<td>There is limited data available regarding sources of illicit opioids (e.g., laboratories, drug trafficking, or diversion). Such data would allow for more targeted testing of interventions in systems models. There is limited data available regarding the volume and price of illicit opioids, which affects availability of drugs and thus key transition rates (e.g., initiation, escalation) that systems models use to model dynamics. Estimating opioid diversion nationally should be a priority. In systems modeling, these underlying market dynamics are critical to understand shifts in behavior over time. Opioid data alone are insufficient; it is critical to note that heroin-use interventions may have unintended consequences for other substances (e.g., cocaine).</td>
<td>Programs that collect information about purity, street price, and volume of illicit substances. Making computable forms of data publicly accessible by data providers.</td>
</tr>
</tbody>
</table>
including marginalized or excluded populations as well as populations exposed through medical channels; (2) better measure opioid-related events and phenomena (e.g., non-fatal overdoses, average duration of medication receipt for successful treatment) that are insufficiently reflected in current data sources; (3) develop data collection mechanisms that would capture at-risk populations longitudinally; (4) increase the timeliness of data dissemination; (5) provide the data in formats that allow for efficient incorporation into models; and (6) increase the accessibility of existing available data (e.g., National Survey on Drug Use and Health geocoded data; Centers for Medicare and Medicaid Services redacted data [2013–2017]; System to Retrieve Information from Drug Evidence, National Forensic Laboratory Information System, and Automation of Reports and Consolidated Order System data; linked admissions/discharge data from Treatment Episode Data Set; and linked facility/treatment data from National Survey of Substance Abuse Treatment Services and Treatment Episode Data Set). Furthermore, developing a standard list of definitions for prioritized terms and variables through a dedicated, expert working group could provide a foundation for increased consistency across state and local governments. Although the authors are not the first to call for standardized language, the need is particularly urgent for systems modeling because model performance and validation is predicated on reducing the amount of uncertainty and number of assumptions made. Unclear and nonstandardized definitions of common phenomena represent an unnecessary source of uncertainty.

**Focus on Ways to Bridge the Most Crucial Information Gaps**

Obtaining, revising, cleaning, and adjusting data to the particular needs of a specific model can be very resource intensive. In addition, information contained in many available data sources does not precisely align with the measured constructs in models, so modelers will need to move forward with imperfect or incomplete data. The triangulation of current with new data sets, along with using text-mining technology, will be essential for this process.

**Engage in Direct and Regular Interaction Among Modelers, Data Experts, and Public Health Experts**

Increased communication about modeler priorities and data collection challenges could facilitate the availability or awareness of better data in the future. Collaboration could also help modelers develop innovative ways to apply the data currently available. Priority issues for collaboration include: (1) data that are standardized across reporting parties and highly granular; (2) data that are as close to real-time as possible and data publication schedules; and (3) data that are easy to extract, search, and manipulate.

**Gain a Clearer Definition of Policymakers’ Research Questions and Policy Goals**

Research questions and overarching goals, along with federal, state, and local governments’ policy priorities, shape the scope, variables of interest, and simulation scenarios of models. Modelers at the April 2019 meeting...
commented that a second meeting focused on identifying, articulating, and clarifying specific research questions would improve the value of models to federal public health agencies and further help identify data needs for those research questions. Such a meeting is currently being planned for the fall of 2020.

Achieving this is not an easy task. Realistically, despite best efforts to address data challenges, there will never be perfect data for all areas relevant to the opioid crisis. Even with the best data from sources listed in Table 1, there remain many mechanisms for which longitudinal data are lacking, such as transitions through the stages of OUD development. As one of the biggest strengths of systems modeling is its ability to bridge information from multiple imperfect data sources to tell a comprehensive story about a given phenomenon, there is a tremendous opportunity for modeling efforts to provide better insights into the opioid crisis. To do so will require assumptions just as is true of any other modeling effort. Therefore, careful sensitivity analyses to investigate the effects of those assumptions, based on constant communication and discussions between modelers, data experts, public health experts, and government agencies, will be particularly valuable for guaranteeing products that generate useful information for decision makers.

Limitations
This report has limitations. First, the discussions took place in a 1-day event and focused on national-level data; not all data sources and challenges in opioid research were covered. Important data sets that were not mentioned during the meeting include, among others, the National Violent Death Reporting System or the Overdose Detection and Mapping Application Program from the High Intensity Drug Trafficking Areas Program. In addition, any data sets that were local, state, or regional were excluded, such as the Massachusetts Chapter 55 Overdose Report, which has been useful at the state level for guiding research and policy discussions but is not representative of the national opioid system. Also, syringe exchanges may be out of scope of the modeling projects, which made the discussion of harm reduction limited to naloxone. Second, although this summary is derived from comments from a diverse group of 79 experts from the federal government and research institutions, there are many other groups working in this area and continued discussion about how best to develop and utilize data is needed. Finally, bringing attention to data challenges in opioids systems modeling is only a first step. To ensure that these suggestions are implemented, future meetings will need to discuss how to address the data challenges. Overall, given that the authors only reported a summary of meeting discussions, future research can aggregate and enhance the discussion points with findings in other studies.

CONCLUSIONS
Systems modeling can be used to address the opioid crisis and prevent overdose deaths. Reliable and valid data are needed to develop these models, but such data are not always available. Data experts, particularly those knowledgeable of public health systems, can play a critical role in systems modeling by lending their expertise and collaborating with modelers and policymakers. This meeting summary provides an important step in increasing the awareness of data challenges and dialogue within and between prevention research communities and government agencies.
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