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Abstract

Prescription drug quality is an important variable in several strands of the health economics literature, including research on the value of medical R&D, the structure of the pharmaceutical markets, and the impact of innovation policy. In this paper, we provide a starting point for researchers interested in these topics by first summarizing the data, methodology, and literature surrounding the measurement of drug quality, and then highlighting areas of economic research that use quality measures. We conclude with a discussion of possible areas for future research.
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1 Introduction

Prescription drugs play a key role in the healthcare system, with retail sales representing about 10% of US health expenditures, and non-retail sales representing an additional 4%. Several actors play key roles in the market for prescription drugs. Pharmaceutical companies and university researchers discover and develop molecular compounds, government agencies such as the US Food and Drug Administration (FDA) evaluate prospective drugs, payers decide which ones to cover in their formularies, and doctors and patients choose between available treatments for various ailments.

In order to evaluate how well this overall system or any of its parts are functioning, economists need some measure of the value generated by prescription drugs, which depends on their quality or characteristics. Having reliable measures of quality can help researchers ascertain whether policies related to the development and prescription of drugs improve overall health outcomes in a cost-effective manner. This motivates our overview of drug quality measures in this paper. We do not claim to provide the ultimate, or even the most complete overview of this topic. Rather, our hope is that this paper can serve as a starting point for researchers interested in these questions.

To focus the discussion, we define drug quality as the effect of a drug on patient health outcomes. This includes individual efficacy and safety attributes (as measured by clinical trial endpoints and side-effect frequency and severity), as well as summary measures such as gain of quality-adjusted life years (QALYs). This definition of quality is closely tied to the notion of cost-effectiveness, which is often measured in terms of dollars spent per QALY, thus incorporating information about a drug’s cost to society.

We exclude additional considerations that are sometimes part of drug evaluations, like budgetary impact, scientific novelty, R&D costs, rarity of the disease, and number of existing treatments available. These factors are included in quality reviews by some organizations, such as the Institute for Clinical and Economic Review (ICER) and the Evidence Driven Drug Pricing Project. However, they account for social preferences that are generally less objective than clinical measures of safety and efficacy. Due to the limited scope of our paper, we will therefore only touch on these additional factors in passing.

The rest of the paper is structured as follows. In Section 2, we survey existing approaches to measuring prescription drug quality in economics. We distinguish three strategies used in the literature: revealed preferences, inference from longitudinal health gains, and direct measurements. Each has its advantages and drawbacks, which highlight some of the difficulties in measuring drug quality. Then, in Sections 3 and 4, we discuss data sources and more advanced methodologies that scientists outside of economics use to model the impact of drugs. Next, in Section 5, we discuss the importance of these measures to a variety of topics in health economics. These

---

1The first figure comes from the 2015 National Center for Health Statistics Report (http://www.cdc.gov/nchs/data/hus/hus15.pdf), and the second from Altarum Institute (2014).

2A count of years alive, weighted by a quality score between 0 and 1 for different health states, with 1 being perfect health.
questions include the value or productivity of medical research, the role of quality in formulary construction, and the relationship of quality to market outcomes such as price, patient choice, and advertising decisions. Some of these questions are tied to important public policy decisions. Section 6 concludes with a discussion of areas of future research surrounding the measurement and usage of quality measures.

2 Drug Quality Measurement in Economics

Economics and health policy researchers estimate drug quality to measure the impact on longevity and health, the efficiency of government spending, or the effectiveness of policies that are meant to stimulate innovation.

Much of the existing literature has relied on more traditional economic approaches to calculate the welfare generated by drugs, such as revealed preferences. However, some researchers have taken alternative approaches, such as using longitudinal health gains to measure welfare changes directly, or incorporating quality measures from clinical studies in economic models. We review these approaches and their relevance in this section.

2.1 Revealed Preference Approaches

The revealed preference approach consists of deriving the quality of a drug from patients choices through a demand system, and then measuring the welfare drugs generate by tracing the estimated demand curve. This approach usually requires some structural assumptions in the form of a demand system (for an example, see Arcidiacono et al., 2013), unless the researcher can identify an exogenous source of price variation that fully identifies the demand curve (see for example, Goldman et al., 2010).3

Such an approach is predicated on the assumption that a patient’s welfare is reflected through her choices, which is standard in economics. However, there are reasons to believe that it might not hold in the pharmaceutical market. Patients usually choose therapies together with a physician. Both parties have imperfect information that might prevent them from reaching the optimal decision: patients might not be familiar with the effects of drugs, while doctors might not know exactly the symptoms experienced by the patient. Moreover, drugs do not have identical effects on all patients. In many cases, different drugs might be appropriate for different patients with identical diagnosis. Because of this idiosyncratic component, drugs are sometimes modeled as experience goods - that is, goods for which the quality is uncertain prior to consumption. Crawford and Shum (2005) develop one such model to study the market for anti-ulcerants. While they find evidence of heterogeneous effects, the overwhelming majority of patients in their data only ever tries one drug, and no patient tries more than three. One the one hand, this result might suggest

---

3A demand system is a discrete choice model estimated using either aggregate or individual level data. A demand system of pharmaceuticals will usually include a price sensitivity parameter and indicators for each drug molecule, which capture the average quality of a given drug.
that doctor and patients are remarkably effective at identifying the right drug from the onset. On the other hand, it might mean that learning about drugs is difficult and takes a long time, or that patients exhibit a high degree of inertia.

Another piece of evidence suggesting that revealed preferences might not reflect true welfare is the fact that quality estimates from individual choice models are usually much larger for brand drugs than for their generic counterparts (for example, see Dunn, 2012). But generic drugs are engineered to exactly replicate the active principle contained in brand medications, and research shows that more informed consumers tend to prefer generics to brands at much higher rates than less informed ones (Bronnenberg et al., 2015).

Finally, even if one assumes that patients and physicians have perfect knowledge of drug quality, the fact that neither party bears the full financial cost of the prescription and that they sometimes are not aware of the costs, can lead to distortions in inferred quality when using a revealed preference approach.

Despite these drawbacks, revealed preference estimation has two main advantages. First, it considers the decisions of the individuals who are actually going to be using the products, helping to capture idiosyncratic match quality between patient and drug; and second, it provides a comprehensive measure that synthesizes all drug characteristics, from efficacy to side effects and more.

2.2 Inference from Outcomes

Another strategy to capture the quality and welfare impact of innovative pharmaceutical products is to look at how they affect population health. This approach exploits heterogeneity in the availability of drugs across geographical areas and over time. However, since population health is the result of many different inputs, identifying credible sources of variation is sometimes difficult.

Researchers have tried to solve the variation issue in two ways. One way is to focus on a specific disease. This requires data on disease-specific mortality. Oncology is a particularly appropriate area of study for this strategy because health gains in oncology are almost entirely due to medical innovations, and because several countries break down mortality by type of cancer. For example, Dubois and Kyle (2016) exploit variation in the introduction of oncology drugs in Europe to look at changes in site-specific cancer mortality. Budish et al. (2015) - who study underinvestment in early-stage cancer R&D - use differential progress in five-year survival rates across cancer types to estimate the quality-adjusted life years gained from alternative R&D policies. Another strategy is to try and look at the overall contribution of all drugs to longevity, as in Lichtenberg (2005).

Similarly to revealed preferences, this method provides a relatively complete assessment of the impact of a drug. However, it usually leaves out a few important aspects of quality, such as the impact of side-effects on the quality of life. It also requires a significant amount of time to track health improvements, making it difficult to evaluate new drugs. Its advantages over demand systems are that it uses actual health improvement outcomes, and that it is simpler to implement,
provided that one can identify a credible source of variation.

2.3 Direct Measures of Drug Quality

Finally, several papers use “direct” measures of drug quality. Direct measures include quality ratings and labels from various agencies and organizations, as well as estimates of drug quality from clinical evidence.

The simplest way to directly measure the quality of a drug is to use FDA classifications. One simple classification is new molecular entity (NME), which the FDA assigns to drugs based on a previously unapproved molecule. Researchers have usually used NME counts as a measure of the quality of R&D output, and this method can be a quick and effective way to estimate the impact of innovation policy or market size on R&D outcomes, as in Acemoglu and Linn (2004) or Blume-Kohout and Sood (2013). A slightly more sophisticated approach is to classify NMEs in terms of their degree of innovativeness. Lanthier et al. (2013) provide one such classification by dividing NMEs in three categories: first-in-class, advance-in-class, and addition-to-class. First-in-class drugs represent new ways to treat a specific disease, while addition-to-class drugs are drugs that, despite not being first-in-class, received priority review designation from the FDA.

However, these counts only represent proxies for quality. A more precise approach used by some researchers is to use data on efficacy and safety profiles from clinical trial evidence. Researchers can pull data on several characteristics (e.g. endpoints, side effects, drop-out rates, etc.) and use them as inputs in demand systems or hedonic price indices (Berndt et al., 1996; Cockburn and Anis, 2001; Lucarelli and Nicholson, 2009; Suslow, 1992). Another approach is to use estimates of QALYs gained from taking each drug, which are based on clinical trial results, to estimate health gains under different market outcomes and policies. Several databases, including some recently established ones, collect data on these measures. We cover some of them in Section 3.

The key advantage of direct measures is that they are typically available by the time a drug enters the market. A further advantage of the clinical trial measures is that they can be used to estimate health gains and welfare.

2.3.1 Limitation of clinical trial data

The inclusion of direct measures of quality is probably the approach that holds the most future promise, because of the increasing availability of new datasets (see Section 3 of this paper). How-

---

4 As opposed to drugs that are modified versions of previously approved ones, such as reformulations and changes in dosage.

5 The FDA assigns priority review designation to drugs that have the potential to substantially improve the safety, effectiveness, diagnosis or prevention of serious conditions. While Lanthier et al. (2013) only uses priority review, the FDA also assigns several other designations, which could in principle be used to create alternative classifications: Fast-Track, Breakthrough Therapy, Accelerated Approval, and orphan status. More information on how these designations are assigned can be found on the FDA’s website: http://www.fda.gov/ForPatients/Approvals/Fast/default.htm

6 However, there are also clinical trials run after drug approval, the results of which could be incorporated in choices made by payers, doctors, and patients.
ever, a word of caution about using this data is necessary. Clinical trials can often only offer a noisy signal of a drug’s performance in the real world. Rothwell (2005; 2006) provides a detailed review of the factors that can affect external validity. He mentions that patients who enroll in these trials are not randomly selected, so they might not be representative of the population who will use the drug once it is approved. Enrollees are then followed very carefully by a team of physician and nurses throughout the whole duration of the trial, thus minimizing issues of non-adherence and inappropriate drug use. In addition, differences in trial protocol and setting have made comparisons of drugs based on separate studies difficult, to the point that the American Society of Clinical Oncology (ASCO) now limits its comparative analysis to head-to-head trials (Schnipper et al., 2015). Finally, because clinical trials enroll small cohorts of patients and follow them for a relatively short time, their ability to capture heterogeneity in response or long-term outcomes is limited by design. Side effects in particular have been singled out to be rather noisy in trials, which makes the safety profile of a drug hard to evaluate (Ahmad, 2003), and empirical research on how well clinical trials can predict real world outcomes is sparse (Panayidou et al., 2016 review a few such studies).

3 Data Sources on Drug Quality

In this section, we describe several databases that contain direct measures of drug quality. For each database, we will discuss the types of data they offer, and possible benefits for researchers. Many of these contain disaggregated measures of quality, separating out clinical benefits and side-effects into several dimensions. The exception is Tufts Medical Center Cost-Effectiveness Analysis Registry, which contains QALY estimates for each drug. These databases are all based on clinical trial evidence, so the caveats mentioned in 2.3.1 apply. For reference purposes, we summarize the contents of this section in Table 1.

3.1 ClinicalTrials.gov

The most commonly used database of clinical evidence is the one available from ClinicalTrials.gov. The website was established as part of the Food and Drug Administration Modernization Act of 1997 (FDAMA), in order to collect and share information on clinical trials conducted on experimental drugs with “serious or life-threatening diseases or conditions.” Over time, the requirements have expanded to include the registration of more clinical trials and the timely posting of trial results. This means that ClinicalTrials.gov should contain information on all approved drugs, as well as all unsuccessful drugs that reach the latter stages of clinical testing. However, studies such as Saito and Gill (2014) have found that close to 30% of trial results are not reported within 4 years of trial completion. In addition, the results posted are not always complete and may be difficult to parse for researchers.

---

7https://clinicaltrials.gov/ct2/about-site/history
In terms of specifics, the database contains information on over 220,000 clinical trials. For each trial, it lists characteristics such as the drug(s) being tested, the condition treated, and the study phase. Trials with posted results will have a page displaying primary and secondary endpoint measurements as well as side-effect rates, broken down by treatment and control groups. Researchers can search trials by attributes such as the drug(s) being tested, the condition treated, and the study phase, and then download information on the set of relevant trials in XML format.

3.2 FDA Drug Trial Snapshots

The FDA has been publishing Drug Trial Snapshots of approved drugs since May of 2014, putting together information based on the outcomes of clinical trials that led to approval. Each approved drug has its own snapshot page, which contains tables on efficacy and side-effects, broken down by age, gender, and race - provided enough data is available. These tables summarize the results of pivotal trials that led to FDA approval, and drugs in the same indication usually have the same set of clinical outcomes.

The main advantage of Drug Trial Snapshots is the clarity with which the information is presented. It is also an accurate reflection of what the FDA knew at the time of approval, which may help researchers studying drug approval policies. It only contains data on drugs approved in the last two years, but it will expand over time, and it is possible that in the future the FDA might decide to provide Snapshots for older drugs.

3.3 Evidex by Advera Health

In 2016, Advera Health began collecting all clinical trial results for drugs in several major indications, as part of its proprietary Evidex service. Currently, they have completed data collection for Hepatitis C, diabetes, and multiple sclerosis. The limited coverage of the database is its main drawback, though coverage should expand in the future.

Evidex collects data from ClinicalTrials.gov and FDA Drug Snapshots, as well as from all other pre- and post-approval clinical trials published in medical journals. For each indication, they collect the data on the same endpoints and side effect across trials of all drugs, allowing for simple aggregation and comparisons. In addition, they collect characteristics of each trial, including the sponsor, the phase, and the number of participants, allowing researchers to test robustness through filtering and/or weighting of trial results. Finally, Evidex also collects evidence on real-world side-effects for all FDA-approved drugs, based on data from the FDA Adverse Event Reporting System (FAERS).

There are a few key advantages to this dataset. First, the dataset is collected and organized by medical experts, removing the need to parse raw results data. Second, the dataset is longitudinal. 

8http://www.fda.gov/Drugs/InformationOnDrugs/ucm412998.htm
9For example, http://www.fda.gov/Drugs/InformationOnDrugs/ucm457839.htm contains information on Hepatitis C treatment Daklinza.
10http://www.adverahealth.com/solutions/overview
in nature, which allows tracking of scientific evidence changes over time for each drug, akin to the approach taken by Azoulay (2002). Third, it contains all drugs that reached at least Phase II of development, even if they did not receive FDA approval. This can be helpful for studying the role of quality in drug development decisions. Finally, it offers evidence on real-world side-effect rates, which may be a more accurate reflection of a drug’s safety profile.

3.4 Oncology Drugs: ASCO and DrugAbacus

Next, we will cover the efforts of two organizations in collecting detailed information on the quality of oncology drugs.

The first organization is the American Society of Clinical Oncology (ASCO), which has recently developed a rating system for assessing the value of cancer treatments. As detailed in (Schnipper et al., 2015; 2016), the goal of ASCO is “to provide a standardized approach to assist physicians and patients in assessing the value of a new drug” in relation to existing standards of care. Specifically, the ASCO value framework combines measures of clinical efficacy (median length of overall survival or progression-free survival) and toxicity (based on the frequency of serious side-effects) from comparative clinical trials relative to the existing standards of care into a net health benefit (NHB) points measure. This effort remains in its infancy, as ASCO has only released preliminary reports on a few drugs.

The second organization is the Evidence Driven Drug Pricing Project, which has created the DrugAbacus tool. The tool is based on data collected for “52 cancer drugs approved between 2001 and 2015 by the US FDA for the treatment of cancer.” The quality measures are gathered from FDA labels and include median survival and progression-free survival, as well as side-effects. The tool also collects data on several other dimensions that we have not covered in this paper, including drug novelty, and R&D costs.

3.5 Tufts Medical Center Cost-Effectiveness Analysis Registry

The Tufts Medical Center Cost-Effectiveness Analysis Registry (CEAR) is slightly different with respect to previous datasets. It focuses on studies that evaluate cost-effectiveness rather than direct clinical evidence. The database not only covers drugs, but also medical interventions such as immunizations, medical devices, and surgical procedures.

The database was created by searching MEDLINE using keywords related to cost-effectiveness. Relevant articles were then manually processed, recording the results of the study, which includes the target population, the relevant intervention (drug name), any comparator therapies used in the control arm, all methodological assumptions, the QALYs gained through the treatment, and

---

11 Azoulay looks at the impact of new clinical information on firm advertising and market shares in the anti-ulcer market.

12 www.drugabacus.org

13 The underlying dataset is used in Howard et al. (2015), which we discuss in Section 5.2.

14 https://research.tufts-nemc.org/cear4/AboutUs/WhatistheCEARegistry.aspx
also an estimate of the cost-effectiveness ratio value.\textsuperscript{15}

This database has the widest coverage of all the ones we presented, going back to 1976, and provides ready-to-use QALY measures, which means economic researchers don’t need to create a welfare measure from raw data on efficacy and safety. However, it has incomplete coverage of approved prescription drugs.

4 Pharmacoeconomic Approaches to Measuring Drug Quality

Many of the datasets we presented in the previous section contain raw data about a drug’s efficacy and safety, which can be hard to distill into a single measure of welfare. Moreover, individual trials tend to report average or median effects, which can sometimes mask the fact that drugs affect patients in different ways, or that they can have important dynamic effects on the progression of a disease.

To fully illustrate these effects, a different approach is required. Pharmacoeconomics is a field dedicated to the evaluation of drugs in more complex and structured way. Researchers in this area have developed a series of disease models that simulate how drugs affect the progression of disease in the population.

In this section we provide a theoretical overview of these models, and discuss how they can contribute to economic research. We also provide an example of how these models are implemented in practice, drawn from the assessment of Sovaldi done by the National Institute of Health and Clinical Excellence (NICE) in the UK.

4.1 Models for the Evaluations of Health Technologies

Broadly speaking, models for the evaluation of health technologies fall into three classes: decision tree models, Markov models, and individual level models. Below we provide a brief description of the main characteristics of each model.\textsuperscript{16}

4.1.1 Decision tree models

Decision tree models have a finite horizon, and are therefore most appropriate for interventions that are meant to cure a disease, rather than manage it. They consist of one or more decisions whose outcomes can be stochastic. Figure 1 provides an example of one such model to evaluate when and if a course of antibiotics should be provided after a tick bite as a prevention measure against Lyme disease (Magid et al., 1992). In the tree, the square represents the decision, while the circles indicate stochastic outcomes. In this case, the researchers are comparing three alternatives:

\textsuperscript{15}See Section 4 for a more detailed discussion of methodologies. Many of these studies use Markov models, and the CEAR contains data on the welfare weights and discount rates they use to compute QALYs gained over a given period.

\textsuperscript{16}Because the focus of our discussion is the application of these models in economics, we present a simplified taxonomy of these models loosely based on Brennan et al. (2006). Readers who wish to learn more about these models should consult that paper and Barton et al. (2004).
<table>
<thead>
<tr>
<th>Data Source</th>
<th>Description</th>
<th>Coverage</th>
</tr>
</thead>
</table>
| ClinicalTrials.gov  | - Publicly available dataset on over 220,000 clinical trials.  
| FDA Drug Trial Snapshots | - Publicly available dataset covering clinical trial results for FDA-approved drugs.  
- Contains information on endpoint measurements and side-effect rates, and gives breakdowns by demographics whenever available.                       | Drugs approved by FDA after May 2014.                |
| Advera Health Evidex | - Proprietary database that collects clinical trial results based on ClinicalTrials.gov, FDA Drug Trial Snapshots, and clinical trial results published in peer-reviewed journals.  
- Also contains data on real-world side-effect rates based on FAERS data.                                                                  | Complete data for drugs in three indications: Hepatitis C, diabetes, and multiple sclerosis |
| DrugAbacus           | - Survival measures based on median survival and progression-free survival and tolerability in terms of side-effects, gathered from FDA label data.                                                           | Oncology drugs approved between 2001 and 2015 by the FDA |
| Tufts CEAR           | - Contains data on QALYs gained from a variety of medical treatments, based on cost-effective analyses published in peer-reviewed journals.  
treating everyone (Treat All), treating everyone who develops a rash (Follow), and treating only individuals who develop a rash or tested positive to a diagnostic test (Test). The model is evaluated by assigning probabilities and utility weights for all possible outcomes. The optimal strategy is then determined by maximizing expected utility.

Decision tree models generally describe decisions that do not repeat over time, and resolve within a short time span (so that discounting usually is not an important factor). Even though they can be used to describe more complicated set of decisions, their complexity quickly increases with the time horizon encompassed.

4.1.2 Markov models

Markov models are similar to decision tree models, but have an infinite horizon. They consist of a series of states (with associated utility weights), and a matrix of transition probabilities regulating the likelihood of moving between these states. Their key assumption is the memoryless property, which requires that the probability of moving from one state to another can only depend on the current state, and not on past history. In general, this restriction can be circumvented by changing the definition of a state. For example, since the risk of having an acute episode increases with age for most chronic diseases, age could be included as a state variable. It is important to remember however, that the estimation of Markov models becomes increasingly complicated with the number of states.

Because Markov models have an infinite horizon and allow for the repetition of states, they
are most appropriate for modeling chronic diseases. As an example, consider Figure 2, which shows the diagram for a Markov model of Chronic Hepatitis C, taken from a NICE assessment report (National Institute for Health and Clinical Excellence, 2015).\footnote{The figure is not part of the NICE report, but can be found on page 169 of the manufacturer submission, available for download at \url{https://www.nice.org.uk/guidance/ta330/evidence}} We will use this model as an example in the next section and describe it in more detail.

Markov models can be estimated by simulating a cohort of patients and cycling it through the model for a certain number of periods. After each cycle, patients will be distributed across the various states, and will generate a certain amount of utility, which is then discounted and summed over time to obtain an overall number. The impact of a new drug can be estimated in this model by simulating how it would affect transition probabilities. Alternatively, the path of several individual patients can be simulated separately, allowing the researcher to construct a distribution of outcomes.

### 4.1.3 Individual level models

Decision tree models and Markov models are both examples of so-called aggregate models, which means that they can be simulated rather easily by letting a full cohort of individuals go through the model. Conversely, individual level models require the researcher to simulate the outcomes...
of individual patients and are therefore more computationally intensive. These models are more flexible, which is useful in situations where it is hard to write transition probabilities in a way that preserves the Markov property. For example, individual level models are often used to simulate the outbreaks of infectious diseases, where the transition probability is a function of the number of individuals in a given state (see for example Kaplan et al., 2002).

4.1.4 Why are these models useful?

Pharmacoeconomic models are best seen as complementary tools for studies that want to incorporate raw measures of drug quality from clinical trials. Usually, economic papers using this type of data will focus on a single dimension (generally efficacy, disregarding side effects), or include a few drug attributes in linear form in demand systems. By using established clinical models, economists will be able to incorporate a lot more information in their analysis, thus improving the precision of their estimates. For example, a paper analyzing the relationship between the quality of drugs and market outcomes within a disease area could use a quality measure based on simulating the total health gains generated by each drug in a cohort of individuals.

A second advantage is that these models provide a framework to understand the effects of drugs over the life-cycle, which might actually help researchers formulate economic questions, and create economic models. For example, the Markov model of Hepatitis-C might show that a lot of the cost savings generated by Sovaldi occurs later in life, in the form of reduced liver transplants, gains that might not be captured by other approaches.

4.2 A Markov Model of Hepatitis-C

To highlight the features of Markov models, we discuss the model of Hepatitis-C summarized in Figure 2. This model was created by Gilead Sciences and submitted for review to NICE as part of a pricing and reimbursement application for sofosbuvir (Sovaldi) in the UK.\(^\text{18}\) NICE is a UK government organization whose main role is to provide evidence-based guidelines and recommendations for public health practitioners and the National Health Service (NHS).\(^\text{19}\)

The structure of this particular model includes nine states (represented by the nine ellipses), with patients entering at the non-cirrhotic or compensated cirrhosis stage, reflecting the population that is eligible for treatment. Patients then undergo antiviral treatment and either achieve a sustained virological response (SVR) and remain in that state forever, or they fail to achieve SVR and remain in their initial state, with a chance to progress towards more advanced stages of the disease: liver cancer (hepatocellular carcinoma), and decompensated cirrhosis. Note that the model makes a few simplifying assumptions about transition patterns: SVR is assumed to be an absorbing state (i.e. a state from which the patient cannot escape), and if a patient entered the

\(^{18}\)The full report (National Institute for Health and Clinical Excellence, 2015) is available on NICE’s website at https://www.nice.org.uk/guidance/ta330

\(^{19}\)Sorenson et al. (2008) provide a good background on the role of NICE and its history.
Table 2: NICE approach to Cost-Effectiveness Analysis

<table>
<thead>
<tr>
<th>Phase</th>
<th>Goal</th>
<th>Details</th>
</tr>
</thead>
</table>
| Scoping | Establishes parameters for the analysis | • the disease and population for which the technology is being appraised,  
• the relevant comparator technologies,  
• the health outcome relevant for the analysis,  
• the time horizon for the estimation of the health effects and costs. |
| Assessment | Generates evidence to inform the appraisal process | • Evidence is solicited from a variety of sources, including the manufacturer, patient groups, independent academic groups, and healthcare organizations  
• Guidelines for generation of evidence are pre-established, and presented in Table 3 |
| Appraisal | Determines whether the drug is approved or not. | • conducted by an independent advisory body called the Appraisal Committee  
• decision can incorporate considerations outside cost-effectiveness, such as promoting innovation |

decompen.sated cirrhosis state, the model assumes that she cannot recover.\(^a\)

The model was simulated using a series of competing antiviral treatments. The transition probabilities from the entry state to the SVR state for each possible antiviral were obtained from clinical trials that pitted sofosbuvir against competing treatments, while the probabilities of disease progression came from studies specific to the UK population. This last point is an important one: since the technology was being evaluated for reimbursement in the UK, NICE required probabilities specific to the population that was going to be affected.

Finally, utility weights associated to each disease state were obtained through a combination of patient surveys administered during the trial, and literature estimates. NICE requires utility weights to be expressed in QALYs (see Table 3 for more details). QALYs are utility weights

\(^a\)White arrows represent transitions to other states. Grey arrows represent excess mortality associated with having decompensated cirrhosis, liver transplant or hepatocellular carcinoma (patients can die in each health state). Dashed grey arrows represent health state transitions only investigated in sensitivity analysis.
Table 3: Summary of NICE Reference Case Requirements

<table>
<thead>
<tr>
<th>Element of HTA</th>
<th>Guideline</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of economic</td>
<td>Cost-utility analysis with full incremental evaluation</td>
<td>The output is supposed to be an Incremental Cost-Effectiveness Ratio (ICER), sometimes supplemented by an overall net monetary and health benefits, where 1 QALYs is valued at £20,000 or £30,000</td>
</tr>
<tr>
<td>evaluation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perspective</td>
<td>Patient’s perspective for health gains, and National Health Service (NHS) perspective for costs</td>
<td></td>
</tr>
<tr>
<td>Time horizon</td>
<td>Long enough to reflect important differences in cost or outcomes</td>
<td>The main decision is whether to follow patients over their lifetime or to use a shorter horizon (appropriate for treatment options that don’t have differential mortality effects)</td>
</tr>
<tr>
<td>Evidence</td>
<td>RCTs comparing the technology against the relevant comparator technologies</td>
<td></td>
</tr>
<tr>
<td>Measure of health</td>
<td>QALYs (EQ-5D are the preferred weights).</td>
<td>EQ-5D is a system of weights developed by EuroQol. For more information, see <a href="http://www.euroqol.org/about-eq-5d.html">http://www.euroqol.org/about-eq-5d.html</a></td>
</tr>
<tr>
<td>effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equity considerations</td>
<td>An additional QALY is given the same weight regardless of the characteristics of the individual receiving the benefit</td>
<td></td>
</tr>
<tr>
<td>Discounting</td>
<td>Same for health benefits and costs (currently 3.5% yearly)</td>
<td></td>
</tr>
</tbody>
</table>
scaled from 0 to 1, with 1 being perfect health, and 0 meaning death. For example, in the model considered, the two entry states carried a utility weight of 0.74 and 0.55 for non-cirrhotic and compensated cirrhosis respectively. Utility would then increase to 0.79 and 0.60 if SVR was achieved, or drop, if the disease progressed further.

To conclude, we encourage researchers interested in learning more about how these assessments are conducted to refer to NICE methodological guidelines, which are useful summaries of the considerations that go into a technology assessment.21 We also provide a summary of these considerations in the forms of two tables. Table 2 is a summary of the strategy NICE uses to conduct cost-effectiveness analysis. Table 3 lists some of the main requirement for “reference cases”, which is a set of rules that manufacturers should follow when they submit a cost-effectiveness analysis like the one we presented. NICE requires that any submission include an analysis of results generated using these reference case methods.

5 Usage of Drug Quality in Economics Research

In this section, we highlight a few main topics in economic research that require or could benefit from the use of the drug quality data and methodology discussed in the preceding sections.

As mentioned earlier, there are several types of agents in the market for prescription drugs. Universities and biopharmaceutical companies are involved in the discovery and development of new drugs, while further downstream, companies, payers, doctors, and patients interact to determine which drugs are prescribed and at what price. Several strands of the existing literature touch on the relationship between drug quality and the behavior of these agents, in order to construct welfare-enhancing policies. Our goal is to provide insights into the types of quality measures researchers might need to collect or construct in order to improve on our existing knowledge.

5.1 Value of Medical Research

One overarching question on the upstream part of the system is the value of medical research, or put another way, the productivity of research and development. Governments provide direct funding for basic and clinical research, and also provide a variety of subsidies for private R&D done by pharmaceutical companies. The main question here is how efficient public and private R&D spending is in terms of generating new drugs to improve health outcomes, which can have implications for biomedical R&D policy.

In a series of papers dating back to the early 1990s, DiMasi and coauthors (1991; 2003; 2016) have attempted to estimate the productivity of private R&D of biopharmaceutical companies, using internal data obtained from various companies. They show that the average development cost per NME approved by the FDA has risen from dramatically over the past two decades, at an annual rate of 7-8% above inflation. The shortcoming of this set of studies is that NMEs are a crude

measure of R&D output, as approved drugs have very heterogeneous attributes. It’s possible that drug development has become less efficient, but one cannot rule out that newer drugs are equally effective per R&D dollar.

Using a different approach, Hult (2014) collects detailed outcomes data from the CEAR database, in order to estimate R&D productivity, with a focus on including gains from incremental drugs (i.e. new FDA-approved drugs that are reformulations of existing drugs). Each NME and incremental FDA approval is matched to CEAR data, in order to come up with a QALY value for each treatment. The paper claims that R&D productivity remained steady in the 2000s relative to the 1990s, in contrast to the NME-based estimates from DiMasi, Hansen, and Grabowski.

The two studies highlighted here make useful contributions towards our understanding of R&D productivity trends in the pharmaceutical industry, but have some shortcomings in terms of measurement. Better drug quality data can allow for the estimation of accurate productivity measures at finer levels (e.g. by disease area), opening the door for micro-level studies on the determinants of R&D productivity and the value of different types of medical research.

5.2 Quality and Market Outcomes

Further downstream, drug quality is also relevant for thinking about prescription drugs market outcomes such as price, market shares, advertising, and formulary construction. In this section, we highlight a few papers that touch on these topics.

As mentioned above, there has been a growing debate over pharmaceutical drug pricing and cost-effectiveness. One simple way to isolate areas of inefficient spending is to compare drug quality measures to equilibrium price outcomes. Howard et al. (2015) do this for all oncology treatments currently on the market. They use use median survival time as their measure of quality and compare it to launch price. They find that in the cross-section, higher launch prices reflect greater quality, but that over time the effectiveness of new drugs has not tracked the accompanying increase in launch prices, suggesting an overall decrease in cost-effectiveness.

In terms of drug choice and quality, several papers in the industrial organization literature have estimated models of demand for prescription drugs that incorporate quality measures. An example is Lucarelli and Nicholson (2009), which uses clinical trial measures of efficacy and side effects to estimate a demand system for colorectal cancer drugs. Significant coefficients on these quality variables would suggest that consumers and doctors do factor in quality into their drug choices. Other papers, such as Dickstein (2014), also use side-effects as a determinant of successful treatment or compliance in a learning model in the market for anti-depressants. The paper incorporates outside measures from the medical literature to evaluate the welfare generated by alternative policies such as value-based insurance design and informational interventions. This

\footnote{22} We discuss the CEAR database in detail in Section 3.

\footnote{23} The author has to make several assumptions here, because the CEAR data is somewhat sparse. Also, in contrast to the DiMasi approach, the cost-effectiveness of each drug is weighted by the total number of users, in order to calculate the aggregate welfare contribution of each drug.
represents an interesting approach in terms of integrating traditional demand models and measures of drug quality and welfare from the medical literature.

Drug quality also affects other firm behaviors such as advertising. Azoulay (2002) measures changes in perceived quality of drugs over time in the anti-ulcer market, based on post-approval clinical trials. He shows that demand responds directly to these quality changes, but firms also respond to this information by investing more in advertising, which creates a second channel for increasing demand for higher quality drugs.

Finally, there is a growing literature surrounding the effects of downstream market policies on the development of drugs. In particular, the Medicare Modernization Act of 2003, which added prescription drug coverage for seniors (Medicare Part D), has been the focus of recent research. Blume-Kohout and Sood (2013) show that Medicare Part D expansion has lead to an increase in NMEs approved by the FDA. However, Dranove et al. (2014) build on their analysis and find that incremental innovation concentrated largely in areas where a large number of therapies was already available, suggesting a more moderate increase in welfare. Their results shows that more nuanced measures of quality seem to matter for evaluating policy, at least in certain contexts.

6 Future Work

In this paper, we have provided a sketch of the key topics, data sources, and methodologies surrounding the evaluation of prescription drug quality. We conclude with some thoughts on fruitful areas for future research, both on the measurement of quality discussed in Sections 3 and 4 and on the usage of quality measures discussed in Section 5.

The first issue in this literature, is the lack of a unifying framework for the evaluation of prescription drugs. Papers use a variety of different quality measures and approaches to measuring welfare, sometimes reaching different conclusions on the same research question. We believe that economists should create a consensus approach (or set of approaches) for evaluating drugs, which future papers can adopt. This will make it easier to compare findings across papers.

Even without a unifying framework, we think that a mix of the quality measures outlined in this paper can help improve our understanding of topics outlined in Section 5. As mentioned above, using quality measures in modeling demand can help researchers identify areas where prescription choices and drug quality are not closely linked and the possible policy remedies. Further upstream, we can use clinical trial outcomes on candidate drugs to project downstream demand, which can help us understand the link between the downstream market and firm development incentives and the usefulness of various R&D subsidies.

Finally, we think that the data and methodologies we presented will prove useful in assessing some of the big changes looming on the horizon for the prescription drugs market. As the public discourse focuses more and more on high spending and prices, payers will feel increased pressure to cut costs while maintaining efficiency. Several proposals have been advanced to this end, some of which have been in place for a few years now: formulary exclusions and tiers, Value-Based In-
surance Design, pay-for-performance agreements with manufacturers, and focused interventions to foster innovation in specific disease areas.\textsuperscript{24} Indicative of this trend, Medicare Part-B recently announced a pilot program to test new ways to reimburse prescription drugs to physicians and hospitals.\textsuperscript{25} Having quality measures, particularly ones used by payers, can help us model and uncover the impacts of these activities on market outcomes.

\textsuperscript{24}The first example of a pay-for-performance contract was reached this year between CIGNA and the PCSK9 class of cholesterol drugs: http://www.wsj.com/articles/health-insurers-push-to-tie-drug-prices-to-outcomes-1462939262

\textsuperscript{25}Part B covers drugs administered in outpatient settings. See the announcement from the Centers for Medicare and Medicaid Services: https://innovation.cms.gov/initiatives/part-b-drugs
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