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1 Economic globalization indicators
Table 1 shows the correlation matrix alluded to in the text of the main paper. As noted, all the glob-
alization transaction variables are fairly highly correlated. However, trade is only moderately cor-
related with the ownership variables (FDI flows and stocks and portfolio equity flows). Although
we do not provide statistical evidence to better identify distinct dimensions—primarily because we
are unaware of appropriate factor analytic techniques for panel data—we argue that this provides
preliminary support for distinct ownership and trade dimensions of economic globalization.

Table 1: Economic globalization indicator correlation matrix

FDI flows FDI stock Port. equ. stock Trade

FDI flows (log) 1
FDI stock (log) 0.83 1
Portfolio equity stock (log) 0.77 0.86 1
Trade (log) 0.48 0.50 0.31 1

Note: All pairwise correlations significant at p < .01 level.
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2 Imputation for government spending models
The variables we use for the spending analysis suffer from some concentrated missingness. In
particular, the automatic transfers variable is missing for c.20% of cases; several other variables
suffer slight missingness. In addition to considerably reducing the sample size, applying listwise
deletion induces bias in the estimates of the parametric model unless data is missing completely
at random, and even then produces standard errors that are too small.1 We therefore impute the
missing data and thereby increase the sample size from 459 to 700. However, we do not impute
for all missing values. Specifically, we do not impute data beyond the bounds of the available
series on the dependent variable for any country in order to avoid unwarranted extrapolation. For
example, even if all countries other than country x had complete data for the period 1970-2007,
if country x only had from 1975-2004 we would not impute for the years 1970-1974 or 2005-
2007; we would impute any missing years between 1975 and 2004. Although observations from
Greece and Iceland were not used in the final model because no data was available on the automatic
consumption variable at all,2 they remain in the dataset for the imputation procedure as additional
sources of information for the imputation model.

We use multiple imputation to create ten datasets that draw from the estimated posterior distri-
bution in order to reflect the uncertainty in our estimates of the missing elements. Amelia II allows
for dynamics in the imputation model,3 and is therefore a natural choice for implementing our im-
putation procedure. For the imputation model we included all of the variables used in the analysis
in Table 5 of the main paper, in addition to total government consumption4 and the Chinn-Ito capi-
tal restrictions index5—two variables that may be relevant for the rare cases of missingness on the
dependent or main independent variables. Fortunately the automatic transfers variable—the vari-
able for which imputation is most needed—is relatively highly correlated with the deficit variable
(r = 0.42). Quadratic country-specific time trends and lags and leads for all variables suffering any
missingness were used to aid the imputation procedure. We treated the PR dummy as nominal and
the five-point government party indicator as continuous, as recommended by Honaker and King.6

3 Estimation
We wish to estimate the following general model for the aggregate level models for both the gov-
ernment spending and turnout dependent variables yit (equation (2) in the main paper):

yit = αyit−1 + x̃itβ + zitγ + yeartδ1 + year2tδ2 + µi + εit; i = 1, ..., N ; t = 1, ..., Ti (1)

1Honaker and King 2010; King et al. 2001.
2Many researchers have nevertheless included such observations in their analysis model, but

we deem this to be extending the imputation too far and therefore omit Greece and Iceland from
the final analyses presented in the final paper and web appendix.

3Honaker and King 2010.
4OCED 2010.
5Chinn and Ito 2008.
6Honaker and King 2010.
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where yit is the dependent variable, the lagged dependent variable (LDV) yit−1 takes coefficient α,
x̃it is a 1 × G vector of G globalization variables with G × 1 coefficient vector β, zit is a 1 ×K
vector of strictly exogenous control variables withK×1 coefficient vector γ, yeartδ1 and year2tδ2

denote 1 × N (standardized) quadratic country-specific time trends multiplied by N × 1 vectors
of coefficients for each country, µi are N country fixed effects (FEs) and εit is the error term. The
subscripts on the variables denote observations from period t in country i.

When choosing an estimator we compare statistical properties. Nickell7 has shown that in the
presence of unit FEs (or following first-differencing) the LDV becomes endogenous by construc-
tion. This causes the OLS estimator to be inconsistent—although this may predominantly affects
the estimate of the coefficient on the LDV (here α), it can also significantly affect all other co-
efficients.8 Various instrumental variable (IV) estimators have been proposed as solutions to this
problem,9 which are discussed in brief below. As applied researchers we would like to both min-
imize bias and maximize efficiency. Different estimators serve this trade-off differently, with IV
approaches typically offering least bias in simulation studies but also offering the greatest uncer-
tainty around estimates.

The bias-efficiency trade-off depends upon the specifics of the data. Simulation studies show
that the results differ depending upon the size of the parameters in the data generation process.
Moreover, bias changes with the dimensions of the panel: Alvarez and Arellano10 derive the
asymptotic properties of various estimators and show that when T/N is a positive constant the
FE and Arellano and Bond estimators produce negative asymptotic biases of order T−1 and N−1

respectively. Simulation studies show that bias falls considerably for the FE estimator as T in-
creases. Accordingly, researchers have typically employed different estimation strategies for the
cases of small T or N � T and large T or T � N . Beck and Katz11 have referred to this distinc-
tion in terms of different types of data, naming the former “panel” data and the latter “time-series
cross-sectional” data. This approach generalizes to unbalanced datasets like ours where we instead
consider T = N−1

∑N
i=1 Ti.

The dimensions of our two datasets differ. For the turnout models, T ≈ 11 and N = 23. For
the government spending models, T ≈ 35 and N = 21. We therefore use different estimators for
different panel dimensions, and provide further arguments for our choices below.

3.1 Panels with small T : estimating the turnout models
Despite dynamic panel bias,12 some researchers nevertheless use OLS to estimate models with
small T , like our turnout models. They often argue that they are not explicitly interested in the
long run effects that can be inferred from α or that the biases are sufficiently small to be ignored.
However, we are both interested in the long-run effects (needed for the estimates in Table 2 in

7Nickell 1981.
8E.g. Arellano and Bond 1991; Beck and Katz 2004; Jedson and Owen 1999.
9E.g. Anderson and Hsaio 1982; Arellano and Bond 1991; Arellano and Bover 1995; Blundell

and Bond 1998.
10Alvarez and Arellano 2003.
11Beck and Katz 1995.
12Nickell 1981.
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the main paper) and wish to pursue a estimation approach that yields consistent estimates to give
greatest possible credibility to our findings. Simulation studies have shown that with small T ,
including T = 10, OLS can yield estimates with considerable bias.13

The econometric literature proposes the use of instruments to address the inconsistency of OLS.
Anderson and Hsaio14 first proposed using lags of the LDV and then estimating 2SLS to provide
consistent estimates. However, Arellano and Bond’s15 “difference GMM” estimator treats level
lags as GMM type instruments for the differenced LDV instead because this instrument matrix
does not require sacrificing observations when instrumenting and thus allows all lags to act as
instruments.16 Exogenous (and predetermined) variables also act as standard instruments. Thus,
difference GMM makes possible consistent estimation of our equation without loss of observations
(relative to fixed effects models).

For consistent estimation, the standard IV exogeneity assumption must be satisfied. Arellano
and Bond17 identify two main threats to this assumption when instrumenting for endogenous vari-
ables: serial correlation in the differenced errors and overidentification. To avoid serial correlation-
based endogeneity problems associated with instrumenting ∆yit−1 with yit−s, s ≥ 2 and higher-
order lags, there must be no s-order serial correlation in the differenced errors.18 Arellano and
Bond19 provide AR and Sargan tests for these potential violations.

Sargan and AR tests, reported in Table 2 of the main paper, indicate that overidentification and
residual serial correlation are not a concern for the turnout models. However, it should be noted that
the Sargan20 test cannot be calculated following robust correction to the variance matrix; in fact,
Arellano and Bond21 find that the statistic is upwardly biased without the clustering correction, but
such corrections cannot be accommodated because the asymptotic distribution is unknown.22 This
suggests that too many instruments is not a major concern. While weak instruments are often also
a concern (because they can induce bias in a particular dataset), our models seem to fit the data
well and estimate most coefficients with precision—we take this to suggest that the instruments
are not too weak.

Ultimately, we believe that given these diagnostic tests and the risk of considerable bias with

13E.g. Alvarez and Arellano 2003; Arellano and Bond 1991; Blundell, Bond and Windmeijer
2000; Kiviet 1995.

14Anderson and Hsaio 1982.
15Arellano and Bond 1991.
16The GMM instrument approach substitutes zeroes for missing elements in the instrument ma-

trix. The Arellano and Bond difference GMM estimator also corrects the variance matrix for
heteroskedasticity that may be induced by first-differencing.

17Arellano and Bond 1991.
18For the difference GMM estimator the following assumption must be satisfied to be able to

instrument for ∆yit with yit−s: E(∆εit∆εit−s) = 0, s ≥ 2.
19Arellano and Bond 1991.
20Sargan 1958.
21Arellano and Bond 1991.
22Unfortunately an alternative Hansen J test is downward biased as the number of instruments

increases, meaning that the null hypothesis is more likely to be accepted.23 Furthermore, it is
computed using the two-step estimator—not the one-step estimator we employ.
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the small T we have for the turnout models the GMM-IV approach should be favoured. Alvarez
and Arellano24 and Bond25 go further and argue that GMM estimators are to be preferred in almost
all such situations.

We also make further model specification choices. First, although we could employ the forward-
looking orthogonal transformation proposed by Arellano and Bover26 to remove unit fixed effects
instead of the first differencing transformation, this approach is only beneficial if there are gaps
in the panel—which is not the case for our data. Unreported analyses show the differences to be
negligible. Second, we use the one-step estimator instead of the often more efficient two-step es-
timator because the robust variance matrix becomes singular, and therefore cannot estimate many
of the coefficients in our model. Third, we considered using “system” GMM but chose differ-
ence GMM because differencing removes time-invariant FEs whereas system GMM only provides
the same estimates (which are not biased by unobserved unit heterogeneity) for the time-varying
economic globalization variables—our principal quantities of interest—asymptotically and under
the assumption that all instruments for the levels equation are uncorrelated with the FEs (the ad-
ditional moment condition underpinning system GMM). Roodman27 notes that we cannot simply
include country dummies in the system GMM model to mitigate the first concern. Furthermore,
because turnout is not highly autoregressive the gains from system GMM in terms of providing
better instruments are unlikely to be large.

3.2 Panels with large T : estimating the government spending models
The relatively large T that comes with the government spending models requires a different esti-
mation approach. First, it should be noted that the IV estimators above were intended for short
panels. Given that bias decreases with T , the consistency benefit offered by Arellano and Bond28

type estimators may be outweighed by loss of efficiency for large T . Simulation studies for a vari-
ety of parameter specifications have shown that the root mean-squared error (RMSE) may be lower
for FE models than GMM models in this case.29 In general, corrected versions of the FE model
first proposed by Kiviet30 consistently perform best in terms of RMSE, and often beat the GMM
approaches in terms of bias too;31 this approach has now been generalized to unbalanced panels
like ours.32

A second important consideration is instrument proliferation with the Arellano and Bond es-
timator. Arellano and Bond33 recommend including all possible lags as GMM instruments for
the endogenous variables, and the number increases quickly in T . This poses the problem of too

24E.g. Alvarez and Arellano 2003.
25Bond 2002.
26Arellano and Bover 1995.
27Roodman 2008b.
28Arellano and Bond 1991.
29Alvarez and Arellano 2003; Beck and Katz 2004; Bruno 2005; Judson and Owen 1999.
30Kiviet 1995.
31Bruno 2005; Jadson and Owen 1999; Kiviet 1995, 1999.
32Bruno 2005.
33Arellano and Bond 1991.
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many instruments34 where the endogenous variable becomes overidentified and tends toward pro-
ducing the OLS outcome (which suffers from endogeneity bias). This problem is pronounced in
our government spending models where difference GMM uses many hundreds of instruments and
the Sargan overidentification tests are strongly rejected. Although rejection could imply hetero-
geneous effects instead, the large number of instruments is clearly a concern. One popular and
often reasonable solution is to manually select which instruments to use. However, there is no
procedure (or definitive criteria) to identify an “optimal” set of instruments, and the efficiency of
the results—and thus our statistical inferences—can be strongly influenced by instrument choice.
More importantly though, the choice of instruments affects the bias-efficiency trade-off (and thus
the point estimates and their standard errors) and therefore can affect the substantive conclusions
that can be drawn from the model.

In light of these considerations we choose to estimate equation (2) in the main paper for the
governments spending models with bias-corrected OLS, known as least squares dummy variable
correction (LSDVC).35 Bruno36 extends this approach to our case of unbalanced panels where
observation selection is ignorable, and provides the Stata package xtlsdvc for estimation. More
specifically, LSDVC first runs OLS and then runs a consistent estimator such as Anderson-Hsaio,
difference GMM or system GMM. Treating the consistent estimates as the true parameter values,
LSDVC then computes the small sample expected bias associated with OLS using asymptotic
expansions; Kiviet37 enhanced the accuracy of these expansions up to order N−1T−2. Finally,
using this bias estimate LSDVC corrects the coefficient estimates accordingly. Bruno38 calculates
standard errors by bootstrapping the variance matrix.

At computational cost we use the one-step Arellano and Bond difference GMM estimator
rather than the far less efficient Anderson-Hsaio estimator and the most accurate bias calcula-
tion available—to the order of N−1T−2. Given the LSDVC procedure is computationally intensive
under this specification we use only 500 bootstraps for each imputed dataset. Note that this esti-
mation strategy only works for our particular case where the LDV is the sole endogenous variable,
and requires all other independent variables to be strictly exogenous.

In summary, we choose LSDVC because it has a lower RMSE than difference GMM and
generally performs better in terms of bias—in fact it consistently performs best across an array
of parameter specifications and panel dimensions for autoregressive models with unit effects.39

Furthermore, LSDVC does not require that we make arbitrary choices about the instrument matrix
which may affect the substantive conclusions we draw from the results.

34E.g. Roodman 2008a.
35Bun and Kiviet 2003; Kiviet 1995, 1999.
36Bruno 2005.
37Kiviet 1999.
38Bruno 2005.
39Beck and Katz 2004; Bun and Kiviet 2003; Bruno 2005; Kiviet 1995; Judson and Owen 1999.
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4 Results from additional analyses

4.1 Country-specific time trends
As noted in the text, spurious correlation is a very serious concern when our independent and de-
pendent variables are so clearly trending. We do not want to completely fit the data using trends,
and are constrained by degrees of freedom when it comes to include country-specific polynomials.
Nevertheless, it is possible that an omitted time-varying confounder is still correlated with global-
ization after partialling out quadratic trends for each country. We address this by including a cubic
term too. Although seriously pushing degrees of freedom without adding many significant cubic
coefficients, results were robust to including cubic country-specific trends with the exceptions that
FDI stocks in model (2) and Portfolio equity stock in model (10) only fall just outside significance
at the 10% level.
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4.2 Government spending models
4.2.1 Social spending

Figure 1: Social spending, 1970-2007
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Figure 1 shows trends in social expenditures as a percentage of GDP40 across all 21 countries used
in the spending analysis. As with total government spending there has been a general increase in
spending on social benefits since 1970. Notice that the trend is linear in many, but not all, countries;
accordingly, country-specific time trends are again merited.

Table 2 replicates the statistical analysis from Table 1 in the main paper. The sole exception
is that the automatic consumption control is removed given that government consumption is an

40OECD 2010.
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Table 2: Economic globalization and social benefit spending

Model (1) Model (2) Model (3) Model (4) Model (5) Model (6)

LDV 0.868 0.844 0.864 0.868 0.867 0.856
(0.042)*** (0.046)*** (0.047)*** (0.046)*** (0.050)*** (0.048)***

Deindustrialization 0.041 0.055 0.026 0.039 0.034 0.044
(0.019)** (0.031) (0.028) (0.029) (0.027) (0.029)

Partisanship 0.005 -0.006 0.001 -0.004 0.002 -0.012
(0.020) (0.021) (0.021) (0.020) (0.020) (0.021)

Dependent population -0.108 -0.113 -0.106 -0.136 -0.131 -0.123
(0.038)*** (0.039)*** (0.037)*** (0.039)*** (0.040)*** (0.040)***

Deficit (lag) -0.013 -0.013 -0.005 -0.001 0.000 -0.017
(0.013) (0.012) (0.012) (0.012) (0.013) (0.012)

PR -0.024 -0.112 0.033 -0.159 -0.124 -0.107
(0.234) (0.242) (0.264) (0.244) (0.236) (0.257)

Strength of labor 0.001 0.001 0.001 0.001 0.001 0.002
(0.001) (0.001) (0.001) (0.001) (0.001) (0.001)*

Unexpected growth -0.150 -0.164 -0.156 -0.154 -0.156 -0.160
(0.013)*** (0.015)*** (0.015)*** (0.015)*** (0.015)*** (0.016)***

Automatic transfers 0.448 0.441 0.395 0.402 0.380 0.414
(0.061)*** (0.066)*** (0.066)*** (0.067)*** (0.062)*** (0.060)***

FDI stock (log) -0.318
(0.123)***

FDI flows (log) -0.289
(0.051)***

Portfolio stock (log) -0.354
(0.078)***

Ownership scale -0.741
(0.194)***

Trade (log) -0.787
(0.319)**

Country FE Y Y Y Y Y Y
Country-specific time trends Y Y Y Y Y Y
Observations 721 721 721 721 721 721
Countries 21 21 21 21 21 21

Notes: All models estimated with LSDVC using difference GMM bias corrections up to order N−1T−2.
Standard errors were computed using 500 bootstrapped simulations and were combined across ten imputed
datasets using Rubin averaging rules. * denotes p < 0.1, ** denotes p < 0.05, *** denotes p < 0.01.
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independent spending category.

4.2.2 Additional robustness checks

The additional robustness checks cited in the main paper can all be obtained using our replication
code. However, given the importance of the EU concern, Table 3 shows the results are robust to
respectively splitting the sample into non-EU members and EU members.41 Despite halving the
sample size, the results remain highly robust, with the sole exception of FDI stocks among EU
members. These results are cited in the main paper. Unreported interaction models (available
in the replication code) using the full sample show essentially identical results; as do interaction
models using cumulative years of EU membership. Similarly, our replication code shows results
are robust to examining only countries that have ever entered the Eurozone, and in turn restricting
this sample to the post-1979 EMS/ERM period.

4.3 Electoral turnout models
4.3.1 Robustness checks

The robustness checks cited in the main paper can all be obtained using our replication code.

4.3.2 Instrumental variable approach

Table 4 shows the results of the Arellano and Bond and 2SLS instrumental variable models. The
first five models instrument for the globalization variables with orthogonal lagged levels; the sec-
ond five models instrument with economic growth and (log) GDP per capita, both lagged by one
election. As we can see, the GMM results are very similar to those presented in the main pa-
per in magnitude, except that FDI stock becomes insignificant. We find similar substantive results
when taking instruments from outside the model, except that the coefficient on FDI flows trebles in
magnitude (in turn increasing the Ownership scale). This rise could be cause for concern, or may
suggest that macroeconomic variables are the main determinant and other factors have induced
measurement error in the effect of foreign ownership.

4.3.3 Interactions with the position of the median voter

Ward, Ezrow and Dorussen42 argue that the globalization constraint depends on where the median
voter is: where the median is right-wing, there is not a strong constraint because desired policy is
likely to already be consistent with globalization’s constraints. A similar argument could apply to
turnout too. We test this by including De Neve’s43 measure of the median voter’s position at as
many elections as possible, and also interacting it with our globalization measures. The results are

41Given the sample restrictions, cluster-robust standard errors could not be estimated in models
(2)-(4), (8) and (10) use homoskedastic standard errors.

42Ward, Ezrow and Dorussen 2011.
43De Neve 2009.
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Table 5: Economic globalization, the median voter and aggregate turnout

Model (1) Model (2) Model (3) Model (4) Model (5)

LDV -0.240*** -0.247** -0.215** -0.304*** -0.197
(0.087) (0.108) (0.091) (0.079) (0.120)

Median voter -0.047 -0.012 0.000 0.027 -0.350*
(0.040) (0.031) (0.016) 0.022 (0.211)

FDI stock (log) -0.249
(1.647)

FDI flows (log) -1.758***
(0.600)

Portfolio stocks (log) -2.112***
(0.542)

Ownership scale -3.144***
(1.113)

Trade (log) 2.090
(2.277)

FDI stock (log) × median voter 0.028
(0.019)

FDI flows (log) × median voter 0.032
(0.027)

Portfolio stocks (log) × median voter 0.023*
(0.013)

Ownership scale × median voter 0.014
(0.019)

Trade (log) × median voter 0.090*
(0.051)

Controls Y Y Y Y Y
Country FE Y Y Y Y Y
Country-specific time trends Y Y Y Y Y
Observations 184 166 181 158 196
Countries 22 21 22 20 23

Notes: All models estimated with Arellano and Bond (1991) one-step difference GMM procedure. Differenced
variables are used as standard instruments and all level lags of the dependent variable exceeding two are
used as GMM instruments, except in Models (2) and (5) where third-order lags are used. Model (1) restricts the
number of lagged level instruments to 9 to avoid overidentification. Country-clustered robust standard errors
in parentheses. * denotes p < 0.1, ** denotes p < 0.05,*** denotes p < 0.01.
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shown in Table 5, showing that the main results in this paper are robust. Although never significant
at the 5% level and small in magnitude, the interaction term is always positive—consistent with
the theory of Ward, Ezrow and Dorussen.
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