Support Vector Machines in the Diagnosis of Alzheimer’s Disease
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Abstract—The diagnosis of Alzheimer’s disease involves neurological examinations, among which one can mention the electroencephalogram (EEG). The waveforms collected by the EEG scalp electrodes are then analyzed by a specialist, to identify patterns that indicate the presence of dementia. Some studies show the use of Machine Learning (ML) techniques in extracting these patterns, providing therefore an aid to the specialist in this type of analysis. In this study, Support Vector Machines, a ML method based on Statistical Learning Theory, were used to induce a model that, from EEG waves get an automatic diagnosis of Alzheimer’s disease, becoming a tool that supports the diagnosis made by neurologists. The performance obtained from analysis of EEG epochs was 79.9% accuracy and 83.2% sensitivity, whereas the analysis considering the diagnosis of each patient was obtained 87.0% accuracy and 91.7% sensitivity.

Index Terms—Alzheimer’s disease, Support Vector Machines, electroencephalogram, coherence.

I. INTRODUCTION

Alzheimer’s disease (AD) is considered the main cause of dementia in Western countries [1], manifested by memory loss and impairment of at least another area of cognition (calculation, praxis, gnosia, executive functions, language, etc.). As the definitive diagnosis of AD can only be established with a histopathological analysis of the brain (autopsy or biopsy) [2], the challenge to search for a biological marker to determine an early diagnosis of the disease remains open. Currently, the correct diagnosis by neuropsychological evaluations ranges from 85 to 93% accuracy in university hospitals. But not always these cognitive screening batteries are easy to apply, requiring experienced people and often lengthy sessions for its realization [3].

One of the tests used as an alternative for the diagnosis of dementia, when it is still uncertain, is the electroencephalogram [4], which is the record of different brain rhythms manifested by electric potentials from synaptic activity between neurons [5]. The long-term electroencephalogram has been of great importance for the diagnosis of dementia and encephalopathy, mainly in cases where this diagnosis cannot be made based only on the initial clinical evaluations [4].

These tests generate a large amount of data, which must then be examined by a specialist. Many studies can be found using ML techniques in the analysis of EEG data to differentiate AD patients from normal patients. The data sets in these cases consist of EEG records of several patients, previously labeled according to their diagnosis [6], [7], [8], [3], [9], [10], [11], [12], [13].

The objective of this study is to test different combinations of characteristics extracted from the EEG signals as input for a ML technique [14]. We used a ML technique known as Support Vector Machines (SVM) [15] in the analysis of EEG data derived from normal individuals and patients with AD. This technique is known by its good generalization ability and robustness to high dimensional data, like those used in this paper. The goal was to develop models to aid in the extraction and classification of patterns found in these records and thus assist in an initial diagnosis of AD.

II. MATERIALS AND METHODS

A. Data Acquisition

The data set used in this study was extracted from a clinical database, composed of EEG examinations of individuals with AD and without the disease (control). Two samples of volunteers were selected: the first (S1) corresponds to a population of 19 healthy subjects, 14 females and 5 males, with an average age of 71.63 years. The second sample (S2) corresponds to a population of 16 individuals diagnosed with probable AD, 14 females and 2 males, with an average age of 73.44 years.

The diagnosis of AD was made according to NINCDS-ADRDA criteria [16], classified as mild to moderate, according to the DSM III-R [17]. Subjects had no history of diabetes.
mellitus, kidney diseases, thyroid diseases, alcoholism, liver disease, lung disease or lack of vitamin B12 to prevent the occurrence of other causes for diagnosing cognitive impairment.

The EEG records were obtained by an equipment brand EMSA, with 32 channels, 12 bits A/D converter and sampling rate of 200 Hz. Placement of scalp electrodes (referential montage) followed the international 10-20 system illustrated in Figure 1. The biauricular referential electrodes (A1 and A2) were attached, as recommended by the Brazilian Society of Clinical Neurophysiology and the American EEG Society. During the examination, the records were obtained with subjects awake and resting with eyes closed.

![Fig. 1. The international 10-20 system (the "10" and "20" refer to the 10% or 20% interelectrode distance).](image)

B. Preprocessing

The main objective of the preprocessing of EEG signals is making more obvious events that can differentiate the two classes (Alzheimer’s versus healthy), thus enabling a better posterior classification of data using ML techniques. First, the tests were evaluated by an experienced physician in order to eliminate portions of artifacts (electrical interference, which may stem from the movement of the wires, bad contact, eye movement, etc.). The segments of EEG signals free of artifacts were selected from all 20 electrodes, each divided at intervals of 8 seconds, known in the literature as epochs [18].

The digitized signals containing selected EEG epochs were subjected to a low pass digital filter with a cutoff frequency at 50Hz. It was an infinite impulse response elliptic filter with a zero in the frequency of 60Hz, thus eliminating completely at 50Hz. It was an infinite impulse response elliptic filter with an inter-hemispheric counterpart electrodes [19]; Equidistant electrodes [22]; Intra-hemispheric rear electrodes [22]; Rear electrodes in bipolar montage [23].

The electrodes pertaining to each combination are listed in Table I, where the coherence operation is represented by a dot character (.) and the bipolar montage is represented by a dash character (−) as usual.

Another innovative attribute under consideration in this work was the peak of the spectrum coming from bipolar montages. A bipolar signal can be obtained from a referential montage simply subtracting two signals for elimination of common biauricular reference [24]. The electrodes used in the calculation of the bipolar spectra peaks were F3-F4, F7-F8, C3-C4, T3-T4, P3-P4, T5-T6 O1-O2.

C. Support Vector Machines

SVMs constitute a ML technique based on concepts from the Statistical Learning Theory [25]. They separate data by a hyperplane, considering bounds in the generalization ability of a linear classifier [26]. Accordingly, given a training data set \( T \) containing \( n \) pairs \((x_i, y_i)\), where \( x_i \in \mathbb{R}^m \) is a data point with \( m \) dimensions and \( y_i \in \{-1, +1\} \) is the class of \( x_i \), SVMs seek the linear classifier \( g(x) = \text{sgn}(w \cdot x + b) \) separating data from classes +1 and −1 with minimum error while also maximizing the margin of separation between the classes (Figure 2) [15]. For instance, in the application considered in this paper each data point represents the EEG of a patient (in fact, the characteristics extracted from his/her EEG according to the pre-processing techniques previously described), while the classes represent the presence or absence of the Alzheimer disease.

The maximization of the margin is accomplished through the minimization of the norm \( ||w|| \). The following optimization problem is solved in this process:

\[
\text{Minimize: } ||w||^2 + C \sum_{i=1}^{n} \xi_i
\]

Under the restrictions:
\[
y_i (w \cdot \Phi(x_i) + b) \geq 1 - \xi_i \text{ and } \xi_i \geq 0, \text{ for } i = 1, \ldots, n
\]

Where \( C \) is a constant that imposes a different weight for training error over the generalization of the classifier and \( \xi_i \) are slack variables. The restrictions are originally imposed to ensure that no training data should be within the margins of
TABLE I
COHERENCE OPERATIONS PERFORMED IN EACH COMBINATION OF ELECTRODES

<table>
<thead>
<tr>
<th>Combination</th>
<th>Electrodes and coherence operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rear electrodes in bipolar montage</td>
<td>T3-C3.T4-C4, C3-P3.C4-P4, T5-P3.T6-P4, T3-T5.T4-T6, P3-O1.P4-02 and T5-O1.T6-02</td>
</tr>
</tbody>
</table>

Fig. 2. Example of a linear frontier induced by a SVM.

III. RESULTS

All SVMs in this paper were induced using the Weka tool [30] with default parameters values, in order to allow a fair comparison between the different combinations of data considered. The parameters employed were $C = 1.0$ and $\gamma = 0.01$ in the RBF Kernel.

The total data set with 3305 epochs extracted from the EEG exams was divided into two parts: one for training the classification models (approximately 68.06% of the data) and one for testing the classification models induced (approximately 31.94% of the data). The division was made so that different patients were present in the training and testing sets - and that a patient used for testing was not used for training, and vice-versa. The experiments were repeated three times, varying the data sets for training and testing, but maintaining the same proportions and configurations previously discussed. This procedure was adopted in order to better assess the generalization ability of the classifiers, for different partitions of data.

Table II presents the mean and standard deviation (considering the different partitions of data) of the following performance measures obtained by SVMs in the classification of epochs of the EEG exams: accuracy rates, AUC (Area Under the ROC Curve), Sensitivity (correct classifications for epochs from patients with AD) and Specificity (correct classifications for epochs from normal patients). Different combinations of characteristics extracted from the EEG exams were considered as input for the SVMs: frontal coherences, rear coherences, long distances coherences, homologous coherences, rear-bipolar coherences, bipolar peaks and all coherences combined to the bipolar peaks. Therefore, each line of the table represents a different configuration of the data sets (different electrodes, coherences, or combinations of them). The best results obtained for each performance measure in the table are highlighted in boldface, while the worst results are highlighted in italics.

The best performing classifiers in Table II were chosen for a further analysis of the performance in the diagnosis of the test individuals. This analysis allows to verify the accuracy rate obtained by patient, rather than the performance by epochs previously considered. For such analysis, for each patient the ratio between the number of correctly classified epochs divided
by his/her total number of epochs was calculated. Considering the threshold of $50\% + 1$ for diagnosis, the accuracy, sensitivity and specificity performance measures could then be calculated. Table III presents these results.

### IV. Discussion

First it is important to describe the meaning of the performance measures to be evaluated. Accuracy is the rate correct classifications for the whole data set. Sensitivity is the rate of diagnoses with a positive result, given that the individual has the disease. Specificity is the rate of diagnoses with a negative result, given that the individual does not have the disease. And the area under the ROC curve (AUC) can be interpreted as the probability that, given two individuals (one with the disease and other without the disease), the prediction made will be largest for the individual with the disease.

From Table II, it is possible to verify that, in the data sets containing coherences, the frontal and rear configurations had a better accuracy rate when compared to the other coherences, as also observed by Locatelli et al. (1998) [22]. On the other hand, the rear-bipolar coherences, despite showing a low accuracy, had a good specificity rate when compared to the other coherences, as also verified in Trambaioli et al. (2009) [23]. The set of bipolar peaks presents better results than those obtained for the coherences. This may be an indication that reference electrodes interferes in the EEG signal.

By considering all the previous attributes together as input for the SVM classifier, an improvement of accuracy, AUC and sensitivity is obtained, standing out their low standard deviation values.

Nevertheless, all these results refer to classifications by epochs of exams. For medical interpretation, the epoch-based classification is not exactly helpful, since it does not give a definitive diagnosis for a given patient, but instead it diagnoses excerpts of his/her EEG exam. Therefore, an analysis of the classification per patient is necessary, considering the total set of epochs contained in his/her exam. Since all entries involving the spectrum’s peaks alone and the combination of these peaks with all coherences achieved the best performance in the classification of the epochs, an analysis per patient was carried out for these particular data sets.

Both sets of attributes had an accuracy improvement in the per patient evaluation scenario. For both data sets the accuracy, sensitivity and specificity rates were all above the level of 80%, and the sensitivity for the bipolar peaks data exceeds 90%. The phenomenon of slowing of EEG signals in patients with AD, which occurs mainly in the alpha and beta bands as noted by several authors [31], [32], [33], become more evident when the difference between more localized electrical potentials is considered, i.e., between electrodes next to each other, as performed by bipolar recording. Despite the relatively high standard deviation values in sensitivity and specificity of tests with the peaks, a sensitivity of 91.7% is extremely important, since it can help reducing the risk of AD patients stop treatment by the lack of a correct diagnosis.

As can be seen in Table II, tests for the rear-bipolar coherence favor normal class in detriment of class AD, which reflects on the great difference between the values of specificity and sensitivity obtained for this data set. In the case of all coherences + bipolar peaks, there is a balance between sensitivity and specificity, suggesting that no class is strongly favored in detriment of the other.

It is also noteworthy that the standard deviation values obtained for the analysis per patient are quite high. Nevertheless, this can be attributed to the fact that we have relatively few patients for testing ($13 \pm 2$), which causes an elevation in the standard deviation values for sensitivity and specificity. For instance, when you consider that each class corresponds to about half of the patients, the misclassification of a patient can result in differences of performance of approximately 15%.

### V. Conclusion

Although more tests are needed, involving, for example, a larger number of subjects, this study demonstrated that: the combination of frontal coherences, rear coherences and long distances coherences, as proposed by Locatelli et al. (1998) [22]; the homologous inter-hemispheric coherences proposed by Anghinah (2003) [19]; the rear-bipolar coherences proposed by Trambaioli et al. (2009) [23]; and the peaks of spectrum, investigated in this paper, are good input attributes for SVM classifiers in the classification of EEG epochs.

Nevertheless, the main result presented in this paper is that the classification per patient was best when using as inputs for SVMs only the frequencies of the peaks of spectrum obtained by bipolar recording. Therefore, we can conclude that the use of bipolar peaks are a good tool for providing a set of characteristics from EEG signals for SVMs in the classification of patients with AD. Given the simplicity of this pre-processing, allied to the high sensitivity obtained in the

<table>
<thead>
<tr>
<th>Data</th>
<th>Accuracy(%)</th>
<th>AUC</th>
<th>Sensitivity(%)</th>
<th>Specificity(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal coherences</td>
<td>65.2 ± 5.3</td>
<td>0.66 ± 0.01</td>
<td>69.1 ± 9.4</td>
<td>65.2 ± 12.0</td>
</tr>
<tr>
<td>Rear coherences</td>
<td>67.4 ± 3.4</td>
<td>0.68 ± 0.03</td>
<td>64.6 ± 3.5</td>
<td>70.4 ± 12.0</td>
</tr>
<tr>
<td>Long distances coherences</td>
<td>54.8 ± 2.4</td>
<td>0.55 ± 0.03</td>
<td>47.8 ± 8.5</td>
<td>62.3 ± 12.5</td>
</tr>
<tr>
<td>Homologous coherences</td>
<td>58.4 ± 9.2</td>
<td>0.58 ± 0.09</td>
<td>46.9 ± 21.5</td>
<td>69.1 ± 6.1</td>
</tr>
<tr>
<td>Rear-bipolar coherences</td>
<td>53.4 ± 8.0</td>
<td>0.52 ± 0.05</td>
<td>21.9 ± 16.8</td>
<td>81.7 ± 12.7</td>
</tr>
<tr>
<td>Bipolar peaks</td>
<td>76.4 ± 3.6</td>
<td>0.76 ± 0.04</td>
<td>71.0 ± 0.1</td>
<td>80.5 ± 3.6</td>
</tr>
<tr>
<td>All coherences + bipolar peaks</td>
<td>79.9 ± 3.9</td>
<td>0.80 ± 0.04</td>
<td>83.2 ± 3.6</td>
<td>76.4 ± 8.5</td>
</tr>
</tbody>
</table>
classification experiments, this can be considered a promising result.

Future work shall consider tuning the parameter values of the SVM classifiers, since this procedure can lead to a further increase in the classification performances achieved.
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