Places in the Brain: Bridging Layout and Object Geometry in Scene-Selective Cortex
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Abstract

Diverse animal species primarily rely on sense (left–right) and egocentric distance (proximal–distal) when navigating the environment. Recent neuroimaging studies with human adults show that this information is represented in 2 scene-selective cortical regions—the occipital place area (OPA) and retrosplenial complex (RSC)—but not in a third scene-selective region—the parahippocampal place area (PPA). What geometric properties, then, does the PPA represent, and what is its role in scene processing? Here we hypothesize that the PPA represents relative length and angle, the geometric properties classically associated with object recognition, but only in the context of large extended surfaces that compose the layout of a scene. Using functional magnetic resonance imaging adaptation, we found that the PPA is indeed sensitive to relative length and angle changes in pictures of scenes, but not pictures of objects that reliably elicited responses to the same geometric changes in object-selective cortical regions. Moreover, we found that the OPA is also sensitive to such changes, while the RSC is tolerant to such changes. Thus, the geometric information typically associated with object recognition is also used during some aspects of scene processing. These findings provide evidence that scene-selective cortex differentially represents the geometric properties guiding navigation versus scene categorization.
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Our abilities to navigate the environment and to recognize the objects in it are essential to our survival. Over the past 2 decades, an abundance of research has elucidated the geometric information guiding navigation and object recognition in animals from insects to mammals, and in humans from infants to adults. Humans and many other animals navigate by encoding the “sense” (left–right) relations and egocentric distances (proximal–distal) of large extended surfaces in the environment, but not the relative lengths of these surfaces or the angles at which they meet (O’Keefe and Burgess 1996; Lee et al. 2012, 2013; see Cheng and Newcombe 2005, and Spelke and Lee 2012 for reviews; but see Yousif and Lourenço 2017). By contrast, humans and many other animals recognize and categorize objects by the relative lengths and angles that define their 2D or 3D structure, rather than by their positions relative to the observer (Dehaene et al. 2006; Izard and Spelke 2009). Further, recent functional magnetic resonance imaging (fMRI) studies with human adults have shown that 2 scene-selective regions—the occipital place area (OPA) (Dilks et al. 2013) and the retrosplenial complex (RSC) (Maguire 2001)—are sensitive to the sense and egocentric distance properties guiding navigation (Dilks et al. 2011; Persichetti and Dilks 2016). Surprisingly, however, a third scene-selective region—the parahippocampal place area (PPA) (Epstein and Kanwisher 1998)—is not sensitive to either sense or egocentric distance, challenging its role in navigation, which has been suggested by prior work (Chaim et al. 1997; Janzen and van Turennout 2004; Cheng and Newcombe 2005;...
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that participants (e.g., a desert vs. a forest; Kravitz et al. 2011; Park et al. 2011) and responds more strongly to intact spatial layouts (e.g., empty apartment rooms) than to fragmented ones in which the walls, floors, and ceilings have been fractured and rearranged (Epstein and Kanwisher 1998; Kamps et al. 2016a). Nevertheless, these are gross definitions of a scene’s shape, and whether sensitivity to shape in the PPA also includes the simple relative lengths and angles in a layout remains unknown. A behavioral study may provide some clues: Wulthier and Shen (2014) found that participants’ ability to categorize scenes was significantly impaired when contour junctions (i.e., angle), and to a lesser extent, contour lengths were removed, and they conjectured that perhaps activity in the PPA represents such information. Here we directly test whether the PPA, as well as the other scene-selective regions, the OPA and the RSC, represent the shape of a scene by the relative lengths and angles that define its extended surfaces. In addition, we test how these 3 regions represent such information by measuring their sensitivity to isolated changes in relative length or angle.

To test whether and how the PPA and the other scene-selective regions represent relative length and angle, we used an event-related fMRI adaptation paradigm (Grill-Spector and Malach 2001) in human adults. Specifically, participants viewed 2 successively presented pictures of the same scene, of completely different scenes, or of 2 scenes that differed by a relative length and/or angle change. If regions of scene-selective cortex (PPA, OPA, and RSC) are sensitive to the relative length and angle properties of scenes, then the pictures presenting such shape changes will be treated as different, and fMRI adaptation will not occur. If, in contrast, those regions are tolerant to changes to the relative length and angle properties of scenes, then pictures with those changes may be treated as the same, and fMRI adaptation will occur.

Materials and Methods

Participants

A total of 25 healthy adults (ages 20–36; 11 females) participated in this experiment. All participants gave informed consent and had normal or corrected-to-normal vision. One participant was excluded due to excessive motion; we thus report the results from the remaining 24 participants.

Design

First, we used a region of interest (ROI) approach, in which we localized scene-selective cortical regions (localizer runs). Then, we used an independent set of experimental runs to investigate the responses of these regions to pairs of pictures of scenes that were identical, entirely different, or differed by the relative lengths of surfaces and/or the angles at which surfaces met. Object stimuli were also included to test whether any sensitivity to relative length and angle in scene-selective regions was specific to pictures of scenes or generalized to pictures of objects. Finally, we investigated whether object-selective regions were sensitive to relative length and angle changes in these same pictures of scenes and objects.

For the localizer runs, ROIs were identified using a standard method (described previously in Epstein and Kanwisher 1998). Each participant completed 2 localizer runs. In a blocked design, participants saw pictures of faces, objects, scenes, and scrambled objects. Each run was 336 s long and consisted of 4 blocks per stimulus category. The order of the stimulus category blocks in each run was palindromic (e.g., faces, objects, scenes, scrambled objects, scrambled objects, scenes, objects, and faces) and was pseudorandomized across runs. Each block contained 20 pictures from the same category for a total of 16 s blocks. Each picture was presented for 300 ms, followed by a 500 ms interstimulus interval (ISI). We also included five 16 s fixation blocks: 1 at the beginning; 3 in the middle interleaved between each palindrome; and 1 at the end of each run. Participants performed a one-back task, responding with a button press every time the same picture was presented twice in a row.

For the experimental runs, participants completed 10 runs each with 100 experimental trials (50 scene trials and 50 object trials, interleaved), and an average of 44 fixation trials, which were used as a baseline condition. Each run was 390 s long. On each fixation trial, a white cross (subtending 0.5° of visual angle) was displayed on a gray background. On each experimental trial, a picture of either a scene or an object was presented for 300 ms, followed by a 400 ms ISI, followed by another picture in the same stimulus category for 300 ms. After the presentation of the second picture, there was a jittered interval ranging from 1 to 6 s (3 s on average). Each pair of pictures consisted of one of the following: (1) the same picture presented twice (Same condition); (2) two completely different pictures from the same category (Different condition); (3) a picture followed by that same picture but with a change in both its relative length and angle properties (Length and Angle condition [L/A condition]); (4) a picture followed by that same picture but with a relative length change only (Length condition); or (5) a picture followed by that same picture but with an angle change only (Angle condition) (Fig. 1). In total, each participant viewed 100 trials of each condition (Same, Different, L/A, Length, and Angle) for each picture type. The trial sequence was generated by the Free-Surfer optseq2 function, optimized for the most accurate estimations of the hemodynamic response (Burock et al. 1998; Dale et al. 1999).

All stimuli subtended 9° × 7° of visual angle, and stimuli in the same category were the same color (Fig. 1). Participants were instructed to keep their eyes fixated on the white cross that appeared in the center of the screen between each picture. After pictures appeared at the central fixation, they moved 1° of visual angle to either the left or right. Participants performed an orthogonal task, indicating by a button press whether the pictures within a pair were moving in the same or opposite directions. This motion task was chosen to eliminate possible early retinotopic confounds and to further disrupt the potential perception of navigating through the scenes.

Stimuli

All scene and object pictures were created from a set of 6 parallelograms. Two of these parallelograms had a side-length ratio of 1:1.13, 3 had a side-length ratio of 1:1.66, and 1 had side-length ratio of 1:1.99. Three parallelograms (one at each side-length ratio) had supplementary angles of 135° and 45°,
2 (at 1:1.33 and 1:1.66 side-length ratios) had supplementary angles of 105° and 75°, and 1 (at the 1:1.66 side-length ratio) had supplementary angles of 120° and 60°. This set of parallelograms afforded 3 groups of 3 pictures: one group that differed in both types of shape properties (L/A condition); one group that differed in relative length only (Length condition); and one group that differed in angle only (Angle condition). These 3 sets of stimuli allowed us to evaluate responses to combined changes to relative length and angle as well as to specific geometric shape properties (i.e., relative length only or angle only).

Speciﬁcally, we ﬁrst examined whether each ROI was sensitive to combined changes to relative length and angle, and, if so, then asked how relative length and angle might contribute separately to this sensitivity to the combined changes.

One set of scene pictures was formed by posing each parallelogram as the back wall of a 2D projection of a 3D space, where the corners of the parallelogram were extended forward, in perspective, towards the picture plane. The other set of scene pictures was created using the same method, but the back-wall parallelogram was altered by adding a triangle on the left and right sides to form a hexagon. Both parallelogram and hexagon pictures of scenes were used for the Same, L/A, Length, and Angle conditions. The Different condition consisted of trials in which a parallelogram scene was either preceded or followed by a hexagon scene, with these scenes additionally always differing in relative length and angle. Object pictures used the same parallelogram and hexagon templates, but perspectival depth was projected backwards in the picture plane, to form freestanding “boxes” in an otherwise empty picture. The scene pictures were designed to look like nondescript indoor rooms that contained a door, a mirror, and a hanging light. The object pictures were designed to resemble mail packages that contained 3 stickers. Importantly, the distance between the front edge of the picture and the back wall of the room, and the distance between the front edge of the picture and the package, were held constant so that the rooms and objects never changed in their egocentric distance relative to the viewer (Fig. 1).

For each condition (except the Same condition), there was a small change in the area of the primary shape deﬁning the scene or object between the pair of pictures in each trial. However, independent samples t-tests comparing the area changes between every combination of picture pairs within each condition revealed no signiﬁcant differences in area changes across the conditions (all P > 0.14). This result suggests that any neural differences across condition were not due to area changes, but rather due to relative length and/or angle changes.

**Figure 1.** Example scene stimuli from each condition (i.e., Same, Length and Angle changes, Different, Length changes only, Angle changes only). The object stimuli (bottom right corner) were presented in the same shape-change conditions as the scene stimuli (pictured here is the Different condition). The scene and object stimuli never appeared together in the same trial.

**FMRI Scanning**

Scanning was completed on a 3T Siemens Trio scanner at the Facility for Education and Research in Neuroscience (FERN) at Emory University (Atlanta, GA). Functional images were acquired using a 32-channel head matrix coil and a gradient echo single-shot echo planar imaging sequence. In total, 16 image slices were acquired for both the localized scans (repetition time = 2 s), and the experimental scans (repetition time = 1 s). These slices were oriented approximately between perpendicular and parallel to the calcarine sulcus, covering the occipital and temporal lobes and the lower portion of the parietal lobe. For all scans: echo time = 30 ms; voxel size = 3.1 mm × 3.1 mm × 4.0 mm, with a 0.4 mm interslice gap. For each participant, whole-brain, high-resolution T1 weighted anatomical images were acquired for registration of the functional images.

**Data Analysis**

FMRI data analysis was conducted using the FSL software (Smith et al. 2004) and custom MATLAB code. Before statistical analysis, data from the experimental runs were skull-stripped (Smith 2002), registered to participants’ T1 weighted anatomical image, motion corrected using FSL’s MCFLIRT tool (Jenkinson et al. 2002), and spatially smoothed with a 6 mm kernel. We then conducted analyses on the resultant preprocessed time courses. Following the methods of previous studies (Grill-Spector et al. 1999; Kourtzi and Kanwisher 2001; Dilks et al. 2011; Persichetti and Dilks 2016), the experimental trials were separated by condition for each picture type. Next, for each condition and each picture type, we selected a time-series window from the trial onset to 12 s after onset, and then calculated a mean response for each participant. Finally, the mean response to each condition was compared with a ﬁxation baseline, thus computing percent signal change. The ﬁxation baseline for each participant was identiﬁed by averaging the 1 s ﬁxation that preceded the onset of each experimental trial (we deliberately chose this 1 s window to avoid overlapping the previous trial when the jittered intertrial interval was equal to 1 s). Localizer data, but not experimental data, were detrended and then ﬁt with a general linear model that contained covariates that were convolved with a double-gamma function to approximate the hemodynamic response function. After this preprocessing, the scene-selective regions—PPA, OPA, and RSC—were bilaterally deﬁned in each participant as those regions that responded more strongly to scenes than to objects (P < 10−4; uncorrected; as in Epstein and Kanwisher 1998). Each scene-selective ROI was identiﬁed in at least one hemisphere for all
24 participants. Object-selective regions—the lateral occipital sulcus (LO) and the posterior fusiform sulcus (pFs)—were bilaterally defined in all participants for LO, and in 20 of the 24 participants for the pFs, as those regions that responded more strongly to objects than to scrambled objects ($P < 10^{-4}$, uncorrected) (Grill-Spector et al. 1998). As a control region, we also anatomically defined an early visual cortex (EVC) ROI bilaterally in each participant that corresponded to the entirety of V1 (fovea and periphery) using the Jülich histological atlas in FSL (Amunts et al. 2000). For each ROI of each participant, the mean time courses of responses for the experimental conditions (Same, Different, L/A, Length, and Angle) for each picture type were extracted across voxels.

Next, the response time courses were averaged across all conditions (Different, Same, L/A, Length, and Angle) for only the scene stimuli, all scene-selective ROIs, and all participants to identify an average response across “peak” time points. A peak response window was then defined by the whole-second interval in which responses were significantly greater than zero (i.e., the fixation baseline), resulting in a window from 5 to 9 s (all $P_s < 0.05$). The same method was used to find the peak time points for only the object stimuli in object-selective ROIs, resulting in a window from 6 to 10 s (all $P_s < 0.05$). Finally, for each participant, we extracted the average activation within each time window for each scene- and object-selective ROI for each picture type (scenes or objects) and each condition (Different, Same, L/A, Length, and Angle). In each ROI and for each picture type, a 2 (Hemisphere: Left, Right) × 5 (Condition: Different, Same, L/A, Length, Angle) repeated-measures ANOVA was performed, and none revealed a significant Hemisphere × Condition interaction (all $P_s > 0.10$). Thus, data from each hemisphere were collapsed for all further analyses.

**Results**

**Scene-Selective Cortex**

Our first main analysis investigated whether combined changes to relative length and angle (i.e., L/A changes) in pictures of scenes are represented in each scene-selective ROI. As predicted, we found that the PPA was sensitive to L/A changes in pictures of scenes (Fig. 2). In the PPA, a 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA on the average response between 5 s and 9 s revealed a significant main effect of Condition ($F_{2,46} = 5.82$, $P < 0.01$, $\eta^2 = 0.20$), with a greater response to the Different and L/A conditions compared with the Same condition (main effect contrasts, both $P_s < 0.05$, both Cohen’s $d_s > 0.54$). There was no significant difference between the Different and L/A conditions (main effect contrast, $P = 0.20$, Cohen’s $d = 0.31$). These results demonstrate the expected fMRI adaptation effect (i.e., Different > Same) as well as the predicted sensitivity to combined changes to relative length and angle in pictures of scenes (i.e., L/A > Same) in the PPA.

We also found that the OPA was sensitive to L/A changes in pictures of scenes (Fig. 2). A 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA revealed a significant main effect of Condition ($F_{2,46} = 6.55$, $P < 0.005$, $\eta^2 = 0.22$), with a greater response to the Different and L/A conditions compared with the Same condition (main effect contrasts, both $P_s < 0.005$, both Cohen’s $d_s > 0.77$). There was no significant difference between the Different and L/A conditions (main effect contrast, $P = 0.85$, Cohen’s $d = 0.05$). These results demonstrate the expected fMRI adaptation effect (i.e., Different > Same) as well as a sensitivity to combined changes to relative length and angle in pictures of scenes (i.e., L/A > Same) in the OPA.

Unlike the OPA and PPA, the RSC was tolerant to L/A changes in pictures of scenes (Fig. 2). A 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA revealed a significant main effect of Condition ($F_{2,46} = 3.26$, $P < 0.05$, $\eta^2 = 0.12$), with a significantly greater response to the Different condition compared with the Same condition (main effect contrast, $P < 0.05$, Cohen’s $d = 0.70$), a marginal difference between the Different and L/A conditions (main effect contrast, $P = 0.10$, Cohen’s $d = 0.51$), and no significant difference between the L/A and Same conditions (main effect contrast, $P = 0.38$, Cohen’s $d = 0.28$). These results demonstrate the expected fMRI adaptation effect (i.e., Different > Same) in the RSC, but no clear sensitivity to L/A information in pictures of scenes (i.e., L/A ≈ Same). Although the marginal difference between the L/A and Different conditions suggests that the RSC is not totally insensitive to L/A changes in pictures of scenes, it nonetheless shows a tolerance to these changes—i.e., no significant difference between the L/A and Same conditions—in contrast to the PPA and OPA.

Figure 2. Hemodynamic time courses (percent signal change) of 3 scene-selective regions of cortex, the PPA, the OPA, and the RSC to 2 completely different pictures of scenes (red line labeled “Different”), a scene picture followed by that same picture but with a change to both its relative length and angle properties (green line labeled “Length & Angle”), and the same picture of a scene presented twice (blue line labeled “Same”). Note that there is sensitivity to relative length and angle changes in both the PPA and the OPA, while the RSC is tolerant to such changes.
The above analyses suggest that the 3 scene-selective cortical regions respond to L/A changes in pictures of scenes differently. To directly test this suggestion, we compared responses across the 3 ROIs (Fig. 3). A 3 (ROI: PPA, OPA, RSC) × 3 (Condition: Different, L/A, Same) repeated-measures ANOVA revealed a significant ROI × Condition interaction (F_{4,92} = 2.68, P < 0.05, \eta^2 = 0.10). There was no significant difference in response between the Same and Different conditions across any of the ROIs, indicating that all 3 scene-selective regions showed the expected adaptation effect to a similar degree (interaction contrasts, all Ps > 0.15, all \eta^2's < 0.09). In contrast, comparison of the L/A and Same conditions revealed a greater difference between these conditions in the PPA relative to the RSC (interaction contrast, P = 0.10, \eta^2 = 0.11), and no significant difference between these conditions in the PPA relative to the OPA (interaction contrast, P = 0.97, \eta^2 < 0.001). Taken together, these results demonstrate that the PPA and OPA represent combined changes to relative length and angle in scenes differently from the RSC, with the PPA and OPA sensitive to such changes and the RSC tolerant to such changes.

Are these responses to L/A changes in the PPA and OPA (and in the RSC, since it is tolerant, not totally insensitive to such changes) specific to pictures of scenes, or might these ROIs respond to any L/A changes regardless of whether they are presented in the context of scenes? To address this question, we measured the response to L/A changes in pictures of objects in each ROI. A 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA on the average response to pictures of objects from 5 to 9 s revealed no significant main effect of condition in any of the scene-selective ROIs (all Ps > 0.15, all \eta^2’s < 0.08). Thus, none of the scene-selective ROIs even show the expected adaptation effect (i.e., Different > Same) to object stimuli, revealing a qualitatively different pattern of activation to pictures of objects versus pictures of scenes. These results suggest that the sensitivity to combined changes to relative length and angle in the PPA and the OPA is specific to pictures of scenes.

Might the sensitivity to L/A changes in pictures of scenes in the PPA and OPA be due to a feed-forward effect from earlier visual areas, rather than to a sensitivity intrinsic to each area?

We do not think this could be the case because participants were asked to fixate while the stimuli were moving across the foveae, thus disrupting early retinotopic representations. Nevertheless, we directly addressed this question by asking whether L/A changes in our stimuli were represented in an anatomically defined EVC ROI. A 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA on the average response to pictures of scenes from 5 to 9 s revealed that the EVC did not even show the expected fMRI adaptation effect (i.e., Different > Same; F_{4,46} = 0.47, P = 0.63, \eta^2 = 0.02), thus revealing a qualitatively different pattern of activation in the EVC than in the scene-selective cortex. These results suggest that the sensitivity to combined changes to relative length and angle in scenes is not due to adaptation in the early visual areas for either the PPA or the OPA.

Our second main analysis investigated how relative length and angle might contribute separately to the response to the combined changes to relative length and angle across scene-selective cortex, observed in our first analysis. Despite its tolerance to combined changes to relative length and angle compared with the PPA and OPA, we included the RSC in this analysis because the RSC might nevertheless still be sensitive to changes in relative length alone or to angle alone when other geometric properties are equated. Since we are interested in how changes to relative length only and angle only combine to explain the response to the changes in both relative length and angle (i.e., L/A changes), the crucial comparison is between the isolated changes (i.e., Length or Angle), the combined change (i.e., L/A), and the Same condition. (We still included the Different condition in our analysis for completeness, even though it is irrelevant to how the responses to the isolated changes combine to equal the response to the combined change.) Thus, if relative length alone is driving sensitivity to L/A changes, then the response to the Length changes will look like the L/A condition and will differ from the Angle and Same conditions. By contrast, if angle alone is driving sensitivity to L/A changes, then the response to the Angle changes will resemble the L/A condition and differ from the Length and Same conditions. Other patterns (e.g., Length and Angle somewhere in between both the L/A and Same conditions) would suggest that both geometric properties underlie cortical responses to combined changes in relative length and angle.

We found evidence that both types of information in combination underlie sensitivity to L/A changes in the PPA: A 5-level (Condition: L/A, Length, Angle, Same, Different) repeated-measures ANOVA revealed a significant main effect of Condition (F_{4,92} = 2.74, P < 0.05, \eta^2 = 0.11), with a greater response to both the L/A and Different conditions compared with the Same condition (main effect contrasts, the Same; both Ps < 0.05, Cohen’s d > 0.54), consistent with the PPA’s sensitivity to L/A changes, as reported in our first analysis. Next, the response to the Length condition was marginally greater than the Same condition (main effect contrast, P = 0.06, Cohen’s d = 0.42), and not significantly different from either the L/A or Different conditions (main effect contrasts, both P > 0.20, Cohen’s d < 0.38), while the response to the Angle condition was not significantly different from the Same condition (main effect contrast, P = 0.22, Cohen’s d = 0.36), marginally different from the L/A condition (main effect contrast, P = 0.06, Cohen’s d = 0.48), and not significantly different from the Different condition (main effect contrast, P = 0.49, Cohen’s d = 0.17). These results could suggest that relative length alone, but not angle alone, drives responses to L/A changes in the PPA. Crucially, however, there was no difference between the Length and Angle conditions.
(main effect contrast, $P = 0.81$, Cohen’s $d = 0.07$): If relative length or angle alone were driving the response to combined length and angle, the response to the isolated changes to relative length and angle would differ from each other. Thus, taken together, these results reveal that the response to the Length and Angle conditions were somewhere in between the L/A and Same conditions, suggesting that both relative length and angle modulate the activity of the PPA.

Similar findings emerged from the analyses of the OPA. A 5-level (Condition: L/A, Length, Angle, Same, Different) repeated-measures ANOVA revealed a significant main effect of Condition ($F_{4,92} = 3.79, P < 0.01, \eta_p^2 = 0.14$), with a greater response to both the L/A and Different conditions compared with the Same condition (main effect contrasts, both $P < 0.01$, Cohen’s $d < 0.96$), consistent with the OPA’s sensitivity to L/A changes, as reported in our first analysis. Next, the response to the Length condition was marginally greater than the Same condition (main effect contrast, $P = 0.06$, Cohen’s $d = 0.53$), and not significantly different from the L/A or Different conditions (main effect contrasts, both $P > 0.19$, Cohen’s $d < 0.26$), while the response to the Angle condition was marginally different from both the Same condition (main effect contrast, $P = 0.10$, Cohen’s $d = 0.35$) and the L/A condition (main effect contrast, $P = 0.07$, Cohen’s $d = 0.47$), and significantly different from the Different condition (main effect contrast, $P < 0.05$, Cohen’s $d = 0.61$). Finally, there was no difference between the Length and Angle conditions (main effect contrast, $P = 0.53$, Cohen’s $d = 0.21$). Taken together, these results suggest that the OPA, like the PPA, responds to both relative length and angle.

By contrast, we did not find clear evidence for sensitivity to any shape changes (L/A, Length, or Angle) in the RSC. A 5-level (Condition: L/A, Length, Angle, Same, Different) repeated-measures ANOVA revealed a marginal main effect of Condition ($F_{4,92} = 2.27, P = 0.07, \eta_p^2 = 0.09$). Note, however, that the marginal main effect of condition here is due to the inclusion of the Different condition—which we noted above is not necessary for this analysis, but is included for completeness. When we remove the Different condition from the ANOVA, we find no significant main effect of condition ($F_{3,92} = 1.05, P = 0.38, \eta_p^2 = 0.04$). These results demonstrate that while we find the expected adaptation in RSC (i.e., Different > Same), none of the other conditions differed from each other, consistent with the RSC’s tolerance to L/A changes, as reported in our first analysis.

Given that neither length alone nor angle alone accounts for the observed responses to the changes in both length and angle in either the PPA or OPA, we conducted a further analysis probing how relative length and angle might combine to explain the response to shape changes in scenes in these regions. Since we did not find any evidence of sensitivity to any shape changes in the RSC, we did not include this region in this analysis. We first normalized each shape-change condition by subtracting the activation from the Same condition (i.e., Length–Same, Angle–Same, and L/A–Same) in each ROI of each participant, and then we examined how responses to changes in each geometric property separately contributed to the overall response to changes in both properties together (Fig. 4). Using paired samples t-tests, we found that the sum of the activation to the Length–Same and Angle–Same conditions was not significantly different from the L/A–Same condition in either the PPA ($t_{23} = 0.13, P = 0.90$, Cohen’s $d = 0.02$) or the OPA ($t_{23} = 0.21, P = 0.83$, Cohen’s $d = 0.05$), and that the Length–Same and Angle–Same conditions were not significantly different from each other in either region (PPA: $t_{23} = 0.05, P = 0.96$, Cohen’s $d = 0.01$; OPA: $t_{23} = 0.64, P = 0.53$, Cohen’s $d = 0.16$). These findings suggest that an equal and additive effect of relative length and angle may underlie sensitivity to shape changes involving both properties in the PPA and OPA. Future studies could more specifically test for combinatorial effects of these geometric changes in the scene-selective ROIs by parametrically varying the magnitude of change in each shape property.

**Object-Selective Cortex**

Our analyses of scene-selective ROIs demonstrated that the geometric information typically associated with object recognition (i.e., relative length and angle) is represented in some regions of scene-selective cortex when these properties are presented in the context of scenes. Given that relative length and angle are classically associated with object recognition, does object-selective cortex represent these properties in our stimuli? We tested whether and how object-selective ROIs (LO and pFs) represent relative length and angle in pictures of objects and scenes.

First, we investigated whether the LO and pFs are sensitive to combined changes to relative length and angle in pictures of objects (i.e., their preferred category) (Fig. 5A). As predicted, a 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA on the average response between 6 and 10 s revealed a significant main effect of Condition in both ROIs (LO: $F_{2,46} = 4.07, P < 0.05, \eta_p^2 = 0.15$, pFs: $F_{2,38} = 4.97, P < 0.01, \eta_p^2 = 0.21$), with a greater response to the Different and L/A conditions compared with the Same condition in both ROIs (main effect contrasts, all $P < 0.05$, all Cohen’s $d > 0.65$). There was no significant difference between the Different and L/A conditions in either ROI (main effect contrasts, both $P > 0.45$, both Cohen’s $d < 0.25$). These results demonstrate the expected fMRI adaptation effect (i.e., Different > Same) as well as a sensitivity to combined changes to relative length and angle in pictures of objects (i.e., L/A > Same) in both LO and pFs, consistent with a wealth of evidence that object recognition depends in part on integrated representations of length and angle. A 2 (ROI: LO, pFs) × 3 (Condition: Different, L/A, Same) repeated-measures ANOVA revealed no significant ROI × Condition interaction ($F_{2,38} = 1.04, P = 0.37, \eta_p^2 = 0.05$), thus confirming that the LO and pFs represent the combined changes to length and angle relations in objects in a similar way.

Next, we asked if the responses to L/A changes in the LO and pFs are specific to pictures of objects, or if these ROIs respond to L/A changes in pictures of scenes as well.
Interestingly, a 3-level (Condition: Different, L/A, Same) repeated-measures ANOVA revealed a significant main effect of Condition in both ROIs (LO: $F_{2,46} = 5.82, P < 0.01, \eta^2 = 0.20$, pFs: $F_{2,38} = 3.17, P = 0.05, \eta^2 = 0.14$), with a greater response to the Different and L/A conditions compared with the Same condition in both ROIs (main effect contrasts, all $P < 0.05$, all Cohen’s $d > 0.70$) (Fig. 5B). There was no significant difference between the Different and L/A conditions in either ROI (main effect contrasts, both $P > 0.45$, both Cohen’s $d < 0.30$). These results demonstrate the expected fMRI adaptation effect (i.e., Different > Same) as well as a sensitivity to combined changes to relative length and angle in pictures of objects (i.e., L/A > Same) in LO and pFs. A 2 (ROI: LO, pFs) × 3 (Condition: Different, L/A, Same) repeated-measures ANOVA revealed no significant ROI × Condition interaction ($F_{2,38} = 1.91, P = 0.18, \eta^2 = 0.09$). LO and pFs therefore appear to be sensitive to changes in relative length and angle in pictures of objects and scenes, as well as in pictures of objects.

The above analysis suggests that these object-selective regions respond similarly to objects and scenes, a 2 (ROI: LO, pFs) × 2 (Picture Type: Object, Scene) × 3 (Condition: Different, L/A, Same) repeated-measures ANOVA revealed a significant main effect of condition in both ROIs ($F_{1,19} = 18.19, P < 0.001, \eta^2 = 0.49$), demonstrating that the object condition elicits a significantly greater response compared with the scene condition in LO and pFs, consistent with object-selectivity in both ROIs. Further, we found no significant Picture Type × Condition interaction ($F_{2,38} = 0.50, P = 0.61$, all $\eta^2 = 0.03$), demonstrating that the object-selective ROIs represent changes to relative length and angle similarly regardless of whether those changes occur in the context of objects or scenes. Therefore, we collapsed across objects and scenes in each ROI for further analysis.

Since both the LO and pFs were sensitive to combined changes to relative length and angle in pictures of objects and scenes, our second analysis investigated how relative length and angle might contribute separately to the responses to changes in both properties across object-selective cortex, as observed in our first analysis. We found evidence that both types of information in combination underlie sensitivity to L/A changes in LO: A 5-level (Condition: L/A, Length, Angle, Same, Different) repeated-measures ANOVA revealed a significant main effect of Condition ($F_{4,92} = 7.54, P < 0.001, \eta^2 = 0.25$), with a greater response to both the L/A and Different conditions compared with the Same condition (main effect contrasts, both $P < 0.001$, Cohen’s $d > 1.33$), consistent with LO’s sensitivity to L/A changes, as reported in our first analysis. Next, the response to the Length condition was not significantly different from the Same condition (main effect contrast, $P = 0.24$, Cohen’s $d = 0.36$) but was significantly different from the L/A and Different conditions (main effect contrasts, both $P < 0.05$, Cohen’s $d = 0.62$), and not significantly different from the L/A condition (main effect contrast, $P = 0.21$, Cohen’s $d = 0.40$). Finally, there was no difference between the Length and Angle conditions (main effect contrast, $P = 0.19$, Cohen’s $d = 0.42$). Taken together, these results reveal that the responses to the Length and Angle conditions were somewhere in between the L/A and Same conditions, suggesting that combined representations of relative length and angle underlie LO’s sensitivity to shape in objects and scenes.

We also found evidence that both geometric properties in combination underlie sensitivity to L/A changes in the pFs. A 5-level (Condition: L/A, Length, Angle, Same, Different) repeated-measures ANOVA revealed a significant main effect of Condition ($F_{4,78} = 4.34, P < 0.01, \eta^2 = 0.19$), with a greater response to both the L/A and Different conditions compared with the Same condition (main effect contrasts, both $P < 0.01$, Cohen’s $d > 1.00$), consistent with the pFs’s sensitivity to L/A changes, as reported in our first analysis. Next, the response to the Length condition was marginally different from both the Same and Different conditions (Same: main effect contrast, $P = 0.07$, Cohen’s $d = 0.60$; Different: main effect contrast, $P = 0.08$, Cohen’s $d = 0.64$) and significantly different from the L/A condition (main effect contrast, $P < 0.05$, Cohen’s $d = 0.60$). The response to the Angle condition was significantly different from the Same condition (main effect contrast, $P < 0.05$, Cohen’s $d = 0.68$) but not significantly different from either the L/A or Different conditions (main effect contrasts, both $P > 0.23$, Cohen’s $d < 0.42$). Crucially, however, there was no difference between the Length and Angle conditions (main effect contrast, $P = 0.64$, Cohen’s $d = 0.14$). Taken together, these results reveal that the response to the Length and Angle conditions lie somewhere between the L/A and Same conditions, suggesting an combined response to relative length and angle in the pFs.

Given that neither length alone nor angle alone drives the sensitivity to the combined length and angle information in the
LO and pFS, we conducted a further analysis probing how these properties might combine to explain the response to shape changes in these regions (as conducted above with scene-selective cortex) (Fig. 6). Using paired samples t-tests, we first found that the Length–Same and Angle–Same conditions were not significantly different from each other in either region (LO: $t_{(20)} = 1.34, P = 0.19$, Cohen’s $d = 0.31$; pFs: $t_{(20)} = 0.48, P = 0.64$, Cohen’s $d = 0.09$). We also found that the sum of the activation to the Length–Same plus Angle–Same condition was not significantly different from the L/A–Same condition in either LO or pFs (LO: $t_{(20)} = 0.21, P = 0.84$, Cohen’s $d = 0.04$, pFs: $t_{(19)} = 0.79, P = 0.44$, Cohen’s $d = 0.14$). These findings suggest that equal and additive effects of relative length and angle may underlie sensitivity to the combined changes to both properties in the LO and pFS.

**Discussion**

The current study asked whether and how scene-selective cortical regions, especially the PPA, represent shape information about the spatial layout of scenes, specifically relative length and angle. The results demonstrate differential sensitivity to relative length and angle across 3 scene-selective regions. Using an fMRI adaptation paradigm, we found that 2 scene-selective regions, the PPA and the OPA, were sensitive to combined changes to relative length and angle in the layout of scenes, while the RSC, another scene-selective region, was tolerant to such changes. These results are specific to pictures of scenes, not to pictures of objects, and cannot be explained by a feed-forward effect from earlier visual areas. Thus, these findings demonstrate that the geometric properties typically associated with object recognition and categorization are also used during some aspects of scene processing. Moreover, these findings, coupled with the findings that the OPA and the RSC represent the sense and egocentric distance relations used for navigation while the PPA does not (Dilks et al. 2011; Persichetti and Dilks 2016), suggest that the 3 scene-selective ROIs each respond to different geometric properties of scenes. Specifically, the PPA represents relations of length and angle, the RSC represents relations of sense and egocentric distance, and the OPA represents all of this information.

Our finding that the PPA is sensitive to relative length and angle changes in scenes dovetails with previous findings that the PPA represents the shape of a scene in terms of the openness or the continuity of its spatial layout (Epstein and Kanwisher 1998; Kravitz et al. 2011; Park et al. 2011; Kamps et al. 2016a). The present findings, however, extend this work by specifying that the shape sensitivity in the PPA can be explained by a response to basic length and angle relations among the extended surfaces in scenes. The suggested additive effect of relative length and angle changes to scenes, moreover, indicates that the sensitivity to combined changes to relative length and angle in the PPA depends on both properties roughly equally, perhaps by a change in the aspect ratio of a scene, as relative length and angle changes both give rise to such a shape change in planar geometry (Euclid 300 B.C.E./1990). Finally, our results also lend support to the conjecture made by Walther and Shen (2014), based on behavioral data, that the PPA may represent contour junctions and contour lengths in a scene, which are both used for scene categorization. Thus, the main role of the PPA in scene processing may not be for navigation through a scene, but rather for scene categorization (e.g., recognizing a place as a kitchen or beach), consistent with the classic evidence that shape analysis is central to object recognition and categorization (Landau et al. 1992, 1998; Dehaene et al. 2006; Izard and Spelke 2009).

We also found that the OPA is sensitive to relative length and angle in pictures of scenes. Here too the effect of each geometric property appeared to be equal and additive. Nevertheless, we believe that detection of relative length and angle in the OPA may subserve a different role than that of the PPA in scene processing. Given that the PPA is not sensitive to either sense or egocentric distance (Dilks et al. 2011; Persichetti and Dilks 2016), both of which are crucial for navigation (e.g., see Cheng and Newcombe 2005 and Spelke and Lee 2012 for reviews), while the OPA is sensitive to such information (Dilks et al. 2011; Persichetti and Dilks 2016), we propose that the OPA may represent egocentric spatial information about local scene elements, such as the distance and direction of boundaries and obstacles relative to the viewer (Julian et al. 2016), as well as the size and shape (e.g., relative lengths and angles) of boundaries and obstacles in the service of active, visually guided navigation through the local environment (Kamps et al. 2016a; Kamps et al. 2016b; Bonner and Epstein, 2017). During such visually guided navigation, navigators must represent and update their location relative to the boundaries and obstacles in the immediate surroundings, ostensibly requiring sensitivity to all of the types of geometric information shown to be represented in the OPA, including sense, egocentric distance, relative length, and angle.

The RSC was the only scene-selective region found to be tolerant to relative length and angle changes in scenes. While the RSC is sensitive to the intact versus fragmented 3D structure of a scene (Kamps et al. 2016a) and to the presence of rectilinear rather than curvilinear figures (Nasr and Tootell 2012), responses to the basic shape properties of a scene may not be directly relevant to the putative function of the RSC. Specifically, several studies have shown that the RSC integrates representations of the local environment with representations of the broader environment, encodes the locations of stable landmarks in the environment (Auger et al. 2012, 2015; Troiani et al. 2012), and tracks the location and heading direction of a navigator (Epstein et al. 2007; Baumann and Mattingley 2010; Vass and Epstein 2013; Marchette et al. 2014). In doing so, the RSC may underlie memory-guided navigation, situating the immediate surroundings in a broader context and tracking the navigator’s position relative to the stable, enduring environment. Such a function need not directly represent the basic shape properties of the local spatial layout that were tested here.

Finally, we examined whether and how object-selective regions of cortex represent shape in the context of both objects.
and scenes. We found that both the LO and pFs are sensitive to relative length and angle not only in the context of objects, but also in the context of scenes, suggesting that the lateral occipital complex may support a secondary pathway for scene processing, as has been proposed in prior work (MacEvoy and Epstein 2011; Epstein 2014). We also found that both the LO and pFs may represent relative length and angle in an additive fashion.

In conclusion, we have shown that the PPA is sensitive to the geometric properties classically associated with object recognition and categorization, but only in the context of scenes. Moreover, we have shown that the OPA is also sensitive to such changes, while the RSC is tolerant to such changes. These findings, coupled with the fact that the PPA is not sensitive to the geometric properties that guide navigation (i.e., sense and egocentric distance), while the OPA is sensitive to those properties, suggest that PPA may be involved in scene categorization and the OPA may be involved in visually guided navigation.
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