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Abstract 

 

Researchers commonly interpret effect sizes by applying benchmarks proposed by Cohen over a 

half century ago.  However, effects that are small by Cohen’s standards are often large in the 

context of field-based education interventions.  This focus on magnitude also obscures important 

differences in study features, program costs, and scalability.  In this paper, I propose a new 

framework for interpreting effect sizes of education interventions, which consists of five broadly 

applicable guidelines and a detailed schema for interpreting effects from causal studies with 

standardized achievement outcomes.  The schema introduces new effect-size and cost 

benchmarks, while also considering program scalability.  Together, the framework provides 

scholars and research consumers with an empirically-based, practical approach for interpreting 

the policy importance of effect sizes from education interventions. 
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The ability to make empirical analyses accessible and meaningful for broad audiences is 

a critical skill in academia.  However, this can be a substantial challenge when outcomes are 

measured in unintuitive units such as scale score points.  Even when outcomes are measured in 

more familiar units such as GPA or days absent, it remains difficult to compare the relative 

success of programs that are evaluated using different metrics. The typical approach for 

addressing these challenges is to convert unintuitive and disparate measures onto the same scale 

using a simple statistic: the standardized effect size.   

While a common metric helps, it does not resolve the problem that scholars and research 

consumers face in evaluating the importance of research findings.  For example, Cook et al. 

(2015) find that integrating intensive individualized tutoring into the school day raised student 

achievement in math by 0.23 standard deviations (SD), while Frisvold (2015) finds that offering 

universal free school breakfasts increased achievement in math by 0.09 SD.  Are the magnitudes 

of these impacts substantively meaningful?  Should we conclude that individualized tutoring is a 

better intervention than universal free breakfast?  Answering these questions requires realistic 

benchmarks and close attention to the study designs, costs, and potential scalability.  

In this paper, I develop a new framework for interpreting effect sizes of education 

interventions that attempts to strike a balance between attention to the contextual features of 

individual studies and practical considerations for interpreting findings quickly and with limited 

information.  The framework consists of two parts: 1) a set of five broad guidelines with simple 

questions and corresponding interpretations for contextualizing effect sizes, and 2) a detailed 

schema specifically for interpreting effects from causal studies with standardized achievement 

outcomes.  The schema integrates new empirically-based benchmarks for effect sizes and costs 



3 
 

into a joint matrix for evaluating the importance of research findings.  Together, these guidelines 

and schema build on a range of insights from the effect-size literature that have often been 

considered in isolation.1  They also highlight the under-recognized importance of program 

scalability and political feasibility for interpreting the policy relevance of research findings.  

The default approach to evaluating the magnitude of effect sizes is to apply a set of 

benchmarks proposed by Jacob Cohen over a half century ago (0.2 Small, 0.5 Medium, 0.8 

Large) (Cohen, 1969).2  These standards are based on small social psychology lab experiments 

from the 1960s performed largely on undergraduates.  Cohen’s conventions continue to be taught 

and used widely across the social sciences today, although Cohen (1988) himself advised that his 

benchmarks were “recommended for use only when no better basis for estimating the [effect 

size] index is available” (p. 25).  We now have ample evidence to form a better basis. 

The persistent application of outdated and outsized standards for what constitutes 

meaningful effect sizes has had a range of negative consequences for scholarship, journalism, 

policy, and philanthropy.  Researchers design studies without sufficient statistical power to 

detect realistic effect sizes.  Journalists mischaracterize the magnitude and importance of 

research findings for the public.  Policymakers dismiss potentially effective programs or 

practices which have traditionally small, but actually meaningful effects.  Grant makers dismiss 

interventions that produce more incremental gains in favor of interventions targeting alluringly 

large, but unrealistic, improvements.  

                                                           
1 For example, prior studies have focused on interpreting effect sizes statistics (Rosenthal, Rosnow, & Rubin, 2000; 

Hedges, 2008), illustrating how research designs influence effect sizes (Cheung & Slavin, 2016; Simpson, 2017), 

using empirical benchmarks for interpreting effect sizes (Bloom et al., 2008; Lipsey et al., 2012), considering cost-

effectiveness (Duncan & Magnuson, 2007; Harris, 2009; Levin & Belfield, 2015), and interpreting effect sizes in the 

field of child development research (McCartney & Rosenthal, 2000). 
2 These benchmarks are specifically for effect sizes derived from standardized differences in means, which are the 

focus of this paper. 
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In recent years, the field has made progress towards recalibrating scholars’ expectations 

for effect sizes of education interventions.  The What Works Clearinghouse (WWC), a federal 

repository of “gold-standard” evidence on education programs, now characterizes effect sizes of 

0.25 SD or larger are “substantively important” (WWC, 2014 p.23).  Recent meta-analyses of 

education interventions suggest even this revised benchmark reflects inflated expectations for 

well-designed field experiments (Cheung & Slavin, 2016; Fryer, 2017).  Education interventions 

often fail or have quite small effects.  Less than one out of every six education programs that 

won scale-up grants from the federal Investing in Innovation Fund (i3) produced statistically 

significant positive impacts (n=67).  Moreover, interpreting the relevance of an effect size for 

policy and practice requires that we consider a program’s cost relative to its benefits as well as 

its potential to scale under ordinary circumstances.  

In what follows, I provide a brief summary of the evolution of education research, which 

serves to illuminate the origins of many common misinterpretations of effect sizes. Next, I 

introduce the guidelines and schema for interpreting effect sizes and conclude by discussing the 

implications of the proposed guidelines for policy and practice.   

 

Effect Sizes and the Evolution of Education Research 

Until the mid-20th century, researchers often evaluated the importance of findings from 

education research based on significance tests and their associated p-values.  Such statistics, 

however, are a function of sample size and say nothing about the magnitude or practical 

relevance of a finding.  As the importance of interpreting the magnitude of findings in education 

research became more widely recognized, scholars began reporting results as effect sizes, a 

standardized measure of differences in means.  In 1962, Jacob Cohen proposed a set of 
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conventions for interpreting the magnitude of effect sizes, which he later refined in 1969.  As 

Cohen (1969) emphasized in his seminal work on power analysis, researchers needed a 

framework for judging the magnitude of a relationship in order to design studies with sufficient 

statistical power.  His conventions provided the foundation for such a framework when little 

systematic information existed and remain the most common benchmarks for interpreting the 

standardized effect size statistic, or Cohen’s d, today.  

Early meta-analyses of education studies appeared to affirm the appropriateness of 

Cohen’s benchmarks for interpreting effect sizes in education research.  A review of over 300 

meta-analyses by Mark Lipsey and David Wilson (1993) found a mean effect size of precisely 

0.5 SD.  However, many of the research studies included in the meta-analyses used small 

samples, weak research designs, and proximal outcomes highly-aligned to the interventions – all 

of which result in systematically larger effects (Cheung & Slavin, 2016).  Even recent reviews, 

such as those by Hattie (2009), continue to incorporate these dated studies and suggest that large 

effect sizes are common in education research. 

The “2-sigma” studies conducted by Benjamin Bloom’s doctoral students at the 

University of Chicago provide a well-known example of education research from this period.  

Bloom’s students conducted several small-scale experiments in which 4th, 5th and 8th graders 

received instruction in probability or cartography for three to four weeks.  Students randomized 

to either a) mastery-based learning classes with frequent formative assessments and individual 

feedback, or b) one-on-one/small group tutoring also with assessments and feedback, 

outperformed students in traditional lecture classes by 1.0 and 2.0 SD, respectively (Bloom, 

1984).  The Bloom “2-sigma” studies and others like them helped to anchor education 
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researchers’ expectations for effect sizes, despite early objections (Slavin, 1987), and remain 

influential today.   

At the turn of the 21st century, a growing emphasis on causal inference across the social 

sciences began to reshape quantitative education research (Gueron & Rolston, 2013).  Scholars 

called for wider adoption of causal methods in education research (Angrist, 2004; Cook, 2001; 

Murnane & Nelson, 2007).  The newly established Institute of Education Sciences (IES) 

provided substantial federal funding for large-scale randomized field trials and the U.S. 

Department of Education increasingly required rigorous evaluations of grant-funded programs.   

Findings from this new generation of causal field-based studies were uniformly more modest in 

size.  For example, Mark Lipsey and his colleagues (2012) found an average effect size of only 

0.28 SD among a sample of 124 randomized trials.  This was half of the average effect size 

Lipsey had found in the meta-analysis he conducted with Wilson in 1993.  Quantitative research 

in education has evolved, yet we continue to interpret effect sizes using outdated and “somewhat 

arbitrary” benchmarks (p.146, Cohen, 1962) from tightly-controlled lab settings.  It is time we 

updated and expanded our approach. 

 

Five Guidelines for Interpreting Effect Sizes 

1) Results from correlational studies presented as effect sizes are not causal effects 

The term effect size can be misleading.  A logical way to interpret it is as “the size of an 

effect,” or how large the causal effect of X is on Y.  This interpretation is accurate when it 

applies to effect sizes which represent the standardized mean difference between treatment and 

control groups in randomized controlled trials (RCT).  Random assignment eliminates any 

systematic differences between groups so any subsequent differences can be attributed to the 
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intervention.3  However, education researchers also report descriptive differences in means, 

changes in group performance over time, and estimates from multiple regression models as effect 

sizes.   

Any relationship between two variables, such as height and achievement, can be 

converted into an effect size.  Correlation coefficients themselves are a type of effect size. These 

descriptive effect sizes provide useful information, but can be misleading when researchers do 

not make it clear whether their underlying relationship is correlational or causal.  Taller students 

have higher achievement because they are older, on average, not because of their stature.  

Interpreting spurious relationships as causal effects can misinform policymakers’ decisions.    

Knowing whether an effect size represents a causal or correlational relationship also 

matters for interpreting its magnitude.  The meta-analytic reviews by Lipsey and his colleagues 

(1993, 2012) illustrate how correlational relationships are, on average, larger than corresponding 

causal relationships.  It is incumbent on researchers reporting effect sizes to clarify which type of 

effect size their statistic describes, and it is important that research consumers do not assume 

effect sizes represent causal relationships. 

 

ASK:  Does the study estimate causal effects by comparing approximately equivalent 

treatment and control groups, such as a RCT or quasi-experimental study?  

 

INTERPRET: Effect sizes from studies based on correlations or conditional associations do not 

represent credible causal estimates. 

 

Expect effect sizes to be larger for descriptive and correlational studies than 

causal studies.   

 

2) The magnitude of effect sizes depends on what outcomes are evaluated and when these 

outcomes are measured 

 

                                                           
3 This assumes no major threats to the validity of the randomization process or substantially differential attrition.   
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Studies are more likely to find larger effects on outcomes that are easier to change, 

proximal to the intervention, and administered soon after the intervention is completed (Ruiz-

Primo, Shavelson, Hamilton, & Klein, 2002).  In the context of education, outcomes that reflect 

short-term decision making and effort, such as passing a class in a summer credit recovery 

program, are easier to influence than outcomes that are the culmination of years of decisions and 

effort, such as high-school graduation.  Similarly, outcomes that are more directly related to the 

intervention will also be easier to move.  For example, teacher coaching has much larger effects 

on teachers’ instructional practice (0.47 SD) than on students’ achievement (0.18 SD) (Kraft, 

Blazar, & Hogan, 2018) and social-emotional learning (SEL) programs have much larger effects 

on students’ self-reported or subjectively assessed SEL skills (0.57 SD) compared to their 

academic performance (0.27 SD) (Durlak et al., 2011).  

Even among measures of student achievement, effect sizes for researcher-designed and 

specialized topic tests aligned with the treatment are often two to four times larger than effects 

on broad standardized state tests (Lipsey et al., 2012; Cheung & Slavin, 2016).  These larger 

effects on researcher-designed, specialized assessments can be misleading when they reflect 

narrow, non-transferable knowledge.  The Bloom (1984) “2-sigma” effects on probability and 

cartography tests after a month of tutoring are 8 to 20 times larger than the effects on 

standardized math tests found in several recent studies of daily tutoring over an entire school 

year (Kraft, 2015; Cook et al., 2015; Fryer, in press).  

When an outcome is measured is also directly related to the magnitude of effect sizes.   

Outcomes assessed immediately after an intervention ends are likely to show larger effects than 

outcomes captured months or years later (Baily et al., 2017).  For example, a study of the effect 

of attending high-performing charter high schools in Boston using lottery admissions shows 
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larger effects on contemporaneous achievement outcomes, but relatively more moderate effects 

on college going outcomes (Angrist et al., 2016).  A helpful mental framework for assessing the 

proximity of an outcome to treatment is to think about the causal chain of events that must occur 

for an intervention to impact an outcome. The further down this causal chain, the smaller the 

effect sizes are likely to be. 

 

ASK:  Is the outcome the result of short-term decisions and effort or a cumulative set of 

decisions and sustained effort over time?   

 

INTERPRET: Expect outcomes affected by short-term decisions and effort to be larger than 

outcomes that are the result of cumulative decisions and sustained effort over 

time. 

 

ASK:   How closely aligned is the intervention with the outcome?   

 

INTERPRET: Expect outcomes more closely aligned with the intervention to have larger effect 

sizes.   

 

ASK:   How long after the intervention was the outcome assessed?  

 

INTERPRET: Expect outcomes measured immediately after the intervention to have larger 

effect sizes than outcomes measured later. 

  

 

3) Effect sizes are impacted by subjective decisions researchers make about the study 

design and analyses 

 

The study sample  

 

 One of the most common findings in social science research is treatment effect 

heterogeneity — variation in treatment effects across subgroups.  For example, growth mindset 

interventions are more effective for historically marginalized students (Paunesku et al., 2015).  

This heterogeneity makes it important to consider sample characteristics when evaluating the 

magnitude of an effect size.  A variety of factors can influence the composition of the study 

sample.  The intervention design itself may dictate which subjects can be included in the sample.  
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Universal interventions, such as providing universal free breakfasts, allow for population-level 

samples, while more targeted interventions, such as holding students back a grade, can only be 

studied among restricted samples (Greenberg & Abenavoli, 2017).  Targeted interventions 

generally produce larger effect sizes than universal ones for two reasons: 1) they narrow the 

population of study participants to those most likely to benefit, and 2) there is less variation in 

outcomes among the subset of eligible participants in targeted interventions relative to universal 

interventions (more on this point below). 

 The recruitment process can also affect the composition of the study sample, and thus, the 

resulting effect sizes.  Researchers often recruit a limited set of study participants given cost and 

capacity constraints.  Students, teachers, schools and districts are more likely to participate in a 

study when they think they will benefit, creating selection bias (Allcott, 2015).  Researchers 

themselves often recruit participants that they most expect to benefit when first testing the 

potential efficacy of an intervention.  From a policy perspective, it might make sense to target the 

group most likely to benefit from a program given limited resources.  However, we are interested 

typically in a program’s impact implemented at scale for all students under standard conditions.  

 

ASK:  Are study participants a broad sample or a sub-group most likely to benefit from 

the intervention? 

 

INTERPRET: Expect studies with more targeted samples to have larger effect sizes.   

 

 

Estimating the standard deviation of the outcome 

 

 Small details about how researchers decide to standardize an estimated difference in 

means can have large consequences for the magnitude of the corresponding effect size.  The 

sample researchers use to calculate the standard deviation of the outcome will affect the effect 

size. Three common approaches are to use: 1) the complete analytic (i.e., pooled) sample, 2) the 
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control group sample only, and 3) an estimate from a larger population.4  In most cases, the 

choice is a subjective decision.  For example, the effect of individualized tutoring in Cook et al. 

(2015) of 0.23 SD uses the control group sample.  They also report effects scaled by the national 

distribution of test scores, which reduces the estimated effect to 0.19 SD.  This is because the 

more homogenous group of students who were offered tutoring had less variable test 

performance (i.e., smaller SD) than students in an unrestricted national sample. When baseline 

measures of outcomes are not available, it is preferable to use the SD of the control-group 

outcome rather than the pooled sample because the intervention may have affected the variation 

in outcomes among the treatment group.5  

 

ASK:   What sample produced the standard deviation used to estimate effect sizes? 

 

INTERPRET:  Expect studies that use more homogeneous and less representative samples to 

have smaller variation in their outcomes and, thus, larger effect sizes.  

 

 

The treatment intensity difference between treatment and the control groups  

 

For RCTs, the treatment intensity — or the contrast between the experiences of the 

treatment and control groups — plays an important role in determining effect sizes.  For 

example, some evaluations of center-based early childhood education programs, such as the 

HighScope Perry Preschool Project, compare treatment students to control-group students who 

were almost exclusively cared for by guardians at home (Heckman et al., 2010).  With more 

recent studies, such as the nationally representative Head Start Impact Study, a sizable minority 

                                                           
4 This first approach is equivalent to Cohen’s d when the sample size for the treatment and control groups are the 

same and the second approach is known as Glass’s Δ. 
5 The variability, and thus the SD, of an outcome measure is also affected by its reliability.  Less reliable measures 

combine actual scores with more measurement error that further extends the range and variability of these measures. 

Any increase in the variability of an outcome measure, such as that caused by measurement error, will result in 

systematically smaller effect sizes.  
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of students in the control group were also enrolled in center-based care (Puma et al., 2010).  Here 

the difference in child-care experiences between the treatment and control groups was less 

pronounced because some children in the control group also received center-based care.  This 

weaker treatment intensity in the Head Start study is one of several important differences that 

may explain why Perry Preschool had substantially larger effects on high school graduation rates 

than Head Start. 

Some education interventions are constrained to have smaller contrasts than others, 

resulting in potentially systematic differences in effect sizes (Simpson, 2017).  Interventions that 

offer supplemental resources or services such as one-on-one tutoring can be evaluated against a 

control group that does not receive tutoring, providing a large contrast.  However, standard 

educational practices such as student behavior management programs cannot be evaluated 

relative to a control group where student behavior goes unaddressed.  The treatment-control 

contrast in this case is between two different approaches to managing student behavior, a new 

approach contrasted with the current approach or “business as usual.”  Interpreting effect sizes 

from RCTs requires a clear understanding about the nature of the control condition.  

 

ASK:  How similar or different was the experience of the group that did receive the 

intervention from the group that did not? 

 

INTERPRET:  Expect studies to have larger effect sizes when control groups do not have access 

to resources or supports similar to the intervention.  

 

 

The question the treatment effect answers  

 

 Researchers who conduct RCTs are often able to answer two important but different 

questions: What is the effect of offering the intervention, and what is the effect of receiving the 

intervention.  Assuming not everyone randomized to the treatment group participates in the 
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intervention, we would expect the effect of the offer of the intervention (i.e. intent to treat) to be 

smaller than the effect of actually receiving it (i.e. treatment on the treated).  Returning to the 

intensive tutoring study, the 0.23 SD effect on math achievement represents the effect of 

receiving tutoring. However, only 41 percent of all students who were randomly assigned to be 

offered tutoring took up this offer.6  Thus, the effect of offering tutoring in this context was a 

smaller 0.13 SD.  Understanding the degree to which implementation challenges cause eligible 

individuals not to participate in a program is critical for informing policy and practice. 

 

ASK:   Does the effect size represent the effect of offering the intervention or the effect of  

receiving the intervention? 

 

INTERPRET:  Expect studies that report the effect of offering an intervention to have smaller 

effect sizes than studies that report the effect of receiving an intervention.   

 

 

4) Costs matter for evaluating the policy relevance of effect sizes 

 

 As several authors have argued persuasively, effect sizes should be considered relative to 

their costs when assessing the importance of an effect (Duncan & Magnuson, 2007; Harris, 2009; 

Levin & Belfield, 2015).  Two things are particularly salient for policymakers examining 

education programs: the potential returns per dollar and total upfront costs.  Studies increasingly 

include a back-of-the envelope estimate of per-participant costs, which serves to contextualize 

the return of an education intervention.  Comprehensive cost-effectiveness analyses that account 

for both monetary and non-monetary costs, such as the opportunity costs of educators’ time, 

provide policymakers with valuable evidence for making difficult decisions with limited 

resources. 

                                                           
6 This lower take-up rate is due to some treatment students not taking up the offer of tutoring and others never 

receiving the offer because they did not return to the school they were enrolled in the previous year.  



14 
 

Several recent studies of programs designed to provide personalized information to 

parents and students illustrate the importance of considering costs.  Doss, Fahle, Loeb and York 

(2018) find that a text-messaging program designed to help parents of preschoolers support their 

children’s literacy development raised literacy achievement by 0.11 to 0.15 SD.  Rogers and 

Feller (2018) find that delivering personalized information to parents about their students’ 

absenteeism reduced total absences by 6 percent.  Page and Gehlbach (2017) found that sending 

rising college freshman personalized text messages about navigating the transition to college 

increased the likelihood these freshmen enrolled by 3.3 percentage points.  While the magnitude 

of all these findings are meaningful in their own right, they become that much more impressive 

considering they cost only $1 to $15 per student.  

 Upfront fixed costs are also a key and variable feature of education programs.  The 

financial implications of reforms that require large initial capital investments, such as 

modernizing school facilities, are very different from programs where costs can be amortized 

over longer periods and are flexible with scale, such as expanding school breakfast programs. 

Policymakers have to consider not only what works, but also how well it works relative to costs 

and what immediate financial investments are required.  

 Considering costs is a central and often overlooked element of interpreting effect sizes. 

Spending the marginal dollar on the most cost-effective program make sense.  At the same time, 

increased attention to cost effectiveness should not lead us to uniformly dismiss costlier 

programs or policies.  Many challenges in education such as closing long-standing achievement 

gaps will likely require a combination of cost-effective and costlier approaches.      

 

ASK:   How costly or cost effective is the intervention? 
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INTERPRET:  Effect sizes that require lower costs to implement are more impressive, even when 

they may be considered small.  

 

 

5) Scalability matters for evaluating the policy relevance of effect sizes 

 

 Similar to program costs, assessing the potential scalability of program effects is central 

to judging their importance for policy and practice.  One of the most consistent findings in the 

education literature is that effects decrease when smaller targeted programs are taken to scale 

(Slavin & Smith, 2009).  Two related but distinct challenges are behind this stylized fact: 1) 

program effects are often heterogeneous, and 2) programs are often difficult to replicate with 

fidelity at scale.  As discussed above, impressive effects from non-representative samples are 

unlikely to scale when programs are expanded to more representative populations.  Thus, the 

greater the external validity of an effect size, the greater its importance.  

Even for program effects with broad external validity, it is often difficult to replicate 

effects at scale due to implementation challenges.  In the highly decentralized U.S. education 

system, the success of most education interventions depends on the will and capacity of local 

educators to implement them (Honig, 2006).  For example, of the 67 i3-funded education 

interventions chosen because of their prior evidence of success and potential for implementation 

at scale, only 12 were scaled successfully (Boulay et al., 2018).  Efforts to reduce class sizes and 

introduce teacher coaching programs statewide have not resulted in the large gains documented 

in the research literature, likely because of program modifications caused by budget restrictions 

and hiring difficulties (Jepsen & Rivkin, 2009; Lockwood, McCombs & Marsh, 2010). 

The challenge posed by taking programs to scale is largely proportional to the degree of 

behavioral change required to implement a program.  More technical and top-down interventions 

that require limited implementation by personnel are often easier to scale.  Examples include 
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financial incentives for recruiting teachers in shortage areas and hard-to-staff schools, changing 

school starting times, and installing air conditioning in schools.  Interventions that require more 

coordinated and purposeful implementation among school personnel often face greater 

challenges.  Examples include adopting a new school-wide approach to behavioral supports for 

students, establishing professional learning communities among teachers, and implementing new 

curricula.  

Political feasibility also plays an important role in determining scalability.  For example, 

incentive schemes that leverage loss aversion — where teachers have to return bonuses they are 

paid in advance if students do not make achievement gains — have demonstrated impressive 

effects, but are unlikely to be implemented in practice (Fryer et al, 2012).  Interventions often 

stall when they face opposition from organized constituencies.  Efforts to use high-stakes teacher 

evaluation systems to remove low-performing teachers and pay large bonuses to highly-effective 

teachers have largely been undercut by strong political opposition (Kraft, 2018). 

More technical, top-down interventions are not uniformly better than those that require 

widespread behavioral change or create political headwinds.  At its core, school improvement is 

about strengthening leadership and instructional practices, both of which require behavioral 

change that can push educators outside of their comfort zones.  What matters is better 

understanding the behavioral, financial, and political challenges required to expand programs 

while maintaining their effectiveness.  

 

ASK:  How likely is it that the intervention could be replicated at scale under ordinary 

circumstances? 

 

INTERPRET:  Programs are unlikely to scale with fidelity and maintain their effectiveness if  

they are only effective with a narrow population, entail substantial behavioral 

changes, require a skill level greater than that possessed by typical educators, 

face considerable opposition among the public or practitioners, are prohibitively 
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costly, or depend on the charisma of a single person or a small corps of highly-

trained and dedicated individuals.  

 

 

Toward a New Schema for Interpreting Effect Sizes 

 

 There exists an inherent tension in providing guidance on interpreting effect sizes.  Broad 

guidelines, such as those above, can be applied widely and flexibly, but require considerable 

attention to detail and may result in subjective interpretations.  Fixed benchmarks are easy to 

apply and provide unambiguous answers, but fail to account for important contextual differences 

across studies or to consider program costs and scalability.  Like Cohen, I recognize the “risk 

inherent in offering conventional [benchmarks],” but agree there is “more to be gained than lost” 

(1998, p.25). When faced with complex information and competing demands on our time, we 

rely on heuristic shortcuts for interpreting effect sizes.  The persistent application of Cohen’s 

benchmarks, despite repeated critiques, suggests that little short of a simple alternative heuristic 

can dislodge these unrealistic expectations. 

The schema I propose provides new benchmarks for causal studies that assess program 

effects measured by student achievement on broad standardized tests, while also considering 

program costs and scalability.  The effect-size benchmarks are most appropriate for studies of 

upper elementary, middle, and high school students for whom annual learning gains are at least 

broadly comparable across grades.  Effect-size benchmarks for achievement among younger 

students should likely be adjusted upwards to reflect the substantially larger annual learning 

gains children make early in their development (Bloom et al, 2008).  

The motivation for a focus on causal studies with achievement outcomes is threefold. 

First, the focus serves to narrow contextual differences that make benchmarks impractical when 

considering a more diverse body of research.  Second, effects on standardized achievement tests 
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have become a common standard by which education interventions are judged.  These outcomes 

are collected annually for tens of millions of public school students and are strong predictors of a 

range of positive outcomes in adulthood (Chetty, Friedman, & Rockoff, 2014).  Third, we now 

have a large literature of causal research evaluating programs using achievement outcomes on 

which to base new benchmarks.   

A New Approach 

 

There is a growing consensus among researchers that effects that are small by Cohen’s 

standards are often large and meaningful in the context of education interventions.  Scholars 

have proposed that effect sizes of 0.20 or 0.25 SD should be considered “of policy interest” 

(Hedges & Hedberg, 2007, p.77), “substantively important” (WWC, 2014, p.23) or to have 

“educational significance” (Bloom et al., 2008, p.295).  Lipsey and his colleagues assert 

unequivocally that effect sizes of 0.25 SD in education research should be considered “large” 

(Lipsey et al., 2012, p.4).  More recent meta-analyses of field experiments in education 

demonstrate that it is particularly challenging to raise academic achievement.  Cheung and Slavin 

(2016) find average effect sizes on academic achievement of 0.16 SD among 197 RCTs, while 

Fryer (2017) finds average effect sizes of 0.05 SD in math and 0.07 SD in reading based on 105 

school-based RCTs.  

I propose the following effect-sizes benchmarks for causal studies evaluating effects on 

student achievement among upper elementary, middle and high school students: less than 0.05 is 

Small, 0.05 to less than 0.20 is Medium, and 0.20 or greater is Large.  To be clear, these are 

subjective but not arbitrary benchmarks.  They are easy heuristics to remember that reflect the 

findings of recent meta-analyses.  To illustrate this, I describe the distribution 481 effect sizes 

from 242 RCTs of education interventions with achievement outcomes in Table 1.  The proposed 
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benchmarks represent reasonably approximate middle cutpoints in the distribution (45th and 76th 

percentiles) and are in proportion with other established empirical reference points such as the 

size of annual student learning gains across grade levels and the magnitude of teacher and school 

effects.  

 

Table 1. Empirical Distributions of Effect Sizes and Costs from Education Interventions 

Percentile ES Per-Pupil Cost 

1st -0.28 $18 

10th -0.05 $77 

20th -0.01 $121 

30th 0.01 $210 

40th 0.04 $301 

50th 0.07 $882 

60th 0.11 $1,468 

70th 0.16 $3,150 

80th 0.24 $7,259 

90th 0.40 $15,530 

99th 0.90 $61,248 

N 481 (242 studies) 68 

Notes: ES = Effect Size.  

Source: Effect sizes are based on gains in test scores from Boulay et al. (2018) and Fryer (2017). 

Costs are calculated in 2016 dollars based on interventions from the Washington State Institute 

for Public Policy (2018), Harris (2009), Cook et al. (2015), Bowden et al. (2015), Jacob et al. 

(2016) Levin, Catlin, and Elson (2007), Levin et al. (2012), and Hollands et al. (2016). 

 

If calling an effect size of 0.20 SD large seems overly enthusiastic, consider this: studies 

show that raising student achievement by 0.20 SD results in a 2 percent increase in annual 

lifetime earnings on average (Chetty, Friedman, & Rockoff, 2014) and is equivalent to 

approximately one fourth of the Black-White achievement gap (Bloom et al., 2008).  Others 

might object to characterizing a 0.05 SD effect as moderate, but raising academic achievement is 

difficult.  Over 22% of the effect sizes in the distribution shown in Table 1 are 0 SD or smaller, 

with many more failing to obtain traditional levels of statistical significance.  By 5th grade, 

student achievement improves about 0.40 SD or less over the course of an academic year (Bloom 
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et al., 2008), and schools only account for a fraction of these achievement gains (Chingos, 

Whitehurst, & Gallaher, 2015).  As Prentice and Miller (1992) argued over 25 years ago, small 

effect sizes on broad outcomes that are difficult to move should be considered impressive, 

especially when they are the result of relatively minimal interventions.  

However, simply reclassifying the magnitude of effect sizes is not sufficient from a 

policy perspective because effect sizes do not reflect the cost of a program or how likely it is to 

scale with fidelity.  The schema shown in Table 2 combines effect-size benchmarks with a 

corresponding set of per-pupil cost benchmarks where less than $500 is Low, $500 to under 

$4,000 is Moderate, and $4,000 or greater is High.7  Similar to the effect-size benchmarks, these 

subjective conventions provide simple heuristics that are directly informed by an empirical 

distribution of the per-pupil costs of 68 education interventions as well as other empirical 

reference points such as the average per-pupil expenditures in U.S. public schools (~$12,000).  

They also represent similar, reasonably approximate middle cutpoints in the cost per-pupil 

distribution shown in Table 1 (43rd and the 74th percentiles). 

 

Table 2. A Schema for Interpreting Effect Sizes from Causal Studies with Achievement Outcomes 

 Cost-Effectiveness Ratio (ES/Cost)   Scalability 

    Cost Per Pupil     

    

Low                     

(< $500) 

Moderate          

($500 to 

<$4,000) 

High            

($4,000 or >)     

E
ff

ec
t 

S
iz

e 

Small        

(<.05) 

Small ES /  
Low Cost 

Small ES / 
Moderate Cost 

Small ES /  
High Cost  

Easy to Scale 

Medium          

(.05 to <.20) 

Medium ES /   
Low Cost 

Medium ES / 
Moderate Cost 

Medium ES / 
High Cost & 

Reasonable to 
Scale 

Large                

(.20 or >) 

Large ES /   
Low Cost 

Large ES / 
Moderate Cost 

Large ES /  
High Cost   

Hard to Scale 

Notes: ES = Effect Size 
                                                           
7 Per pupil costs can be converted into per-teacher or per-school costs by making a simple assumption about average 

class and school sizes.  

 



21 
 

 

The combination of the proposed effect-size and cost benchmarks results in a 3x3 matrix 

where each cell classifies an effect size as a simple cost-effectiveness ratio.  The matrix helps to 

clarify two key insights about interpreting effect sizes by illustrating how effect sizes and costs 

interact.  Large effect sizes are not uniformly more important than smaller effects, and low-cost 

interventions are not uniformly more favorable than costlier interventions.  One can see this in 

different combinations of effect sizes and costs that share the same color on a common 

downward slopping diagonal. 

 The third and final step is assessing whether an intervention is easy, reasonable, or hard 

to scale.  Here there are no clear benchmarks to apply.  Instead, this step requires the subjective 

judgement of the interpreter following the guidance I provide above.  Reasonable people will 

disagree about program scalability.  The larger point is to interject scalability into the process of 

interpreting effect sizes and to consider whether an intervention falls closer to the easy- or hard-

to-scale end of the spectrum.  Assessing scalability helps to provide a measure of the challenges 

associated with expanding a program so that these challenges can be fully considered and better 

addressed. 

An Example 

 Consider, for example, the effects of individualized tutorials (0.23 SD) and universal free 

breakfast (0.09 SD).  Cook et al. (2015) report that the annual cost of individualized tutorials is 

more than $2,500 per student.  Studies suggest a conservative estimate for the annual cost of 

universal free breakfast is $50 to $200 per student, depending on state and federal reimbursement 

rates (Schwartz & Rothbart, 2017).  Simply considering costs illustrates how the smaller effect 

size of universal free breakfast is, from a policy standpoint, equally if perhaps not more 

impressive than the large effect of individualized tutorials.  Universal free breakfast produces a 
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medium effect size at a very low cost compared to individualized tutoring with a large effect size 

at a moderate cost.  

 Incorporating scalability serves to further illustrate how smaller effect sizes can be more 

meaningful than larger ones.  Implementing individualized tutorials requires schools to 

reorganize their schedule to incorporate tutoring into the school day.  Schools would need to 

recruit, select, train and support a corps of tutors, while also adapting an existing tutorial 

curriculum or developing their own.  Much of the effect of tutoring depends on the quality of the 

tutors.  I would characterize these implementation challenges as non-trivial, but reasonable, 

given they don’t require major behavioral changes on the part of school staff.  In contrast, a 

universal free breakfast program requires little skill or training on the part of cafeteria workers 

and can be provided using the existing equipment in school cafeterias.  I would characterize 

universal free breakfast as easy to scale.  The greater likelihood of scaling universal free 

breakfast programs with fidelity compared to individualized tutoring makes it that much more of 

a policy-relevant effect.  

 

Conclusion 

Evidence from rigorous evaluations of education interventions is necessary for evidence-

based policy and practice, but it is not sufficient.  Scholars and research consumers need to be 

able to interpret this evidence and judge its importance.  This article provides broad guidelines 

and a more detailed schema to aid in the process of evaluating findings reported as effect sizes.  

Although the proposed schema is intended for causal studies with achievement outcomes, it 

provides a blueprint that could be adapted easily for other types of studies and outcomes.  

Together, this framework illustrates why effect sizes judged to be small by Cohen’s standards 
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deserve to be discussed, not dismissed.  Education interventions in the field often have small 

effects or no effect at all.  We need to update our expectations as well as look beyond impacts to 

consider program costs and scalability.  Effect sizes that are equal in magnitude are rarely equal 

in importance.   
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