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In the presence of heterogeneity of treatment effect (HTE), the average treatment effect from a randomized controlled trial (RCT) may not be applicable to different patients, such as those in observational settings. Our objective was to develop a novel approach that uses individual-level simulation to expand RCT results to target patient populations in the presence of HTE. For this purpose, we compared the results of the Randomized Evaluation of Long-Term Anticoagulation Therapy (RE-LY) trial, and two observational studies that compared benefits and risks of dabigatran to warfarin in patients with atrial fibrillation. We developed a simulation model that replicates the rates of ischemic stroke and major bleeding observed in RE-LY using published outcome risk models and participants' baseline characteristics. We used our validated simulation model to predict what the results of the RCT would have been had it been conducted in populations similar to those in the observational studies.

Study Highlights

WHAT IS THE CURRENT KNOWLEDGE ON THE TOPIC?
- The results of observational studies often differ from those of RCTs. One possible explanation is that in the presence of heterogeneity of treatment effect (HTE), the average treatment effect from a randomized clinical trial (RCT) may not be applicable to different patients, such as those in observational studies.
- Our objective was to quantify the differences between RCT and observational studies that can be explained by the differences in study populations.

WHAT THIS STUDY ADDS TO OUR KNOWLEDGE
- We proposed a novel approach that uses individual-level simulation to predict what the results of the RCT would have been had it been conducted in populations similar to those in the observational studies.

HOW THIS MIGHT CHANGE CLINICAL PHARMACOLOGY OR TRANSLATIONAL SCIENCE
- Application of this method can facilitate interpretation of between-study variations in results and can support deriving better informed inferences about true underlying treatment effect.

Randomized controlled clinical trials (RCTs) are usually considered the gold standard for assessing treatment efficacy. Random assignment of patients to different treatments can yield unbiased estimates of treatment effect for the population under study. Observational studies can complement RCTs by capturing rare adverse events and long-term outcomes that are critical for informing patient-centered treatment decisions, but are not usually available in RCTs. Observational studies can also provide outcome estimates of treatment effectiveness in broad patient populations in actual practice settings, rather than in narrow RCT populations in protocol-directed experimental settings.

The results of observational studies often differ from those of RCTs. Such discrepancies can arise from several sources, including confounding bias in the observational study, differences in outcome measurement, differences in follow-up, differences in adherence, and from differences in patient characteristics (Table 1) that modify the treatment effect, known as heterogeneity of treatment effect (HTE). In the absence of HTE, results of RCTs should, in expectation, generalize to other patient populations provided that doses, adherence, and durations of treatment are similar. However, in the presence of HTE the average treatment effect from the RCT may not be applicable to many patients who use the treatments in typical care settings.

We propose a novel approach to expand RCT results to broader patient populations in the presence of HTE. The approach uses an individual-level simulation and evidence about
HTE derived from the RCT to estimate effects applicable to the characteristics of external patient populations.

**RESULTS**

**Replication of RCT results**

The simulation model (Supplemental Figure S1) successfully replicated the overall results of RE-LY (Table 2). The simulation model predicted rates of stroke/SE of 1.13 and 1.74, ischemic stroke of 0.94 and 0.76, and major bleeding of 3.34 and 3.58 per 100 person-years for dabigatran and warfarin groups, respectively. These estimates closely matched the observed rates in RE-LY. The hazard ratios (HRs) and 95% credible intervals (CIs) obtained from the simulation model also matched the HRs from RE-LY (Table 2). Modeling error, defined as the difference between observed and predicted results of RE-LY, could have been caused by misspecification of simulation model structure or assumptions about input parameters, especially misclassification of risk strata based on CHADS2 subgroups.

**Counterfactual results of RE-LY in the Graham 2014 population**

We generated cohorts of equal size and with similar covariate distributions as those in the Graham 2014 study. The simulation model predicted rates of ischemic stroke of 1.13 and 1.45 (HR, 0.78; 95% CI, 0.61–1.02), rates of ICH of 0.37 and 0.83 (HR, 0.45; 95% CI, 0.26–0.69), and rates of major bleeding of 3.85 and 3.92 per 100 person-years (HR, 0.98; 95% CI, 0.83–1.15) in dabigatran and warfarin groups, respectively (Table 2). These results suggested that the slightly higher rates of ischemic stroke (1.13 and 1.39 in dabigatran and warfarin, respectively) and ICH (0.33 and 0.96 in dabigatran and warfarin, respectively) observed in Graham 2014 compared to RE-LY can be almost entirely explained by differences in patients’ baseline characteristics. Rates of stroke/SE were not reported in the Graham et al. study, but were predicted to be 1.37 and 2.04 in dabigatran and warfarin groups (HR, 0.67; 95% CI, 0.52–0.87), respectively, using our simulation model.

The model predicted higher rates of major bleeding in the Graham 2014 population (3.85 and 3.92 in dabigatran and warfarin, respectively) compared to the RE-LY population. Predicted rates were smaller than corresponding observed rates in Graham 2014 (4.27 and 4.39 in dabigatran and warfarin, respectively). This suggests that differences in rates of major bleeding between RE-LY and Graham et al. could be only partially attributed to differences in study populations. However, the predicted (HR, 0.98; 95% CI, 0.83–1.15) and observed (HR, 0.97; 95% CI, 0.88–1.07) HRs for major bleeding were similar.

We also examined discrepancies in the difference measure scale between the results of Graham 2014 and RE-LY by comparing risk differences in ischemic stroke, ICH, and major bleeding. We determined the contribution of HTE, modeling error, and...
unexplained discrepancies to explain these between study differences (Figure 1). For example, Figure 1a indicates how HTE, modeling error, and unexplained components add up to explain the discrepancy between the observed risk difference of ischemic stroke in Graham 2014 (RD, –0.26) and the observed risk difference in RE-LY (RD, −0.28). Note that the sum of HTE, modeling error, and unexplained component for a given outcome equals the discrepancy between the observed risk difference in RE-LY and the observed risk difference for that outcome in Graham 2014. Figure 1c also suggests that a substantial amount of discrepancy in major bleeding results between Graham 2014 and RE-LY can be explained by HTE. Figure S2 demonstrates discrepancies between predicted and observed estimates of risk difference in ischemic stroke and major bleeding in a benefit–risk plane. We also present the joint distribution of predicted risk differences in Figure S3.

**Counterfactual results of RE-LY in the Larsen 2013 population**

When we changed the baseline characteristics of the simulated cohort to match those in Larsen 2013 and repeated the simulation, predicted rates of ischemic stroke were 0.66 and 0.91 per 100 person-years for dabigatran and warfarin groups, respectively (HR, 0.72; 95% CI, 0.50–1.04) (Table 2). In contrast, observed rates of ischemic stroke were 3.5 and 3.0 (HR, 1.18; 95% CI, 0.85–1.64) in Larsen 2013. The predicted ICH rates were 0.66 and 0.91, respectively (HR, 0.72; 95% CI, 0.50–1.04) in a population with characteristics similar to those in Larsen 2013, whereas the observed rates were 0.1 and 0.7, respectively (HR, 0.08; 95% CI, 0.01–0.40).

The predicted rates of major bleeding were 2.51 and 3.06, respectively (HR, 0.82; 95% CI, 0.67–1.01) in a population similar to the Larsen 2013. These predicted rates were slightly larger but comparable to observed rates of 2.2 and 2.9 (HR, 0.77; 95% CI, 0.51–1.13). Figure 1a indicates how HTE, modeling error, and unexplained components add up to explain the discrepancy between the observed ischemic stroke risk difference in Larsen 2013 (RD, 0.5) and in RE-LY (RD, −0.28). Figure 1a suggests that the discrepancy between the observed risk difference for ischemic stroke in Larsen 2013 and RE-LY is mainly due to an unexplained component. Figure 1c suggests that a substantial portion of the discrepancy between the observed Larsen 2013 results and the RE-LY results is due to HTE.

**DISCUSSION**

Observational studies using databases of routinely collected health information can be useful for examining whether the benefits and risks of treatments found in RCTs apply also to populations of patients treated in routine care settings. Paradoxically, however, doubt about the validity of the observational studies often arises when they yield results that are discrepant with randomized investigations. These comparisons, however, often ignore between-study population differences and the impact that they can have on the results in the presence of HTE. We propose a simulation method to predict the counterfactual outcomes of a randomized trial had it been conducted in a target observational study population. We used the approach to estimate predicted outcomes of the RE-LY trial in populations similar to two observational studies and quantified how much of the differences in results could be

### Table 2  Observed vs. predicted rates and hazard ratios in RE-LY and two observational studies

<table>
<thead>
<tr>
<th>Observed results</th>
<th>RE-LY</th>
<th>Graham et al.</th>
<th>Larsen et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dabi150</td>
<td>Warfarin</td>
<td>HR (95% CrI)</td>
</tr>
<tr>
<td>Stroke/SE</td>
<td>1.11</td>
<td>1.69</td>
<td>0.66 (0.53–0.82)</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>0.92</td>
<td>1.20</td>
<td>0.76 (0.60–0.98)</td>
</tr>
<tr>
<td>ICH</td>
<td>0.3</td>
<td>0.74</td>
<td>0.4 (0.27–0.60)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predicted results</th>
<th>RE-LY</th>
<th>Graham et al.</th>
<th>Larsen et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dabi150</td>
<td>Warfarin</td>
<td>HR</td>
</tr>
<tr>
<td>Stroke/SE</td>
<td>1.13 (0.87–1.42)</td>
<td>1.74 (1.40–2.08)</td>
<td>0.65 (0.47–0.86)</td>
</tr>
<tr>
<td>Ischemic stroke</td>
<td>0.94 (0.72–1.17)</td>
<td>1.23 (0.99–1.48)</td>
<td>0.76 (0.55–1.00)</td>
</tr>
<tr>
<td>ICH</td>
<td>0.32 (0.18–0.48)</td>
<td>0.76 (0.55–0.97)</td>
<td>0.42 (0.22–0.62)</td>
</tr>
<tr>
<td>Major bleeding</td>
<td>3.34 (2.92–3.82)</td>
<td>3.50 (3.13–4.03)</td>
<td>0.93 (0.79–1.11)</td>
</tr>
</tbody>
</table>

CrI, credible interval.

*The numbers inside parentheses are Monte Carlo confidence intervals assuming 6,000 simulated patients in each treatment arm.*
explained by HTE as a result of different study populations vs. other differences between the studies, such as bias or differences in outcome definitions, adherence, or follow-up duration.

Our results suggest that differences in the rates of ischemic stroke, ICH, and major bleeding between the RE-LY trial and Graham 2014, were largely explained by differences in study populations. However, observed differences between rates of stroke and ICH outcomes in RE-LY and Larsen 2013 could not be explained by differences in study populations. In particular, the difference in rates of ischemic stroke between the RE-LY trial and Larsen 2013 became larger after accounting for differences in study populations. This suggested

Figure 1  Risk differences observed in RE-LY vs. those observed in Graham 2014 and Larsen 2013 and contribution of HTE and simulation modeling error to observed between study discrepancies. Note that in each panel the algebraic sum of modeling error, HTE, and unexplained components is equal to discrepancies of observed risk differences between RELY and Graham 2014 and Larsen 2013. Magnitude of modeling error, HTE, and unexplained components are based on the definitions provided in Table S4. More specifically, modeling error was defined as the difference between observed and predicted RCT outcomes; HTE was the difference between predicted outcomes of RCT and predicted outcomes of observational study; and unexplained component was defined as the difference between predicted and observed outcomes of observational study. (a) Ischemic stroke. (b) Intracranial hemorrhage (ICH). (c) Major bleeding. [Color figure can be viewed at cpt-journal.com]
that factors other than study population differences, such as confounding or misclassification of outcomes, likely explain the differences in rates of outcomes.  

We also examined discrepancies in treatment effect sizes between studies by comparing rate differences for ischemic stroke, ICH, and major bleeding. Our results suggest that discrepancies in ischemic stroke rate differences between Larsen 2013 and the RE-LY trial remained after adjusting for differences between study populations, indicating that the observed differences are likely due to factors other than HTE. However, discrepancies in rate differences for major bleeding could be largely explained by HTE due to differences in study populations.  

Although many factors can contribute to differences in between-study results, here we focused on differences resulting from HTE and variation in study populations. Study populations are rarely the same across different studies. In most situations, baseline covariates (e.g., age, history of stroke) are also risk factors for the outcomes that are being studied and, therefore, they can differentially influence outcome event rates across different patient populations. In the presence of HTE, baseline covariates can influence the treatment effect size measured in different patients. Therefore, differences in study populations can result in variation in estimated rates and treatment effect sizes across different studies. Our proposed method provides an approximate approach to estimate the magnitude of this impact on study results. Selection bias, information bias, and confounding remain challenging issues in observational studies in routinely collected databases. Although by using methods such as propensity scoring or stratification we can reduce measured confounding in observational studies, residual confounding due to unmeasured covariates may not be fully addressed by using these methods. Information bias, which is caused by misclassification of outcomes, exposures, or covariates, can also distort study results, especially in observational studies where adjudication of outcomes are not feasible. Sampling variation (chance), even if the samples were drawn from the same patient population, could also result in between study differences. However, the variation in the point estimates due to random sampling is expected to be captured in the reported confidence intervals.  

To our knowledge, this is the first study that used simulation to predict counterfactual outcomes of a randomized trial that are applicable to a different target population in the presence of heterogeneity of treatment effect. This simulation method can be applied in the context of any other treatment or health condition. Cole and Stuart’s proposed using inverse probability-of-selection weights as a method to generalize inferences from a randomized trial to a specified target population. Using this method they demonstrated that the effect of an HIV treatment from a randomized trial would be 12% smaller in the target population of US people infected with HIV in 2006. The method reweights the randomized trial results to provide standardized estimates of treatment effect in a target population. An important practical limitation of this method and of related standardization approaches (e.g., standardized mortality ratios), which use strata-specific estimates and combines them using a weighted average based on covariate distributions of a target population, is that it requires knowing the joint distribution of effect modifiers in the target population, which may not always be available or obtainable. In contrast, our proposed approach provides an alternative method that builds on outcome prediction models to project a wide range of outcomes and measures such as rates, relative risks, and risk differences in a target population. This is particularly useful when the goal is between study comparison of rates for multiple outcomes, treatment effect sizes, and decomposing sources of discrepant results. Basu et al. estimated counterfactual distribution of blood pressure in a certain population (e.g., blacks) if its risk factor profile (e.g., body mass index, sodium intake, and alcohol use) looked like a comparator population (blacks). Their approach was based on the Oaxaca-Blinder decomposition method that has been used to decompose sources of difference in outcomes in different populations using regression analysis. Our work is also closely related to the recent literature about transportability in epidemiology. Methods such as do-calculus developed in this area aim to assess external validity and applicability of experimental results in different target populations. In particular, methods such as do-calculus provide formal discussion about the necessary conditions under those transporting experimental results to a target population is valid.  

We presented our proposed approach by showing how an individual-level simulation and evidence about heterogeneity of treatment effect can be derived from a randomized trial to estimate effects applicable to the characteristics of “real-world” patient populations. This may be especially useful in the early phase after drug approval when physicians, decision makers, and payors speculate about the extent to which treatment effect is applicable to different target populations. Application of the proposed method can also be generalized to adjust between-study population differences when comparing two or more observational studies as long as an outcome prediction model is developed and validated in one of the studies.  

Several limitations of the proposed method as well as the particular case studies used should be mentioned. The accuracy of the model was limited by lack of availability of multivariable outcome prediction models. Specifically, in the absence of individual-level trial data, the model relied on the results of an analysis that reported only risk of outcomes based on three levels of patients’ CHADS2 scores. Having access to patient-level RCT data may have allowed us to develop and validate more accurate outcome prediction models. Reilley et al. conducted a follow-on analysis of RE-LY data to predict risk of ischemic stroke/SE and major bleeding based on a number of patient characteristics. Although their models were more complex, they were only reported for the dabigatran arm, precluding us from using it to estimate outcome rates among both dabigatran and warfarin users. However, we conducted an ad hoc analysis using the prediction models reported in Reilley et al. to evaluate our simulation model for dabigatran users (Table S1). As with our primary model, this alternative model also successfully replicated the dabigatran outcome rates in RE-LY. Also in line with the results of our primary analysis, these predicted rates suggested that discrepancies in the rates of ischemic stroke between RE-LY and Larsen et al. could not be explained based on differences in study
population, and are most likely indicative of bias in the observational study. Potential errors in measurement of covariates and outcomes using observational data is another limitation in implementing this approach. Unlike RCTs, covariates and outcomes in observational studies are captured using data that are not typically recorded for research purposes. For example, outcomes and covariates in Graham 2014 were derived from Medicare billing information, while Larsen 2013 used hospital records. Therefore, some of the unexplained differences, particularly between RE-LY and Larsen 2013, could be due to variation in measurement of covariates and outcomes. One possible solution to this problem can be achieved by linking RCTs with observational studies. This type of linkage would create “information overlap” that could be used for calibrating measurement using observational data sources.

Our approach is based on the assumption that the outcome prediction models developed based on RCT data can correctly and fully describe the relationships between covariates, treatment, and outcomes. If the prediction model is misspecified, such as by omitting effect modifiers or interactions among variables that led to HTE, the simulated outcomes in the target cohort may differ from those of the RCT. Developing outcome prediction models requires having access to either outcome prediction models or to patient-level RCT data to estimate such statistical models. Nascent initiatives encouraging open access to individual-level RCT data can facilitate developing more precise simulation models and, therefore, wider application of this method for understanding HTE between studies and populations. Dahabreh et al. provide a concise discussion about benefits of using multivariate outcome prediction models rather than conventional “one-variable-at-a-time” subgroup analyses. Studies conducted by Burke et al., Kent et al., and Reilly et al. demonstrate how multivariate outcomes prediction models based on individual level trial data can be used to capture heterogeneity of treatment effect. Multivariate outcome prediction models can be developed and validated using a wide range of techniques, including conventional regression models or machine-learning techniques such as causal forest models.

Overall, we demonstrated that, in the presence of heterogeneity of treatment effect, differences in patient populations can explain a substantial portion of observed differences in outcomes across studies. Our proposed method, which leverages individual-level RCT data and uses an individual-level simulation model, can adjust for differences between populations and provide counterfactual outcomes of an RCT in a target population. Application of this method can facilitate interpretation of between-study variations in results and can support deriving better-informed inferences about true underlying treatment effects.

METHODS
Selected case studies
We selected as a case study the Randomized Evaluation of Long-Term Anticoagulation Therapy (RE-LY) trial, a large RCT that compared the efficacy and safety of dabigatran and warfarin in patients with atrial fibrillation. We compared the RE-LY results with the results of two observational studies (Graham 2014 and Larsen 2013) that aimed at assessing the effectiveness and safety of dabigatran vs. warfarin for treatment of atrial fibrillation in routine care. We chose this case study because HTE was observed in the RE-LY trial, a model examining modifiers of the treatment effect was available, and because several observational studies have examined similar outcomes.

Table 1 summarizes the baseline characteristics of patients in three studies. The main observed results of RE-LY trial and those of Graham 2014 and Larsen 2013 are summarized in Table 2. The median duration of the follow-up period was 2 years in RE-LY; dabigatran-treated and warfarin-treated patients contributed 12,042 and 11,796 person-years to the study, respectively. In the Graham 2014 study, dabigatran-treated and warfarin-treated patients contributed 18,205 and 19,382 person-years, respectively. The median follow-up time in Larsen 2013 was 10.5 months and the study included 4,086 person-years of dabigatran-treated patients.

All incidence rates in Graham 2014 are higher than those from the RE-LY trial, although the hazard ratios (HRs) were similar and their 95% confidence intervals (CIs) largely overlapped. For example, rates of ischemic stroke in Graham 2014 were 1.13 and 1.39 per 100 person-years for patients on dabigatan and warfarin (HR, 0.80; 95% CI, 0.67–0.96), respectively, compared to 0.92 and 1.20 per 100 person-years (HR, 0.76; 95% CI, 0.60–0.98) in RE-LY.

In contrast, the estimated incidence rates and HRs from Larsen 2013 differed substantially from the corresponding rates and HRs from the RE-LY trial. For example, incidence rates of ischemic stroke were 3.5 and 3.0 per 100 person-years (HR, 1.18; 95% CI, 0.85–1.64) for patients treated with dabigatran and warfarin, respectively, compared to 0.92 and 1.20 per 100 person-years (HR, 0.76; 95% CI, 0.60–0.98) in RE-LY.

Simulation model
We first developed a discrete event simulation model that used published outcomes rates from the RE-LY trial as well as data on patients’ baseline characteristics from RE-LY to replicate the RCT results (Figure S1). Building the simulation model involved three main steps: 1) using a Monte Carlo simulation to generate hypothetical cohorts of patients with baseline covariate distributions that matched the marginal distribution of covariates in the RE-LY population; 2) designing a model structure based on prior knowledge about possible pathways and health states that patients may experience over time; and 3) defining the relationship between patient-level baseline covariates (e.g., patient characteristics, event histories, treatment assignment) and the outcome rates based on published outcome risk models.

For the main analysis, the relations between patient-level covariates and the outcomes of stroke/SE, ischemic stroke, ICH, and major bleeding were modeled using CHADS2-specific outcome rates reported by Oldgren et al. Oldgren et al. published follow-on analysis of RE-LY that estimated rates of stroke and thromboembolism, intracranial hemorrhage, and major bleeding based on trial participants’ CHADS2 scores. The CHADS2 score is a simple, validated measure of risk that assigns two points for a history of stroke or transient ischemic attack, and one point for having a history of congestive heart failure, hypertension, age 75 years or older, and diabetes. Using RE-LY trial data, Oldgren et al. demonstrated that risk of thromboembolic and bleeding events varies by patients’ CHADS2 score (Table S2). The results suggested increasing rates of thrombotic and bleeding events and corresponding HRs for higher categories of CHADS2 score. We used these results to predict risk of stroke and thromboembolism, intracranial bleeding, and major bleeding given patients’ characteristics in our simulation model. Possible health states and pathways in the model were defined based on prior clinical knowledge about possible outcomes of patients with atrial fibrillation treated using anticoagulants.

Comparison of predicted RCT results to observed RCT results
We simulated hypothetical cohorts of 6,000 warfarin patients and 6,000 dabigatran patients with the marginal covariate distributions and sample size similar to those of the patients in the RE-LY trial (Table S3). The simulation model estimated predicted outcomes of RCT patients O.
RCT conditional on their characteristics $C^R_{iRCT}$, assuming that the outcome prediction models and model structure accurately reflected the true relationship between covariates and outcomes: $O_{iRCT} = f(C^R_{iRCT})$, where $O_{iRCT}$ is the expected outcome of interest, $C^R_{iRCT}$ is a vector of covariates for patient $i$ in the RCT, and $f$ represents all model assumptions that defined the relationship between patient level covariates and outcomes.

To validate the discrete event simulation model, we compared the expected outcomes $O_{iRCT}$ with the observed RCT outcomes ($O_{obs}$). If the model structure, $f$, is specified correctly, the model will accurately replicate the overall RCT outcomes ($O_{RCT}$) for a cohort of patients similar to RCT participants. We defined modeling error as the difference between observed and predicted results of RCT (i.e., $O_{RCT} - O_{obs}$ for each particular outcome (Table S4)).

Comparison of predicted observational results to observed RCT results

Next, we simulated predicted outcomes for patients in the observational studies. We used the discrete event simulation model developed and validated among RCT patients to estimate expected outcomes in the observational study populations: $O_{pred} = f(C^O_{obs})$. This was done by changing the baseline characteristics of the simulated cohort to match marginal distribution of the patients’ characteristics in each of the observational studies. For each of those observational studies, we simulated hypothetical cohorts of 6,000 warfarin patients and 6,000 dabigatran patients. As such, the simulated outcomes $O_{pred}$ can be interpreted as the results of the RCT had it been conducted in a population similar to that in the observational study. HTE was defined to be equal to the difference between predicted result of RCT and predicted result of observational study ($O_{pred} - O_{pred}$). This component reflects variation in results that are likely caused by the differences in study populations.

Comparison of predicted observational results to observed observational results

We also defined the difference between predicted and observed results of observational studies ($O_{pred} - O_{obs}$) as unexplained discrepancies. Based on this definition, all discrepancies between observed results of RCT and observed results of observational studies that could not be explained by modeling error or HTE were defined as unexplained discrepancies. Therefore, unexplained discrepancies include factors such as confounding, misclassification of outcomes, differences in outcomes and risk factors measurement, differences in follow-up, and differences in adherence in RCT vs. electronic databases. Note that, based on this definition, modeling error, HTE, and unexplained components add up to be equal to differences between observed results of RCT an observational studies. These notations and concepts are summarized in Table S4.
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No patients were involved in this study. Defining the research question and the outcomes, study design, implementation, interpretation, and reporting of the results were done solely by study investigators.
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