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Early successes have buoyed enthusiasm for potential big-data applications in medicine.[1, 2, 3, 4] Algorithms, powered by predictive analytics, can leverage big data to compute prognoses on a minute-by-minute basis.[1, 5] However, designing and using computer programs specifically to provide clinicians with support for clinical decisions in real-time—in the context of scarce medical resources—has ethical implications, which are examined here. Given that computers are free from limitations of human judgment, I argue that, if they are designed specifically to ration care with respect to specified moral and social norms, big data algorithms can promote just allocation of scarce medical resources.

Rationing in Medicine
Rationing is the allocation of a good in the face of scarcity, meaning that some who want and could benefit from a good will not get it.[6] In other words, different parties have an interest in the same scarce resource because each of them will not be as well off without it, yet not everyone can or will receive the scarce resource. Here, I am concerned with the sense of “rationing” whereby goods are equitably distributed, though individuals are not guaranteed health care resources in excess of those allocated.[7] To ration, then, is to
determine the equitable distribution of limited benefits within a society, based on guiding principles and societal values. I will describe a system of rationing, which deprives people of medical care they are owed as *less just* or *less fair* than it could have been.

There are two distinct types of rationing: *macroallocation* and *microallocation*. Decisions within the former, affect statistical or hypothetical lives; those within the latter, affect identified lives. Examples of macroallocation include policies on vaccine distribution during an outbreak, rules of priority on transplant waiting lists, and decisions about apportioning funding for research between common and uncommon diseases.[8,9] In contrast, microallocation is more context dependent, relying on individual judgment to determine equitable distribution, for example, of beds in an intensive care unit or care during an emergency for existing patients.[10] The relevance of various ethical considerations depends on the type of allocation.[11] This paper will highlight problems posed by human judgment, particularly in the context of microallocation.

**Fair Allocation**

Just rationing requires a set of guiding principles and social values.[12] Depending on the circumstances, one system of resource allocation may be favored over another. Examples of rationing strategies include those that treat all people equally, favor the worst-off, maximize the total benefits, or promote social usefulness.[9] For example, allocation for liver transplant—determined by recipient MELD-Na (The Model for End-Stage Liver Disease-Sodium), a score of three-month mortality in patients with cirrhosis—prioritizes the sickest patients first. Allocation of organs for kidney transplant, in contrast, gives priority to people who have waited the longest. At times, rationing is designed using a mixed approach. Emergency departments (EDs), for example, allocate medical attention first to urgently ill patients, and then to everyone else on a first-come, first-served basis.[13] This approach achieves some specified balance of distributive justice and social desirability. An acutely ill patient with an urgent and serious disease is the worst-off without medical attention, and potentially stands to benefit greatly from prompt treatment. On the other hand, distributing a good to everyone else according to a queue is widely considered equitable.

While social and moral norms determine how to fairly distribute scarce resources in theory, explicit rules or criteria are required for application in the real world.[14] Consider the following illustrative scenario: Patient A presents to an ED with difficulty speaking and there is concern for acute stroke. Patient B presents with diminished consciousness following a motor vehicle accident and there is concern for intracranial hemorrhage (ICH). Both injuries are potentially serious, and both would demand immediate diagnosis and
management to mitigate permanent neurologic sequelae. But whom should the clinician evaluate first? Who would be worse off if not granted priority access to the CT scanner, and who stands to benefit more from being diagnosed first? Without a way to determine who meets the definition of “sickest,” the first recipient of medical attention will be chosen ad hoc, rather than by application of guiding principles and values.

Separate from the normative questions, any system for allocating scarce medical resources should also provide explicit protocols that detail how to distribute goods or services after the initial determination to allocate the goods or services is made. These operational rules or criteria for resource allocation can be adapted and improved to reflect an overarching aim.

The utility of algorithms in rationing is not contingent on the value of a single system of resource allocation, nor the efficacy of some set of rules or criteria; rather, algorithms are adaptable to promote many different ethical goals, depending on one’s overarching aim. Minor tweaks to a system of allocation can, in real time, also better realize an ideal system of rationing.

This argument is therefore agnostic about how to properly articulate the principle of justice in the context of rationing. There are different ways to determine who initially receives priority for resource allocation. While I do not presuppose that any particular system of allocation is the fairest, in what follows, there is an assumption that a system of rationing is more just than failing to ration in practice. In other words, a system of rationing, wherein a person ought to be allocated some resource but does not actually receive it, is less just than a system that provides everyone with the resources they are owed. Instead, I focus on human limitations in actual allocation of resources owed and the extent to which big data algorithms can better realize a fair system of rationing regardless of how justice is defined.

To Err is Human

Clinician judgments and behavior may limit fairness in microallocation. Consider again the example of prioritizing care in the ED for a suspected stroke versus a suspected ICH. In this situation, the guiding rule—most urgent case to the front of the line—is known, but the rule does not state how to apply it in practice. As long as physicians are charged with rationing care, determining who meets which criteria, for subsequent treatment, if any, will necessarily be a matter of individual judgement. Because the rules of allocation are
usually not comprehensive, they do not provide anticipatory guidance for every possible circumstance. Algorithms, however, could avoid several constraints in clinician judgment, thereby promoting just microallocation of resources.

The first limitation, in clinician reasoning, is prognostic uncertainty. Would it be different if Patient A had atherosclerotic risk factors instead of atrial fibrillation, or if Patient B had a history of drug use rather than no past medical history? In addition to ambiguity about current medical status, providers may disagree about the prognoses for each patient. A big data algorithm, however, would avoid these concerns. Computers, harnessing predictive analytics, have the potential to explicate prognosis using vast amounts of data.[5]

Prognosis can be updated in real time, as more information becomes statistically known. Moreover, while two competing physicians can oversell the severity of an illness in order to advocate for scarce resources on behalf of their patients, algorithms offer uniformity in clinical judgment. Thus, algorithms can better achieve the underlying goals for any given system of rationing.

A second impediment to fair resource allocation is that clinicians may not be psychologically equipped to make or carry out rationing decisions for a number of reasons. First, under the patient-doctor relationship, physicians are obligated to provide the best possible help to the patient, who, as a result of the physician’s rationing decision, might not receive the most or best possible care. This is a professional conflict, which currently all physicians must negotiate.[15] Unlike policy-level macroallocation decisions, a physician may psychologically feel much closer to patients affected by microallocation rationing and, hence, more responsible for their wellbeing.[12] The intuition described as the duty of easy rescue—the feeling that one should help another person when the burdens to oneself are low and the benefits for that individual are great—is widely shared among physicians.[6] In following the instinct to do good for a single patient, physicians inadvertently create an inequitable distribution of goods within a given population as a whole.

"Rather than subvert autonomy or consent, big data algorithms have the potential to engage the public regarding the extent to which scarcity in medicine exists, and how the system is still fair overall."

Computers, on the other hand, are not similarly constrained by conflicts of conscience and cognitive errors. Granted, an algorithm could be programmed to promote certain ways of applying values, such as the duty of easy rescue. However, it could prevent these
considerations from affecting resource distribution unless doing so would make rationing more just according to the selected rules or principles governing microallocation. Algorithms could thus apply programmed rules more consistently. Whether Patient A and Patient B are seen by a neurologist or an ED physician, for example, should have no bearing on how resources are allocated. Most conceptions of justice require that cases be treated the same when they share all morally-salient features.[8] Yet, in the real world, who sees the patient may determine microallocation. Avoiding these sorts of psychological susceptibilities by using algorithms could help remove inconsistencies in rationing resources, making the system more fair overall.

Thirdly, it is difficult for clinicians to communicate face-to-face that rationing has affected a patient’s care.[16, 17] It would be understandably challenging to inform a lower-priority patient that she would be better-off receiving available care, but she will not receive that care because of the clinician’s decision to provide it for another person. This barrier to honest communication with patients works against efforts to fully disclose information to patients about their care, and fails to show them due respect.

An algorithm, in contrast, has the advantage of making explicit the need for rationing in medicine, helping align the method of rationing with societal values. Patient-oriented software programs can inform individuals that rationing of specific forms of care will occur. If the patient or family protest about the ED triage decision, a computer could have a preprogrammed set of procedures for appeal. Although appeal is also possible when clinicians currently ration care, most people never find out when providers have rationed care in the first place.[18] A system of rationing, operating under private rules, prevents public discourse about the procedures and unfairly benefits insiders with power.[12] The use of algorithms, on the other hand, makes the rules and policies of rationing explicit, promoting not only their critical evaluation but also allowing society to examine and debate the proper set of values to inform the system of resource allocation. Rather than subvert autonomy or consent, big data algorithms have the potential to engage the public regarding the extent to which scarcity in medicine exists, and how the system is still fair overall.

**Caution and Skepticism**

Systems of allocation, which overcome problems inherent in human judgment, can promote a more just system of resource allocation. Although big data algorithms hold great promise, they should still be approached with caution and skepticism. Algorithms should not be relied upon to ration medical care until the technology has substantially matured,
however, since the argument in favor of using them makes a substantial empirical assumption about the capability of predictive analytic technology to improve fairness in resource allocation. Despite these technical hurdles, a clinical tool that can develop and apply an unbiased and precise system of rationing, agreed upon by all stakeholders, would make great strides in promoting a shared vision of fair allocation in the face of medical scarcity.
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