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Abstract

Whenever we make a choice, we must also decide how much time to spend making it. Many theories of decision making crucially assume that this deliberation perfectly balances the costs of time expenditure and the benefits of better decisions. However, might we “overthink” or “underthink” decisions? Here, I propose and implement a method to precisely determine whether people are optimally spending their time on deliberation, accounting for individual preferences. This test evaluates consistency of underlying preferences for time when incentives change, which is a necessary condition for optimality. This enables a more comprehensive analysis of rationality in a variety of contexts. I demonstrate how the test can reveal departures from optimality using two motion discrimination experiments in which I vary task difficulty and monetary incentives.
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When we decide whether to leap left or right to return a tennis serve, we expend time evaluating the options. The purpose of this deliberation is to reduce uncertainty as to which option is better, and thereby improve decision quality. Accordingly, choice often involves an inverse relationship between speed and accuracy; we can make judgments that are fast but error-prone, or slow but high quality. Theories based on utility maximization predict that people optimally balance the costs of spending time with the benefits of better decisions. I propose a new test of this prediction that more closely targets the theoretical core of optimality compared to past attempts, and I conduct two experiments to show how suboptimality can be accordingly investigated in deliberative time allocation.

A long-standing body of work in psychology involves measuring response time in order to improve inferences about cognitive processing and predictions about behavior (Donders, 1869/1969; Hick, 1952; Sternberg, 1966; Shepard and Metzler, 1971; Jensen, 2006), and research in economics has followed suit (Wilcox, 1993; Rubinstein, 2007; Chabris et al., 2009; Rand et al., 2012; Spiliopoulos and Ortmann, 2016; Clithero, 2016, 2018). To rigorously apply these insights, researchers have developed computational models that jointly incorporate stochastic choice and time expenditure (e.g., Ratcliff, 1978; Busemeyer and Townsend, 1993; Woodford, 2014; Fudenberg et al., in press; Webb, forthcoming). Most of these models are motivated by principles of optimality. They lay out mathematical descriptions of noisy information processing over time and posit decision rules that are optimal subject to this processing. Such models have been shown to capture important features of individual behavior relating to the joint distribution of time and accuracy as well as patterns of neural activity (Gold and Shadlen, 2007; Ratcliff and McKoon, 2008). Although these theories have enjoyed extensive study, their foundations in utility maximization and portability across environments have remained less well studied empirically.

Do people optimally balance the costs and benefits of time spent and reward attained? When conditions change, does behavior change commensurately? The answers to these questions are important because they inform us about how we can best generalize, predict,
and influence behavior across various contexts. If people are choosing optimally, we can predict their actions precisely using optimization models even when task demands move outside of their original confines. If, on the other hand, people are not choosing optimally, then alternative models must be sought to achieve better predictions, and there may be room for interventions to improve the efficiency of decision making. For instance, time limits could prevent people from spending excess time on chronic deliberation between similar courses of action where deliberating yields little return (Krajbich et al., 2014; Oud et al., 2016).

The answers are also challenging to determine because costs and benefits are subjective. How one feels about spending time towards some end varies from person to person. To fully explore individual decision making, we must allow for individual preferences. Lacking ways to overcome this challenge, past attempts to test optimal time allocation were based on alternative criteria that overlooked subjectivity or only coincided with utility maximization in special cases. Research on the portability of deliberative choice models has neglected this crucial element, resulting in tests that have not directly addressed the theory.

In this paper, I propose a flexible way to test expected utility maximization in stochastic time allocation. The approach consists of a hypothesis test for individual preference consistency across different environments: when the objective costs and benefits of deliberation change, time expenditure should change in such a way as to reflect consistent subjective preferences for time versus reward. This test can be applied in a variety of scenarios spanning perceptual and value-based decision making. In tandem, I conduct online experiments in the perceptual domain to illustrate how the test can be used to investigate optimality according to the drift diffusion model, one of the most popular theories combining stochastic choice and time allocation. The experiments include manipulations of task difficulty and of monetary incentives. I find that nearly half of the participants do not appear to respond optimally to changes in task difficulty, and the majority of participants do not appear to be sensitive to changes in monetary incentives.
1 Optimality and Sequential Sampling Models

A strain of stochastic choice models originating in the mid 20th century formally connect response time and choice by detailing the process of deliberation (Stone, 1960; Laming, 1968; Ratcliff, 1978). These models, known as sequential sampling or bounded accumulation models, describe decision making as one or more stochastic processes representing the evolution of confidence in one’s answer as noisy information is processed. Once confidence reaches a particular threshold level, the agent stops processing information and commits to a choice. The oldest and most famous model in this class, the drift diffusion model, assumes the confidence trajectory follows a Wiener process with drift. It has been found to closely match configurations of choice and response times in a variety of tasks ranging from perceptual discrimination (Ratcliff and Rouder, 2000; Ratcliff, 2002; Smith et al., 2004) to recognition memory (Ratcliff, 1978; Starns and Ratcliff, 2014), and more recently, value-based judgment (Krajbich et al., 2010; Milosavljevic et al., 2010; Krajbich and Rangel, 2011; Krajbich et al., 2012, 2015). Moreover, direct measurements of neural activity reveal the implementation of evidence accumulation processes that fit the model’s structure (Hanes and Schall, 1996; Shadlen and Newsome, 2001; Gold and Shadlen, 2002; Ratcliff et al., 2003; Smith and Ratcliff, 2004; Gluth et al., 2012; Green et al., 2012).

Part of the drift diffusion model’s original motivation was its formal analogy with efficient statistical algorithms. The model was built as the continuous-time limit of the sequential probability ratio test (Wald, 1947) and is often theoretically characterized as inheriting its optimal stopping properties. For instance, it attains the speed-accuracy frontier (Wald and Wolfowitz, 1948; Arrow et al., 1949), meaning that it achieves the highest accuracy for any given response time and the quickest response time for any given accuracy level (Bogacz et al., 2006). The decision threshold governs the exact tradeoff between speed and accuracy; when a higher standard of confidence is demanded, choices become more accurate but take more time. Theoretical derivations of the drift diffusion model as well as some of its extensions assume the threshold is selected to optimally manage the tradeoff between the cost of time
and the benefit of reward (e.g., Laming, 1968; Fudenberg et al., in press). This means the
threshold and induced behavior should vary across environments in a precise manner tied
to costs and benefits (Bogacz et al., 2006). Estimated thresholds and corresponding brain
activity do sometimes respond to information and incentives (e.g., Domenech and Dreher,
2010; Green et al., 2012; Gluth et al., 2013), but whether these responses are precisely
optimal remains to be seen.

To be more specific, in a forced choice between two alternatives, the key outcomes which
decision makers are thought to consider are time spent and performance attained. The
former is penalized due to objective or subjective costs of time, and the latter is rewarded
by association with some payoff. In the special but commonly encountered case that occurs
when the rewards from the correct and incorrect options are fixed, performance reduces to
accuracy, the probability of choosing the correct option. Two criteria for optimality have
been used in the neuroeconomic literature based on these central elements.

The first criterion is to minimize a weighted sum of error rate ($ER$) and decision time
($DT$) which is known as the Bayes risk (Wald and Wolfowitz, 1948):

$$
\min_{x \in X} BR(x; \theta) = rER(x; \theta) + \psi DT(x; \theta), \quad (1)
$$

where $x$ and $\theta$ are choice variables and fixed parameters, respectively, that determine the
outcomes, and $r$ is the reward for a correct answer. In the simple two-parameter drift
diffusion model that I focus on, for example, $x$ consists of the decision threshold and $\theta$
consists of the drift rate parameter (relative to noise) that summarizes the rate of information
processing. The optimal choice of $x$ depends not only on the reward $r$ for a correct answer
but also on the free preference parameter $\psi$ that determines how much importance is placed
on a unit of time relative to a unit of reward, and which may include a sizable subjective
component that is not directly observable.\(^1\) Thus $\psi$ is interpretable as the subjective flow

\(^1\)The reward amount $r$ should not be conflated with the preference parameter $\psi$. Reward $r$ is denominated
in dollars while the value $\psi$ of (a unit of) time is denominated in dollars per hour.
cost of time.\textsuperscript{2} The Bayes risk expression is a special case of expected utility when the reward depends only on whether the response is correct. More generally, the decision maker is assumed to solve

$$\max_{x \in X} \mathbb{E}[\text{reward}(x; \theta) - \text{cost} \times \text{time}(x; \theta)].$$

(2)

This is widely considered to be the most universally appropriate optimization criterion.

The second criterion is to maximize the ratio between accuracy and decision time, which is the reward rate (Gold and Shadlen, 2002):

$$\max_{x \in X} RR(x; \theta) = \frac{r(1 - ER(x; \theta))}{DT(x; \theta) + T_0 + D + ER(x; \theta) \times D_p},$$

(3)

where $T_0$ is the time required for sensory and motor processing, $D$ is the time interval between a correct response and the following stimulus, and $D_p$ is the additional time delay which penalizes an incorrect response on top of $D$. This expression is relatively more common in psychology and ecology due to its origins in reinforcement rate analysis, but remains little used outside of those fields. The optimal choice here does not require the specification of any free parameters.

If the environment is homogeneous in difficulty, then the sequential probability ratio test (and drift diffusion model) maximizes any reward criterion based on error rate and decision time that is monotonically nonincreasing in decision time (Bogacz et al., 2006). Thus the Bayes risk and reward rate optimal solutions happen to coincide in certain aspects (Moran, 2015). However, even in the homogeneous setting, predicted changes in behavior across different environments will vary depending on the structure of the model and which of its components are assumed to be invariant. Because reward rate maximization is nominally parameter-free, empirical tests of optimal choice have focused almost exclusively on this cri-

\textsuperscript{2}The value of time is theoretically its opportunity cost, thus I refer to the “value” and “cost” of time interchangeably.
terion (Simen et al., 2009; Bogacz et al., 2010; Starns and Ratcliff, 2010, 2012; Zacksenhouse et al., 2010; Balci et al., 2011; Karşlar et al., 2014; Drugowitsch et al., 2012, 2014, 2015). Optimality in the utility maximization sense has thus been empirically neglected despite its theoretical importance. Krajbich et al. (2014) and Oud et al. (2016) are among the few to have conducted more direct tests of utility maximization. They found that participants under time pressure spent longer on low-stakes compared to high-stakes trials, and earned more when given per-trial deadlines. This evidence of irrationality, while convincing, is based only on coarse benchmarks of optimality. Participants could spend more time when stakes are high and still be violating expected utility theory.

**Testing Optimality via Preference Consistency**

I seek to redress the imbalance by introducing a method to test expected utility maximization in stochastic decision settings. The test comprises a check for consistency of preferences across different conditions. The idea is that when changes occur in environmental parameters such as problem difficulty or external incentives, optimal behavior should change commensurately to reflect consistent underlying subjective preferences for a unit of time relative to a unit of reward. Although past work studying sequential sampling models has identified preferences with objective costs and benefits, this is an assumption maintained for convenience and not a core element of optimality. To attain a given reward, some individuals might be willing to spend quite a while even when others remain reluctant to part with their time. The presence of individual differences does not necessarily imply irrationality, any more than would the simultaneous existence of one person who intrinsically prefers apples to oranges and another person who has the opposite predilection.

The method proposed in the present paper finds its basis in economic tests of revealed preference (Samuelson, 1938; Houthakker, 1950; Afriat, 1967; Crawford and De Rock, 2014). If an analyst wishes to avoid making extraneous claims about the inherent quantitative sensibility of possible preferences (such as to what extent a decision maker values an apple
versus an orange, or a unit of time versus a unit of reward), the most foundational constraint that can be imposed is internal consistency. Thus the question asked is: do there exist consistent preferences that can account for the observed behavior? Alternatively stated, can the behavior be rationalized? It must be stressed that such consistency is not a tangential property of rational choice but its cornerstone, to the point that the two are virtually equated in economic analysis. For example, Binmore (2009) states that “the words rationality and consistency are treated almost as synonyms in much modern work,” and Gintis (2009) even declares that “a rational actor is an individual with consistent preferences.” The approach proposed here thus strikes directly at the heart of optimality.

To explain how the test works, suppose data is available from two sets of problems, one with uniformly low difficulty and one with uniformly high difficulty, similar to Experiment 1. A person’s ability is likely lower among the high difficulty problems. The optimal decision rule (captured in the drift diffusion model by the confidence threshold) in each condition will be based on their ability and their preference for speed versus accuracy. If we have reason to believe their underlying preference should not vary across these conditions (or at least that it changes in line with some specified relationship), then the estimated decision rule in conjunction with the estimated ability parameter in each condition should imply the same preference parameter across conditions. This forms the core of the test. While estimates of ability and decision rule will vary due to task difficulty, they should jointly indicate the same inferred preference if people are indeed optimally balancing the costs and benefits according to expected utility maximization.

Or suppose, as in Experiment 2, that we are interested in studying whether people can optimally adjust their deliberative behavior according to possible earnings. Although problems of varying rewards may lead to different decision rules, these differences should nonetheless be generated by a similar underlying (subjective) tradeoff. This consistency can be checked by estimating preference parameters across different sets of problems characterized by payoffs, and testing whether fundamental preferences are the same even when payoffs change. It
is important to not conflate these deeper preferences characterized by $\psi$ with the superficial behavioral “preference” for spending time on the task characterized by the decision rule $x$ (e.g., the decision threshold). Even though the choice of $x$ may change when the reward amount $r$ is altered, the newly selected $x$ should continue to reflect the same underlying preference for a given unit of time relative to a given unit of reward as encapsulated in $\psi$. To use an analogy, a rational agent may buy relatively more apples than oranges when the price of apples decreases relative to oranges, but this behavior does not mean that how much they intrinsically like apples versus oranges has changed; what has changed is merely how the same underlying preference translates into behavior because of the different constraints faced by the agent.

More formally, the analysis can be implemented by a general hypothesis testing approach that relies on a combination of highly flexible tools, and may thus be applied to a wide range of models. The key question embodied by the test is whether the preference parameter $\psi$ remains constant across environmental conditions. Model parameters—including the preference parameter—can be estimated using maximum likelihood estimation under different assumptions. To determine whether there is sufficient evidence of variation to reject consistency, the model fit assuming a single value of $\psi$ across conditions can be compared to the fit allowing $\psi$ to be free in each condition. The difference can be assessed with a likelihood ratio test between the restricted (single $\psi$) likelihood and the unrestricted (condition-dependent $\psi$) likelihood.

This approach is feasible as long as the model makes specific predictions about the joint distribution of choice and time expenditure, even if that distribution is analytically intractable (since it can be simulated). As long as preferences can be identified using some form of maximum likelihood estimation, consistency can be assessed using a likelihood ratio test where the restriction comes from the specified relation between preferences. In particular, if preferences are believed to be the same across multiple conditions, the restricted likelihood is based on equality between the preference parameters. Alternatively, weaker re-
strictions based on inequalities can be made if one only wants to assume ordinal relationships between conditions.

The approach has natural advantages and limitations. Because it is a consistency check, data is needed from multiple distinct but comparable conditions such that the analyst believes in some specific relationship between preferences across environments. Since preferences are allowed to be idiosyncratic, this imposes a meaningful constraint on when the test can be applied in practice. Moreover, model fitting may be computationally intensive due to the nonstandard transformations and restrictions involved. However, the test is flexible and can be applied in a general form with any model that makes precise predictions about decision time and performance. It can be implemented using numerical methods, which is useful because the class of sequential sampling models does not typically permit analytical characterizations of its key properties. For clarity, in this paper I will restrict my attention to the pure drift diffusion model due to its analytical tractability.

**Optimality in the Pure Drift Diffusion Model**

The drift diffusion model (DDM) formally describes the process of choice as the stochastic accumulation of net evidence hitting an absorbing boundary. In its basic form, the model consists of four elements: the difference in evidence between the two alternatives at a point in time \( x(t) \), the drift rate that captures the agent’s speed in integrating evidence \( A \), the noise in the accumulation process \( c \), and the threshold that stops the accumulation process \( \pm z \). Evidence for an option is integrated noisily in continuous time as represented by a Wiener process,

\[
dx = Adt + cdW,\]

\[\text{(4)}\]

There is often assumed to be a period of time after stimulus onset but before evidence accumulation, captured by a nondecision time parameter. This parameter does not affect the optimization problem if it remains fixed across conditions. Nondecision time will be included in the model fitting later on.
that begins at $x(0) = 0$ in an unbiased decision, and stops as soon as it hits the decision threshold $\pm z$, at which time a choice is made according to whether $+z$ or $-z$ was hit. This threshold governs the speed-accuracy tradeoff. If it is set high, then the standard of evidence required to make a decision is stringent, and the resulting decision will be slow but accurate. If it is set low, then only weak evidence is needed, and the decision will be fast but inaccurate. This confidence threshold is chosen depending on one’s preferences for time and accuracy; if optimal, it solves the Bayes risk minimization problem.

The properties of this model are well understood. Mathematically, its predicted outcomes arise as solutions to a first passage problem in stochastic processes—when does a Wiener process with drift first hit an absorbing boundary, and which boundary does it hit? Analytical characterizations of accuracy and time contingent on its parameters are available due to its tractability (Bogacz et al., 2006). The error rate is given as

$$ER = \frac{1}{1 + e^{2Az/c^2}},$$

(5)

and the mean decision time is given as

$$DT = \frac{z}{A} \tanh \left( \frac{Az}{c^2} \right).$$

(6)

The optimal decision threshold $z^*$ is thus

$$z^* = \arg \min_{z \in \mathbb{R}^+_+} BR(z; A, c, \psi) = \arg \min_{z \in \mathbb{R}^+_+} rER(z) + \psi DT(z),$$

(7)

and is the solution to

$$\frac{r}{\psi} \frac{2A^2}{c^2} - \frac{4Az^*}{c^2} e^{-(2Az^*/c^2)} - e^{2Az^*/c^2} = 0.$$  

(8)

---

The properties of the simple DDM depend only on the ratios $z/c$ and $A/c$, so as is typically done, $c$ will be fixed to 0.1 in what follows, and $z$ and $A$ will refer to the ratios when $c$ is not mentioned.
Figure 1: The optimal DDM threshold ($z^*$) for different drift rates ($A$) and preferences for time ($\psi$), according to the Bayes risk criterion. The optimal threshold is nonmonotonically related to drift rate, because the benefit of deliberating is low when the drift rate is low, and the need to deliberate is low when the drift rate is high. When time has low value, the decision maker is more willing to spend time deliberating, and has a raised threshold.

Although this does not produce a closed form solution, it is known to uniquely determine $z$ since the equation can be written as an equality between increasing and decreasing functions. The properties of the optimal threshold are, however, non-trivial; for instance, it depends nonmonotonically on the drift rate as illustrated in Figure 1. When the drift rate is low, noise dominates and the value of deliberation is low. At intermediate levels, enough information becomes available to make deliberation valuable. When the drift rate is high, even quick judgments contain plenty of information so there is no need to continue accumulating evidence, and the optimal threshold converges to zero. The preference parameter modulates the location and shape of the resulting curve. Figure 1 also illustrates how a given threshold-drift-rate pair uniquely identifies the preference parameter (for some given reward amount). Thus we see that the interpretation of parameters in terms of optimality is complex, underscoring the need for formal analysis.

The optimality test centers on checking for consistency of individual preference parame-
ters across environmental conditions (such as difficulty level). To do so, under the assumption of optimality the DDM can be equivalently recast in terms of $A$ and $\psi$ (instead of $z$) using Equation 8. These parameters can be estimated using maximum likelihood estimation either forcing $\psi$ to be the same across all conditions or allowing it to vary.\(^5\) These constitute the restricted and unrestricted models, respectively, that are entered into a likelihood ratio test with the null hypothesis $\psi_i = \psi_j$ for all conditions $i$ and $j$. Intuitively, this is checking that the subjective cost of time implied by behavior is the same across conditions.

### 2 Experimental Tests of Optimality

I conduct two online experiments that vary different task parameters to illustrate use of the test. First, the decisions we make often vary in their difficulty level. Some have obvious answers and can be made quickly while others are unclear and may become drawn-out. Do people optimally adjust their deliberative behavior according to the difficulty of decision problems? Experiment 1 varies task difficulty which alters the ability parameter $A$. Second, the possible rewards for answering correctly may be small or large. High-value trials rationally demand more time than low-value trials. Do people optimally adjust their deliberative behavior according to the value of decision problems? Experiment 2 varies the reward $r$ for a correct answer.\(^6\)

I study these questions in a common perceptual judgment paradigm, the random dot motion task (e.g., Newsome et al., 1989; Britten et al., 1992), in which behavior and brain activity have been shown to fit the structure of the drift diffusion model. In each trial of the random dot motion task, 100 white dots are displayed on a screen. A large fraction of them are “noise dots” moving in random directions, while the remaining few are “signal dots” moving in a consistent direction—either all to the left or all to the right. The agent must determine in which direction the signal dots are moving.

---

\(^5\)The ability parameter $A$ may be free across conditions in both cases, and indeed this must be permitted when conditions are characterized by changes in task difficulty.

\(^6\)As discussed earlier, this should not be confused with changing the preference parameter $\psi$ itself.
Experiment 1

Participants

Twenty-four participants (12 female, 2 unreported; age range 23–62) were recruited from Amazon Mechanical Turk. They were paid a $1 participation fee in addition to earnings for performance as described below. The experiment was approved by the Harvard Committee on the Use of Human Subjects and all participants gave informed consent before the start of the task.

Materials

Participants faced 200 trials of random dot kinematograms each with 100 white dots moving on a black background. Task difficulty was determined as usual by the number of dots moving in a consistent direction (i.e., the coherence). Trials were split evenly between two difficulty levels defined by coherences set at 10% or 20%. These were grouped into 20 blocks each comprising 10 trials of the same difficulty level, with blocks ordered randomly. This structure preserved a counterbalanced design while relieving participants of the need to constantly adjust their strategy across individual trials. The difficulty level was displayed in large bold font before each block for 2s (as “Easy” for 20% coherence and “Hard” for 10% coherence) and was continuously displayed during each trial in case participants missed or forgot the information. Feedback on the correct direction was presented immediately after each trial for 1s in order to facilitate optimal behavior. Inter-trial intervals were fixed at 500ms. Participants were paid a fixed amount of $0.03 for each correct answer and nothing for wrong answers, on top of the $1 participation fee. The direction of coherent motion was determined with equal probability randomly across blocks, and participants were informed of this. The task was programmed in jsPsych (De Leeuw, 2015) using a random

---

7These coherence values were selected so that most participants were willing and able to attain intermediate accuracy levels in both conditions, to avoid ceiling and floor effects which might complicate the analysis. This was determined by pilot testing with other participants from the same population.

8Since participants were informed of the difficulty level before trials began, this design does not violate the homogeneity required for the DDM’s constant threshold to be optimal.
Six practice trials at various coherence levels (2 at coherence 80%, 2 at 20%, and 2 at 10%) were shown before the regular trials to help explain the task. At the end of the experiment, participants completed a questionnaire in which they were asked about their task strategies and motivations.

Results

Models were fitted using quantile maximum probability estimation, with response time bins defined by the 10th, 30th, 50th, 70th, and 90th percentiles (Heathcote et al., 2002, 2004; Brown and Heathcote, 2003). Distributions of choices and response times were simulated using a random walk approximation with time step 50 ms and 100,000 replicates (Tuerlinckx et al., 2001), and optimization was carried out via differential evolution (Mullen et al., 2011). As depicted in the Appendix Figures A1–3, the estimated models provide a very good fit to the empirical response time distributions and accuracy data. In the following analyses, 4 individuals are excluded due to performance statistically indistinguishable from chance. Among the remaining individuals, trials that took longer than 20 s are excluded, comprising 0.2% of trials. Mean accuracy was 80.4% (range 64–92%) and mean response time was 2.48 s (range 0.95–5.43 s).

The optimality test was implemented for each individual in the sample. The histogram of resulting p-values is displayed in Figure 2. Optimality was rejected at the 5% significance level for 8 out of 20 people. Figures 3 and 4 display the parameters for each individual estimated according to the unrestricted model (i.e., both parameters allowed to be free in each condition). Each point represents the parameters of a single participant in the easy

---

9The kinematogram had an elliptical aperture of 400 × 600 pixels, and each dot had a radius of 3 pixels, a velocity of 1 pixel per frame, and a lifetime of 60 ms. Participants hit the “a” key to signify “left” and the “l” key to signify “right.”

10Due to the customization required, this procedure was computationally intensive, taking on the order of 1,000 core-hours to fit the models for 20 individuals. A time step of 10 ms was used for two individuals with especially short response times.

11It may be that participants gain consistency during the course of the experiment, particularly since they must learn the task parameters through experience. Attempting to assess this possibility, I conduct the test separately on the first and second halves of the experiment. Due to the reduction in power, optimality is rejected at the 5% level for 4 people in the first 100 trials and 2 people in the last 100 trials.
Figure 2: The distribution of $p$-values resulting from the optimality test in Experiment 1, in which task difficulty varied across conditions. Optimality was rejected at the 5% significance level for 8 out of 20 participants.

condition ($x$ dimension) and the hard condition ($y$ dimension). Points near the identity line in Figure 3 reflect preference parameters that are stable (i.e., consistent with optimality). Figure 4 reveals that drift rates are lower for nearly everyone when the task is hard, including those individuals who are not picked out by the test. Thus, the test does not appear to be merely detecting any kind of change in information processing due to task difficulty (though more extreme variation in task difficulty could help produce evidence of suboptimality). Rather, it is selectively pinpointing violations of preference consistency.

As mentioned earlier, the test requires the relationship between preference parameters across conditions to be specified. Consistency in the present case was taken to mean that the value of time should be identical across difficulty levels; that is, $\psi_{\text{Hard}} = \psi_{\text{Easy}}$. However, it may be plausible that time spent on hard problems feels subjectively worse than the same amount of time spent on easy problems. Superficially in line with this notion, every individual spent less time on hard trials (mean time 2.02s vs 2.94s). More directly, in response to a post-experiment questionnaire, 6 individuals indicated that they found
Figure 3: The estimated value of time ($\psi$) for each participant across the two conditions in Experiment 1. Optimal behavior is characterized by stability of the preference parameter when task difficulty changes, depicted as the identity line. The optimality test detects those who are statistically far enough away from this benchmark.
Figure 4: The estimated drift rate \((A)\) for each participant across the two conditions in Experiment 1. Drift rates decrease for everyone when difficulty is high.

easy blocks to be “more fun” (2 individuals said they found hard blocks more fun, while the remaining 12 felt no difference). In this case, a wider range of behavior would be rationalizable, as certain preference changes could still reflect an underlying consistency. While this aspect of subjectivity is worth further study, it does not explain the violations of optimality observed in the present experiment. If hard trials were subjectively worse than easy trials, this would raise the estimated cost of time in hard trials—but all individuals who were rejected by the test exhibit the opposite pattern.

I note furthermore that the test can be adapted to such alternative criteria while maintaining the same general approach, by relaxing the equality restriction. Rather than assuming \(\psi_{\text{Hard}} = \psi_{\text{Easy}}\), one could enforce an order-restricted hypothesis, \(\psi_{\text{Hard}} \geq \psi_{\text{Easy}}\). Theoretical results imply that the likelihood ratio test statistic is then usually distributed as \(\bar{\chi}^2\), which is a mixture of \(\chi^2\) distributions with varying degrees of freedom (e.g., Robertson,
1978; Robertson et al., 1988). In practice, the mixture weights for each component of the $\bar{\chi}^2$ distribution are difficult to calculate, but its critical value will be bounded by the $\chi^2$ critical value with equality-restricted degrees of freedom, which can be used as a conservative criterion.

Although participants might have been less willing to spend time on hard trials due to subjective effort costs, this cannot by itself account for observed behavior. Perhaps individuals placed a fixed personal premium on accuracy, which is psychologically plausible. Indeed, they were asked about their strategy on a post-experiment multiple choice question which allowed them to select one of “I focused more on getting the direction correct and taking my time,” “I tried to go as quickly as possible,” and “neither, I tried to balance these things.” The first of these seems consistent with an accuracy premium, and 10 participants chose this option (the remaining 10 chose the last option). However, the data also cannot be explained by this idea within the maintained framework. Such a premium would already factor into the estimated preference parameter equivalently across conditions, because the parameter summarizes the value of time expenditure relative to the value of a correct decision. The estimated parameters thus reveal some excess willingness to work on hard trials (or insufficient willingness to work on easy trials) beyond that induced by the value of a correct choice, intrinsic or extrinsic. If such subjective preferences did play a role, they must have entered into the mental calculation differently than prescribed by simple expected utility theory.

\footnote{Intuitively, the $\bar{\chi}^2$ distribution formalizes what can be thought of as a $\chi^2$ distribution with non-integer degrees of freedom. Consider that restricting two parameters to be equal to each other removes a single degree of freedom; it follows that restricting one parameter to be weakly greater than the other is less stringent and should in some sense remove only a fractional degree of freedom.}

\footnote{Notwithstanding the potential impact of alternative preferences, monetary rewards did seem to be a prime motivator here. On a post-experiment survey question asking how motivated participants were to win (performance-based) bonus money, 19 out of 20 said they were “very motivated” (the highest rating on the 5-point Likert scale) and the remaining individual was “somewhat motivated” (the second highest rating).}
Experiment 2

Participants

Twenty-four participants (who did not take part in Experiment 1; 6 female, 6 unreported; age range 19–57) were recruited through Amazon Mechanical Turk. They received a $1 show-up fee in addition to a bonus payment for performance as described below. The experiment was approved by the Harvard Committee on the Use of Human Subjects and all participants gave informed consent before the start of the task.

Materials

Participants engaged in 200 trials of the random dot motion task constructed from the same basic elements as in Experiment 1. However, here the coherence was maintained at a constant 10% (the “Hard” difficulty level in Experiment 1), which participants were informed of. In half of the trials (in the same block structure as Experiment 1) the payoff for each correct answer was $0.01, while in the other half the payoff was $0.05. In all trials, nothing was earned for incorrect answers. The potential reward was displayed in large bold gold-colored font before each block for 2s, was continuously displayed during each trial, and was shown as part of the feedback as well. As in Experiment 1, feedback was provided after each trial for 1s, inter-trial intervals were fixed at 500ms, and 6 practice trials were shown.

Results

Models were fitted in the same way as Experiment 1.\textsuperscript{14} As shown in the Appendix Figures A4–6, the model predictions fit the empirical response time distributions and accuracy data quite well. Four individuals were excluded from the following analyses due to performance at chance level or for having shorter response times in the high-payoff condition. Of the remaining 20 participants, 16 exhibited a statistically significant difference (increase) in

\textsuperscript{14}A time step of 10ms was used for all but two individuals (for whom a 50ms time step was used) who had relatively long response times in both conditions. Again, the procedure was computationally intensive, taking over 6,000 core-hours to fit the models for 20 individuals.
response times across conditions according to a nonparametric Mann-Whitney U test at the 5% level; thus, the payoff manipulation did seem to successfully influence behavior. Trials longer than 20s were excluded from analysis (comprising 0.2% of trials). Mean accuracy was 69.8% (range 60–79%) and mean response time was 2.20s (range 0.57–4.28s).

Assuming the value of the reward $r$ to be its objective monetary amount (either $0.01 or $0.05), optimality was rejected at the 5% significance level for 18 out of 20 individuals, displayed in Figure 5. When the reward $r$ changes by a factor of 5, time allocation should rationally change as well to a substantial degree; for instance, the individual with the most consistent preferences increased their mean response time from 1.05s to 4.56s. However, nearly everyone else underreacted to the altered payoffs; participants on average increased their response times from 1.66s to only 2.74s. If people are presumed to maximize utility (i.e.,
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Figure 5: The distribution of $p$-values resulting from the optimality test in Experiment 2, in which the payoff for a correct answer varied across conditions. Optimality was rejected at the 5% significance level for 18 out of 20 participants.

\[ \text{Trials longer than 20s were excluded from analysis (comprising 0.2% of trials). Mean accuracy was 69.8\% (range 60–79\%) and mean response time was 2.20s (range 0.57–4.28s).} \]

\[ \text{Assuming the value of the reward } r \text{ to be its objective monetary amount (either } \$0.01 \text{ or } \$0.05), \text{ optimality was rejected at the 5\% significance level for 18 out of 20 individuals, displayed in Figure 5. When the reward } r \text{ changes by a factor of 5, time allocation should rationally change as well to a substantial degree; for instance, the individual with the most consistent preferences increased their mean response time from 1.05s to 4.56s. However, nearly everyone else underreacted to the altered payoffs; participants on average increased their response times from 1.66s to only 2.74s. If people are presumed to maximize utility (i.e.,} \]

\[ \text{Several participants also explicitly reported in comments that they strategically spent more time on the 5 cent blocks.} \]

\[ \text{As before, attempting to see whether experience helps participants behave closer to optimal, I split the data into the first and second halves and conduct the test on each half. Optimality is rejected at the 5\% level for 13 participants in the first half and 15 participants in the second half. Experience thus does not appear to have much effect.} \]
Figure 6: The estimated value of time ($\psi$) for each participant across the two conditions in Experiment 2. Optimal behavior is characterized by stability of the preference parameter when payoffs change, as depicted by the identity line.
they are presumed to react perfectly to their subjective preferences), then “underreaction” (or “overreaction”) is accounted for by an artificial change in the subjective cost of time (because this is the free utility parameter). In this case, the inferred $\psi$ parameter is forced to contort itself to explain this insensitivity within the utility maximization framework, and this contortion is what the test is designed to detect. It is depicted in Figure 6 as instability in the estimated preference parameters across payoff regimes. Figure 7 reveals little obvious pattern in the drift rate parameter across conditions.

Stickiness here could conceivably reflect some kind of inflexible bias in decision making, in contrast to Experiment 1. For example, people might place intrinsic value on making the correct choice independent of any monetary payoff. Roughly consistent with this idea, on a post-experiment multiple choice question, 6 participants said that they “focused more on getting the direction correct and taking [their] time” (13 indicated that they “tried to balance [speed and accuracy],” and the remaining 1 said they “tried to go as quickly as possible”).

Figure 7: The estimated drift rate ($A$) for each participant across the two conditions in Experiment 2.
Although the above analysis assumes that benefits derive only from monetary rewards,\(^{17}\) it is important to recognize that this is largely for practical convenience and can be relaxed in some cases. The approach laid out in this paper is capable of accommodating alternative preference structures if the number of conditions is increased to compensate for the added degrees of freedom. Though beyond the present scope, understanding what type of intrinsic preferences help account for apparent deviations from optimality is an interesting topic for future study (e.g., Bhui, in press). While it is known that the speed-accuracy tradeoff can be influenced by instructions emphasizing speed or accuracy (e.g., Ratcliff and McKoon, 2008), more remains to be understood about subjective preferences in this context.

### 3 General Discussion

Time expenditure has proven to be a useful predictor of choice behavior, and sequential sampling models have become standard tools to analyze deliberative time allocation. Part of their appeal lies in the optimal properties they inherit from efficient statistical rules (Wald and Wolfowitz, 1948; Arrow et al., 1949; Bogacz et al., 2006). The extent to which observed deliberation can be grounded in optimization is an open question, but most attention to date has been focused on criteria that are not universally appropriate definitions of optimality. I lay out a method to test expected utility maximization in these settings that accommodates flexible characterizations of subjective individual preferences. This method combines versatile statistical tools to check for consistency of underlying preferences across different environmental conditions, in the spirit of economic tests of revealed preference. The prime virtue of the approach is its flexibility, though analysts must specify how preferences should manifest in varying environments, and the estimation procedure may be computationally intensive.

In conjunction, I run perceptual decision making experiments to empirically assess op-

\(^{17}\)This is not unreasonable here; in response to a post-experiment survey question, 13 out of 20 participants replied they were “very motivated” to win bonus money (the highest rating) and the other 7 were “somewhat motivated” (the second highest rating).
timal deliberation by varying problem difficulty and incentive scheme. In the data, the hypothesis of optimality is rejected for nearly half of participants when difficulty changes, and for nearly all participants when monetary stakes change. It must be recognized that such assessments are conditional on the specified model. If the test rejects the null hypothesis, then either the model (including the preference structure) is correctly specified and the agent is behaving inconsistently, or the model itself is misspecified. Notwithstanding this limitation, both response time and accuracy data were fit quite well by the standard drift diffusion model used. Moreover, the intent of this paper is not to provide a global indictment of optimality, but to propose a method that can help determine under what circumstances people might behave closer to or farther from optimal benchmarks.

One possible empirical caveat is that the experiments were conducted online with limited control over factors like display settings and ambient lighting. Nonetheless, research increasingly supports the reliability of web-based experiments in terms of presentation and response timing (Brand and Bradley, 2012; Reimers and Stewart, 2015; Chetverikov and Upravitelev, 2016; Hilbig, 2016). Response timing variability in the specific JavaScript library I use (jsPsych) has been found comparable to the commonly used Psychophysics Toolbox in MATLAB (de Leeuw and Motz, 2016). Classic response time tasks yield similar results whether experiments are run in lab or online (Crump et al., 2013; Simcox and Fiez, 2014; Slote and Strand, 2016), and I note that similar results in the present task were obtained in pilot experiments run using PsychToolbox in the lab (Caltech’s Social Science Experimental Laboratory). Here, noise in stimulus presentation should affect a person’s information processing ability like any other source of noise captured by the drift rate, while fixed timing offsets would be captured in nondecision time. Such variability should be unproblematic since comparisons are made on a within-subject basis. Furthermore, the relatively long response times observed in the experiments reduce the impact of small-scale variability caused by the medium. Importantly, as shown in the Appendix, the estimated model predictions provide an excellent fit to individual response time and accuracy data. Thus, the use of
these online experiments appears to be appropriate.

Although the experiments were restricted to two conditions for simplicity, the test can accommodate any number of these. In fact, raising the number of conditions would be beneficial by providing more opportunities to detect inconsistency. This would be especially interesting when varying task difficulty due to the non-monotonicity in the optimal decision threshold as a function of drift rate depicted in Figure 1. Task difficulty and incentives could even be varied simultaneously to produce particularly strong tests. I leave these as important steps for future work.

To the extent that past research can be compared to the current experiments, there seems to be agreement that suboptimality is not uncommon. Zacksenhouse et al. (2010) analyzed data from an experiment with homogeneous task difficulty, and claimed that approximately 70% of participants might be considered suboptimal. Krajbich et al. (2014) and Oud et al. (2016) conducted experiments with mixtures of high stakes and low stakes trials faced in a fixed amount of total time. More time should be spent when stakes are high, but participants at large violated this prediction. It must be kept in mind, though, that these studies are not perfectly comparable to mine since Zacksenhouse et al. (2010) focused on reward rate and Krajbich et al. (2014) and Oud et al. (2016) used a value-based task which implicitly has heterogeneous difficulty.

There are two other differences between my study and related experiments that are worth remarking upon. First, decisions in my task took longer than in most similar perceptual studies. Mean response times in dot motion paradigms are often on the order of half a second, and even the 90th percentile tends to be under 1s (e.g., Simen et al., 2009; Bogacz et al., 2010; Balci et al., 2011). My experiments had mean response times of around 2s and 90th percentiles of around 5s. What this entails for optimality in general is unclear. On longer timescales, control over timing does not need to be as precise to approximate

---

18 Similar relatively long response times were also observed in pilot experiments conducted in the lab (Caltech’s Social Science Experimental Laboratory) using Psychophysics Toolbox with participants experienced in a variety of tasks, indicating this is not an online artifact.
optimality. For example, noise on the order of 1 s is enormous if decisions take about 1 s but negligible if decisions take 20 s. However, other cognitive elements could contaminate the decision making process as time passes, inhibiting optimal behavior. These elements could also change the choice process itself, leading to different standards of optimality. Given that many meaningful economic decisions take place on longer timescales, it is imperative that we push the frontier of sequential sampling models along this dimension, and determine when they continue to work well and when they need to be modified. The current data indicates that the basic drift diffusion model fits behavior well even over somewhat longer time periods.

The second difference is that participants had limited experience in my task. In some studies participants engage in many thousands of dot motion trials over 10 or more cumulative hours (Simen et al., 2009; Balci et al., 2011). My participants completed 200 trials and spent between 15 and 40 minutes on the task. Nor did they have prior experience, as only 3 participants in Experiment 1 and 4 in Experiment 2 stated that they had done a very similar task before. It is possible that people could learn towards optimal behavior with training. Balci et al. (2011) find that subjects do indeed approach optimality (by their definition) after experience. In particular, they observe that an accuracy bias dominates early performance but appears to decline with practice. Studying the process by which this occurs, as with research on threshold-setting algorithms (Myung and Busemeyer, 1989; Simen et al., 2006; Bogacz et al., 2006), is a valuable endeavor.

Note finally that questions surrounding optimality are not restricted to humans. The ability to deliberate appropriately holds substantial evolutionary consequences for many species, such as for prey deciding how to dodge a predator. Versions of the random dot motion task have already been administered to rats and mice (Douglas et al., 2006), pigeons (Nguyen et al., 2004), and rhesus macaques (Kim and Shadlen, 1999), and the testing approach I propose can be applied in this task (using learned cues to signal the environmental context) and far beyond. Analyses of economic rationality in various settings have sometimes found
striking support across a variety of species (e.g., Kagel et al., 1995). The degree to which nonhuman animals adhere to optimality in deliberative time allocation may shed light on human behavior as well.

4 Conclusion

In this paper, I propose a method of testing whether patterns of stochastic choice and time expenditure are consistent with expected utility maximization, allowing for individual subjective preferences. This test determines whether the preference for time remains consistent when environmental conditions change, which is a core feature of economic rationality. I conduct motion discrimination experiments in which task difficulty and monetary incentives are varied, demonstrating how the test can be used in conjunction with the drift diffusion model, a popular model of deliberative time allocation. Utility maximization plays a central role in many theories of deliberation including the drift diffusion model, but has been neglected empirically in this context due to the challenge of accounting for subjective preferences. The test proposed here addresses this issue, enabling evaluation of behavior against this important benchmark across a wide range of paradigms.
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A Appendix

Figures A1–6 depict the fit of the drift diffusion model (estimated separately across experimental conditions) to the empirical response time distributions and accuracy for each subject in each condition.
Figure A1: Empirical (solid black line) and fitted (dashed red line) response time distributions for Subjects 1–10 in each condition of Experiment 1.
Figure A2: Empirical (solid black line) and fitted (dashed red line) response time distributions for Subjects 11–20 in each condition of Experiment 1.
Figure A3: Predicted versus actual accuracy for all subjects in each condition of Experiment 1.
Figure A4: Empirical (solid black line) and fitted (dashed red line) response time distributions for Subjects 1–10 in each condition of Experiment 2.
Figure A5: Empirical (solid black line) and fitted (dashed red line) response time distributions for Subjects 11–20 in each condition of Experiment 2.
Figure A6: Predicted versus actual accuracy for all subjects in each condition of Experiment 2.