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ABSTRACT

This article examines the role of corporate headquarters in allocating scarce resources to projects in an internal capital market. Unlike a bank, headquarters has control rights that enable it to engage in "winner-picking"—the practice of actively shifting funds from one project to another. By doing a good job in the winner-picking dimension, headquarters can create value even when it cannot help at all to relax overall firm-wide credit constraints. The model implies that internal capital markets may sometimes function more efficiently when headquarters oversees a small and focused set of projects.

This article analyzes the process by which internal capital markets channel limited resources to different uses inside a company. In so doing, it seeks to address two related sets of questions. First, what is the fundamental economic rationale for creating an internal capital market? That is, under what circumstances can it make sense to combine several technologically distinct projects under one roof, and have them seek funding from corporate headquarters, as opposed to setting them up as stand-alone companies that each raise external financing on their own? Second, given this rationale, what is the optimal size and scope of an internal capital market? Should headquarters be involved in funding a large number of projects, or just a few? And should these projects be unrelated to one another, or in similar lines of business?

The answers to both sets of questions flow from the insight that in a credit-constrained setting—where not all positive NPV projects can be financed—headquarters can create value by actively reallocating scarce funds across projects. For example, the cash flow generated by one division's activities may be taken and spent on investment in another division, where the returns are higher. Or alternatively, one division's assets may be used as collateral to raise financing that is then diverted to the other division. Simply put, individual projects must compete for the scarce funds, and headquarters' job is to pick the winners and losers in this competition.
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This insight is at the heart of Williamson's (1975) description of an internal capital market: "...cash flows in the M-form firm are not automatically returned to their sources, but instead are exposed to an internal competition..." In many respects, this assignment of cash flows to high yield uses is the most fundamental attribute of the M-form enterprise..." (pp. 147–148). Donaldson (1984) sounds a similar theme: "The most critical choices top management makes are those that allocate resources among competing strategic investment opportunities." (p. 95).

One very interesting aspect of the Williamson (1975) and Donaldson (1984) view is that it suggests an interdependence among otherwise completely unrelated investment projects that just happen to be located under the roof of the same company. Specifically, the extent to which any given project gets funded in an internal capital market will depend not only on that project's own absolute merits, but also on its merits relative to other projects in the company's overall portfolio. Thus for example, if a company owns two unrelated divisions A and B, and the appeal of investing in B suddenly increases, the argument would seem to imply that investment in A would decline—even if it is positive NPV at the margin—as corporate headquarters channels relatively more of its scarce resources toward B.

Several recent articles provide evidence of investment interdependence. Lamont (1996) documents what might be termed "intracompany liquidity spillovers" in the U.S. oil industry: when major oil companies' cash flows were hard-hit by the oil price decline of 1986, they cut investment across the board, including investment in their non-oil-related divisions. In a similar vein but with a broader sample, Shin and Stulz (1996) find that the investment of small divisions of diversified firms is strongly related to the cash flows of other divisions.1

To capture the notions of winner-picking and investment interdependence in a formal model, two types of assumptions are required. These assumptions are developed in detail below, but here is an overview: First, there must be binding credit constraints, both when individual projects seek financing on their own from external markets, and when headquarters attempts to raise funds for multiple projects simultaneously. These credit constraints are modelled in a conventional fashion, by assuming that both project managers and headquarters derive private benefits that increase with the resources under their control. Hence there is a tendency on the part of these agents to overstate their investment prospects. This in turn implies that less-informed outside providers of finance will be skeptical, and may ration funds to them.

The second key set of ingredients is needed to give headquarters both the incentive and the authority to engage in winner-picking. I follow Gertner, Scharfstein, and Stein (1994), henceforth GSS, in stressing the role that

---

1 See also Lang, Ofek, and Stulz (1996) who demonstrate that the growth of small "noncore" divisions is negatively related to the leverage of their parent firms—i.e., there appear to be leverage spillovers across projects.
control rights play in making headquarters an effective intermediary. In the current set-up, headquarters’ control rights have two distinct consequences. First, they enable headquarters to capture a share of the private benefits generated by any projects it oversees. To the extent that private benefits are correlated with overall project profitability, this gives headquarters some incentive to favor better projects. Second, headquarters’ control rights also allow it to play Robin Hood, in the sense of being empowered to take resources away from some projects in order to give them to other, more deserving ones. An important point is that with fixed resources, the flip side of winner-picking is “loser-sticking”—forcing some projects to accept a lower level of funding than they could obtain as stand-alones. As I argue below, its authority to engage in such loser-sticking makes headquarters a unique form of intermediary, unlike a bank or a venture capital partnership.

Given the assumptions, the first step in the analysis is to show how headquarters creates value in an internal capital market. This is done most simply by considering an example where the credit constraint facing headquarters takes an extreme form: headquarters is unable to bring any more total funding to bear than the individual projects it oversees could raise operating as stand-alones. Yet even in this extreme case, headquarters can still add value by allocating the same amount of funds more efficiently. This is winner-picking in its purest form, and it makes the contrast with a bank lender especially stark: since a bank is less able to engage in winner-picking, it can never create value unless it eases credit constraints for the projects it finances.

Having developed the basic rationale for an internal capital market, I next turn to the twin questions of optimal size and scope. The optimal size of an internal capital market turns on a straightforward tradeoff: on the one hand, by putting more projects under the same roof, headquarters may be better able to relax credit constraints, thereby raising more in total, than the individual projects could as stand-alones. On the other hand, this comes at the expense of headquarters’ monitoring effectiveness—if it is required to oversee too many projects, it may no longer be able to discern the winners and losers as accurately.

The issue of optimal scope is a bit more subtle. Again, the question being asked is whether an internal capital market works better when the company adopts a strategy of unrelated diversification, or a focused strategy involving investment in similar lines of business. Traditional models of financial intermediation suggest a presumption in favor of unrelated diversification. But in this model, there is an effect pushing toward a focused strategy. This effect arises because, in an internal capital market, headquarters is primarily involved in allocating a fixed pool of resources, and hence in ranking projects on a relative basis. When doing such relative ranking, it does not matter if headquarters makes absolute errors in evaluating projects, as long as these errors are correlated across the projects.

---

2 The emphasis on control rights distinguishes both this article and GSS from Harris and Raviv’s (1994) recent work on the internal capital allocation process.
The remainder of the article is organized as follows. Section I lays out a standard project-level agency problem, and shows how it can lead to credit rationing and underinvestment when individual projects attempt to raise financing as stand-alone projects in the arm’s length external capital market. Section II uses a simple example with two independent projects to illustrate the basic winner-picking role of headquarters in an internal capital market. In Section III the logic of the model is extended to endogenize both the number of projects and their correlation structure—i.e., to pin down the optimal size and scope of an internal capital market. Section IV discusses some implications of the theory, including what it has to say about the contrast between headquarters and other intermediaries such as bank lenders. Section V concludes.

I. The Basic Project-Level Agency Problem with External Financing

A. Assumptions

I begin by describing the technology and information structure for a single investment project that is financed in the arm’s length external market. The original idea for the project comes from a founder. To give this idea a concrete embodiment as an asset that is valuable and for which there may be meaningful control rights, one can think of it as represented by a patent. In order for the project to move forward, the idea must be combined with managerial labor and capital investment. Unfortunately, aside from the patent, the founder has no wealth, nor does he have any managerial ability. This implies that the project will require the services of both a professional manager—who also has no wealth of his own—as well as funding from a group of financiers. Throughout the article, I assume that the objective function is to maximize the expected proceeds that the founder derives from his idea, net of any payments to the financiers, or wages to the manager. For simplicity, the rate of return required by the financiers is set to zero, as is the reservation wage of the manager.

The amount of investment in the project can be either one (1) or two (2). The return on this investment depends on the state of the world. When the state is B (for “bad”) the project returns a gross amount of cash flow $y_1$ if an amount 1 was invested, and returns $y_2$ if an amount 2 was invested. The cash flows $y_1$ and $y_2$ are assumed to be costlessly verifiable. This implies that the founder and the financiers have no difficulty getting their hands on these cash flows. Furthermore, it is assumed that $1 < y_1 < y_2 < 2$. In other words, from the perspective of the founder, the optimal level of investment in state B is just 1.

When the state of the world is G (for “good”), investment is more productive. Specifically, output is raised by a factor $\theta > 1$, so that the proceeds from investing 1 are now $\theta y_1$ and the proceeds from investing 2 are now $\theta y_2$. It is assumed that $\theta (y_2 - y_1) > 1$, so that from the perspective of the founder, the optimal level of investment in state G is 2.

---

3 By “arm’s length,” I mean to suggest that there are a large number of diffuse investors, so it is difficult for them to engage in any sort of monitoring activity. Thus a natural interpretation is to think of the arm’s length market in this section as representing the bond market.
The ex ante probability of state G occurring is \( p \); the probability of state B is therefore \( 1 - p \). Project managers observe the state of the world directly, but the founder and the financiers do not. In light of this information asymmetry, I will sometimes refer to the uninformed founder and financiers collectively as "outside investors." Clearly, if outside investors wish to make investment contingent on the state, they must rely on managers to report the state to them. However, managers have a tendency to make overoptimistic reports, because they derive private benefits that increase with the amount of resources under their control.

To model management's inclination toward overinvestment in a simple way, I assume that these private benefits are directly proportional to the cash flow proceeds from investment. Thus if the state is B, the private benefits are \( sy_1 \) and \( sy_2 \) for investment levels of 1 and 2 respectively, where \( s \) is a fixed constant. Similarly, if the state is G, the private benefits are \( sy_1 \) and \( sy_2 \) for investment levels of 1 and 2 respectively. These private benefits are assumed to be unverifiable; this is what makes them "private," in the sense that they cannot be contractually assigned to outside investors.

These assumptions capture a very basic and plausible type of financing problem. When approaching outside investors for financing, managers will have a tendency to overstate their investment prospects, in order to raise more money. Knowing this, the outside investors may be forced to ration funds to managers, never giving them more than 1 unit of financing for the project. This has the benefit of preventing overinvestment when the true state of the world is B, but it also has the cost of causing underinvestment when the true state is G.

B. Credit Rationing When There is No Revelation of Information

To see how rationing might occur, let us first consider the case where no revelation schemes are used to elicit management's private information. (I will discuss when such revelation schemes are endogenously ruled out momentarily.) In this case, investment cannot be made contingent on the state of the world. That is, the financiers can either always provide 1 unit of financing, or always provide 2 units of financing.

In the former scenario, the expected net cash flows are \( (p \theta + (1 - p))y_1 - 1 \). Since the first unit of investment is always positive NPV, regardless of the state, this quantity is guaranteed to be positive. This means that it will always be possible to raise 1 unit of financing, by contractually assigning a large enough portion of the cash flow benefits to the financiers. For example, one simple contract—though by no means the only one—that does the trick is a debt contract with a promised repayment of 1. This contract can be serviced regardless of the state of the world, and thus allows the financiers to break even, with the founder keeping the rest.

In the latter scenario, where investment is 2 in all states, the expected net cash flows are \( (p \theta + (1 - p))y_2 - 2 \). Given the assumptions made above, investing 2 units will yield less on net than investing 1 unit if the probability
p of state G occurring is sufficiently small. From this point on, I will assume
that this is the case. It follows that from the founder's perspective, the optimal
uncontingent financing plan involves always allocating 1 unit to the project.4
The bottom line is that without revelation schemes, the information/agency
problem can lead to a situation where credit is rationed, and where investment
is inefficiently low in state G.

Fundamentally, credit rationing arises in this model because managers’
private information is not exploited, and hence, investment is not conditioned
on the state. This raises the question of whether one might be able to use an
incentive scheme to elicit managers’ information, and thereby make better
investment decisions. In general, this is possible, but not costless. Depending
on how costly it is to elicit the information, it may or may not be desirable to
do so. The costs of eliciting information are a function of the private benefit
parameter s. Intuitively, to get a manager to truthfully reveal that the state is
B, and that investment of only 1 unit is warranted, the manager has to be
given a bonus that offsets the incremental private benefits that he passes up
by not being able to invest 2 units.5 In order to simplify the exposition, I will
for the remainder of the article focus my attention on those cases where private
benefits are sufficiently large to rule out the usefulness of revelation schemes.

II. The Role of Corporate Headquarters in an Internal Capital
Market

A. Assumptions about Headquarters' Authority, Incentives, and Monitoring
Capabilities

The analysis above illustrates how information and agency problems in
external finance can lead to credit rationing and inefficient investment. How-
ever, the main focus of the article is to ask whether these problems can be
partially alleviated by financing projects via an internal capital market. In an
internal capital market, individual project managers no longer raise funds
directly from outside investors. Rather, there is an additional agent designated
to act as a go-between; namely “corporate headquarters.” It is now headquar-
ters that deals with the outside market, and that in turn passes along the
funds it raises to individual projects.

I make four important assumptions about the agent that is designated to
serve as headquarters:

4 The founder can implement this plan in a number of ways. First, one can imagine that in the
“charter” for the project, he inserts a clause restricting total outside financing to 1 unit. To the
extent that the amount of outside financing is verifiable, this is a feasible approach. Alternatively,
without such a contractual clause, one would obtain the same limitation if the founder can
negotiate frictionlessly with the financiers, since it is in the joint interest of this group of outside
investors to maximize verifiable net cash flows.

5 More precisely, I demonstrate in the NBER working paper version (Stein (1995)) that the ex-
ante costs of eliciting information from the manager are \((1 - p)\hat{w}(y_2 - y_1)\). The benefits are that one
can now invest 2 in state G instead of just 1, which is worth \(p\hat{\theta}(y_2 - y_1) - 1\). This implies that
it will not be worth using a revelation scheme if \(p\) is relatively small or \(s\) is relatively large.
ASSUMPTION 1: Headquarters has monitoring skills that enable it to acquire (possibly noisy) information about projects’ ex ante prospects.

ASSUMPTION 2: It has no financial resources of its own.

ASSUMPTION 3: It is endowed by the founder with control rights which allow it to capture a fraction $\phi$ of the private benefits associated with any project it oversees; however, this surplus extraction by headquarters comes at the cost of diluting project managers’ incentives.

ASSUMPTION 4: Headquarters’ control rights also give it the authority to redistribute resources across projects.

Assumption 1 is self-explanatory, and is obviously essential to any model in which headquarters performs a meaningful allocative role. Assumption 2 implies that headquarters may potentially face the same sort of financial constraints as the project managers. It has no wealth of its own, and it may also—as will become clear shortly—face credit rationing by outside investors. In other words, to the extent that headquarters ultimately creates any value in this model, it is not simply because a benevolent deep pocket has been inserted as a deus ex machina to directly alleviate financing constraints.

Assumptions 3 and 4 both reflect the idea that headquarters is endowed with residual rights of control (in the sense of Grossman and Hart (1986) and Hart and Moore (1990)) over the initial patent and any subsequent project assets. This contrasts with the case of external financing, where project managers are endowed with control rights. In the current context, this allocation of control rights implies two distinct sorts of consequences.

First, as Assumption 3 states, giving control rights to headquarters allows it to effectively appropriate from project management a fraction $\phi < 1$ of the private benefit. Thus, for example, if publicly verifiable cash flows are $y$, and total private benefits are $esy$, headquarters now gets to keep $esy$, leaving only $(1 - \phi)esy$ for project management. As in Grossman and Hart (1986), this ex post opportunism by the controlling party has ex ante costs. In particular, by taking away a share of project managers’ private benefits, headquarters reduces their ex ante incentives to put forth effort. This in turn reduces invest-

---

6 In both cases, one can think of the founder as making an initial decision as to who will be assigned control rights—headquarters or the project manager. The founder will make that choice which maximizes expected net (verifiable) cash flows. For simplicity, I am assuming that headquarters is completely distinct from the founder. This might be rationalized by arguing that the founder does not have the skills needed to do headquarters’ job—i.e., to engage in monitoring—and thus must engage an outside professional. I am also assuming that headquarters is distinct from the individual project managers. Thus, in a multiple-project setting, I am ruling out the potentially interesting asymmetric possibility that, say, the manager of project $i$ will be given control of both project $i$ and project $j$, and therefore be empowered to deal with the outside market on behalf of the two projects. Again, this might be rationalized by arguing that managers of individual projects have their hands so full that they would be unable to simultaneously monitor other projects.

7 What I have in mind here is that headquarters’ control rights give it the power to make certain threats—e.g., to fire the project manager irrespective of his performance—that enable it to extract some of the project manager’s surplus.
ment output. To capture this effort-dilution in a simple reduced-form way, I assume that when a project is overseen by headquarters, all cash flows fall by a factor $k < 1$ relative to the case of manager control. Thus when the state is B, investment is 1, and headquarters is involved, verifiable cash flows are $ky_1$, headquarters gets a private benefit of $\phi sky_1$, and the project manager gets a private benefit of $(1 - \phi)sky_1$. Similarly, when the state is G, investment is 1, and headquarters is involved, verifiable cash flows are $k \theta y_1$, headquarters gets a private benefit of $\phi sk \theta y_1$, and the project manager gets a private benefit of $(1 - \phi)sk \theta y_1$. Analogous notation applies when the investment level is 2, with $y_1$ replaced everywhere by $y_2$.

The second consequence of headquarters’ being endowed with control rights is a bit more novel, and is captured by Assumption 4. This assumption is relevant only in the case where headquarters oversees multiple projects. In this case, I assume that its control rights give headquarters the authority to choose the level of funding for individual projects. Thus if headquarters initially controls $n$ patents, and has somehow managed to use these patents as “collateral” to raise $n$ units of financing from the outside market, it has a number of choices: it can give each of the projects exactly 1 unit of financing; or it can give $m$ of them 2 units, another $m$ of them no funding whatsoever, and $(n - 2m)$ of them 1 unit. In other words, headquarters can divide up any resources it has been able to raise unevenly across the projects if it so chooses.

The authority to redistribute resources across projects distinguishes headquarters from a nonowner intermediary such as a bank. By redistributing, headquarters may wind up giving some projects less financing than they could obtain as stand-alones. For example, headquarters may draw on the collateral value of patent $i$ to obtain funds, but then pass these funds on to another project $j$, leaving the manager of project $i$ with nothing to do. A bank cannot do this, because a bank does not have the right to prevent any given project manager from taking the patent that he controls and going to the outside market to seek a more favorable deal. In contrast, I am assuming that headquarters’ control rights enable it to impose exclusivity of this sort on project managers.\(^8\) This assumption is very much in the spirit of Hart and Moore (1990), who write that: “. . . the sole right possessed by the owner of an asset is his ability to exclude others from the use of that asset.” (p. 1121).

B. The Role of Headquarters with Multiple Projects: A Two-Project Example

Given the assumptions, it is clear that creating a headquarters is always value-reducing in a one-project setting. First of all, the dilution of project managers’ incentives means that for any given level of investment, output will be reduced by a factor $k$. Now, if headquarters could somehow be used as a mechanism for monitoring and communicating information to the outside market, and thereby easing credit constraints, perhaps this cost could be

\(^8\) See Gertner (1986) for a different perspective on the significance of such exclusivity in an internal capital market.
offset. However, headquarters will be no more inclined to communicate truthfully with the outside market than will project-level managers.

To see this, suppose that headquarters’ monitoring uncovers that the true state is B. It will not honestly report the state, because, like project management, its private benefits are proportional to output, and hence it always prefers more investment to less. The bottom line is that headquarters will face exactly the same sort of credit constraints that the project manager would if he dealt directly with the market—headquarters will never be able to raise more than 1 unit of outside financing, regardless of the true state.\textsuperscript{9}

This result is reminiscent of Diamond’s (1984) analysis of financial intermediation. Like I do, Diamond explicitly considers the fact that interposing an intermediary between the capital market and individual projects creates a second layer of agency. This leads him to the same conclusion—that an intermediary is strictly dominated when it only finances a single project.\textsuperscript{10}

The bottom line is that in order for an additional agent—i.e., headquarters—to have any value in the current framework, it must be involved in financing multiple projects. To see the logic most clearly, it is useful to start with a very simple example. Suppose that there are just two projects, \(i\) and \(j\), each of which is exactly as described in Section I above. The only difference between the projects is that their productivity shocks are not perfectly correlated. Indeed, the projects are completely independent, so that the probability of project \(i\) being in state \(G\) is \(p\), regardless of which state project \(j\) is in, and vice versa. Finally, when headquarters monitors either of the projects, it can observe the state perfectly.

For the time being, I consider a case where putting the two projects together under one roof does not ease overall credit constraints. That is, based on the two patents it controls, headquarters always raises exactly 2 units of funding from the outside market, regardless of its information. As will become more clear shortly, this may be a conservative assumption. Given the equilibrium behavior that emerges in the model, outside investors will always provide at least 2 units of funding. Moreover, there will be in general some circumstances in which headquarters will be able to raise more than the sum of what the individual projects could raise. I tackle this more general case in Section III.A below.

\textsuperscript{9} This is true so long as one continues to disregard the potential for revelation schemes in which incentive payments are made to managers based on their investment decisions and ultimate realized cash flows. If such schemes are relevant, then headquarters may have an advantage in fund-raising in a one-project setting. This is because headquarters only receives a fraction of the private benefits associated with overinvestment; thus it will be less costly to devise an incentive scheme that discourages headquarters from overstating its prospects. I ignore this issue in what follows.

\textsuperscript{10} It should be noted, though, that the conclusions here are very different from those in GSS. In that article, an internal capital market could add value even when financing only a single project. This is because in GSS, we assumed away credit constraints at the level of corporate headquarters. Similarly, in Harris and Raviv (1994), where headquarters faces no credit constraint, it is able to play a valuable role even in a one-project setting.
Given that an internal market does not have more resources to work with, the only way that it can improve things is if it allocates these resources more efficiently. Thus, for example, if project $i$ is in state $G$, and project $j$ is in state $B$, headquarters might invest 2 units in $i$, and nothing in $j$. In order for the problem to be interesting, I assume that this is a more efficient allocation than investing an equal amount in both projects. In other words, the marginal return on the second unit invested in $i$ must be greater than the marginal return on the first unit invested in $j$, or $\theta(y_2 - y_1) > y_1$.

If this condition is satisfied, it turns out that headquarters will indeed have the proper incentives to allocate its fixed resources to the right projects. This is simply because headquarters’ private benefits are directly proportional to project cash flows. Thus in attempting to maximize its private benefits, headquarters will also pick the mix of investment that maximizes verifiable cash flow value.

Although the model is extremely stylized, a general point emerges: while headquarters will want to overinvest on average in all of its projects—and hence will face credit constraints from the outside market—it still has an incentive to channel the funds it obtains toward “winners” and away from “losers.” (I should be a bit careful with the terminology here, since even the “loser” state $B$ project is positive NPV when it receives 1 unit of investment.) The crucial distinction between headquarters and an individual project manager is that headquarters’ broader span of control allows it to derive private benefits from several projects simultaneously, while a project manager can only derive private benefits from a single project. This implies that headquarters will sometimes be willing to take funds away from a weaker project in order to give more to a stronger one, whereas the manager of the weaker project would never do so.

It is straightforward to calculate the ex ante gain (from a founder’s perspective) associated with moving from individual project financing in an external market to an internal capital market presided over by headquarters. In an external market, the total expected net output from the two projects, denoted by $EM$, is given by:

$$EM = 2(y_1(p \theta + (1 - p)) - 1)$$  \hspace{1cm} (1)

Equation (1) reflects the fact that in an external market, each of the projects always invests exactly 1. In contrast, in an internal market, the total expected net output, denoted by $IM$, is given by:

$$IM = 2(1 - p)^2k y_1 + 2p^2k \theta y_1 + 2p(1 - p)k \theta y_2 - 2$$  \hspace{1cm} (2)

Equation (2) differs from (1) in two ways: First, there is the effort-dilution factor $k$, which tends to make IM less than EM. Second, when the projects are in different states—which happens with probability $2p(1 - p)$—the project which is in state $G$ receives 2 units of investment, while the project in state $B$ receives no investment at all. This improved allocation of resources tends to
make IM greater than EM. When the latter effect is sufficiently strong, an internal capital market administered by headquarters can be the preferred mode of financing. Again, this is because headquarters has the right incentives to act on the information generated by monitoring. It is in headquarters' private interest to channel funds toward projects that are winners and away from those that are losers.

Of course, I have rigged things somewhat by making headquarters' private benefits directly proportional to project cash flows. This implies that, for a fixed amount of resources, headquarters' self-serving interests will coincide exactly with value maximization. The basic purpose of this assumption is to capture a notion that is implicit in much of the agency literature: managers have a general tendency to overinvest, but nonetheless, when ranking projects, they tend to prefer higher NPV ones to lower NPV ones. This seems to be what Donaldson (1984) has in mind when he argues that managers seeks to maximize "corporate wealth."11 And it is exactly the sort of premise that has led Jensen (1993) and others to argue that plentiful internal cash flow is more likely to create a divergence between managerial and shareholder interests when companies have relatively few attractive investment opportunities.12

Clearly, the assumption that private benefits and verifiable cash flows are exactly proportional is more extreme than it needs to be, and is only used to make things more transparent. One can easily generalize the model to consider the case where there is only an imperfect correspondence between private benefits and verifiable cash flows. It is straightforward to show that an internal capital market can sometimes add value in this case as well, although it typically adds less. Now there will be times when a particular project is selected for favorable funding status even when its cash flows do not merit this, simply because it offers disproportionately high private benefits to headquarters.13

---

11 Donaldson's definition is as follows: "Corporate wealth is that wealth over which management has effective control. . . ." For an elaboration of this point and its significance for optimal capital structure, see also Myers (1993).

12 Louis Kaplow has suggested an alternative formulation that leads to similar results. Suppose that private benefits are proportional to the amount invested rather than the cash flow produced, so that based on private benefits alone, managers care purely about the scale of investment, and are completely indifferent to its NPV. Then if one introduces a small amount of stock-based incentive compensation, this will tend to make managers favor higher NPV projects over lower NPV ones, even if the incentive compensation is not enough to eliminate the general bias toward overinvestment.

13 Such a generalization could be interesting in its own right, as it might generate predictions about the optimal portfolio of projects for headquarters to oversee. Specifically, if one allows for the possibility that the "private benefit appropriation technology" (as represented by the parameter s) varies systematically across projects or industries, this would suggest that all else equal, resources will be allocated more efficiently when headquarters restricts itself to a set of projects with similar values of s. This sort of reasoning could ultimately be developed into an argument for focused corporate strategies that is distinct from, but complementary to, that presented in Section III.B below.
III. The Nature of an Internal Capital Market: Optimal Size and Scope

In the simple example above, both the number of projects (two) and their degree of correlation (zero) were taken as exogenous. In this section, I investigate whether the basic logic of the model can be used to endogenize both of these variables, thereby delivering implications for the optimal size and scope of an internal capital market. To keep the analysis manageable, I treat the two questions separately. That is, I tackle the size issue while keeping the projects statistically independent, and then address the issue of optimal scope (i.e., the correlation structure of the projects) while holding the number of projects fixed.\textsuperscript{14}

A. Size: The Tradeoff between Tightness of Credit Constraints versus Monitoring Quality

Given the minimal ingredients that are in the model so far, it would seem that the larger an internal capital market, the better. This is because of an “ease the credit constraint” effect, which I have been ignoring to this point. There are two aspects to this phenomenon. First, for any fixed number of projects, headquarters may, by virtue of its greater allocative efficiency, be able to raise more total resources from the outside market than the individual project managers. For example, even if headquarters is restricted to overseeing only two projects, there are some parameter values for which it can raise 3 units of funding, even when the individual projects can just raise 1 unit each.

Second, as the number of projects is increased, efficiency along this dimension is further enhanced. To see how, take an extreme example where headquarters oversees 1000 independent projects. In this case, the law of large numbers tells us that we can count on having roughly 1000p projects in state G, and 1000(1 − p) projects in state B. Thus if headquarters is given 1000(1 + p) units of financing to work with, it will allocate 2 units each to the projects that are in state G, and 1 unit each to the projects that are in state B. Investment will therefore converge to the first-best level, and credit constraints will no longer be binding.\textsuperscript{15}

This line of argument suggests that the model as developed thus far—with just two projects—is not fully specified. Another ingredient is required to pin down the optimal scale of an internal capital market, if one wants to avoid the counterfactual implication that the firm should ideally be made arbitrarily large. Perhaps the most natural way to close the model is to acknowledge that headquarters’ monitoring efforts will be compromised when it oversees a large

\textsuperscript{14} A couple of recent articles—also set in an incomplete contracting framework—investigate other reasons why firms might wish to stay either small or focused. See Meyer, Milgrom, and Roberts (1992) and Rotemberg and Saloner (1994).

\textsuperscript{15} Although the amount of investment will be equal to the first-best level in this example, output will be lower, because of the effort-dilution parameter k.
number of projects.\textsuperscript{16} As a simple device to capture this notion, I make the following assumption: when headquarters oversees \( n \) projects, there is a probability \( M(n) \) that its monitoring will be successful, and that it will be able to learn the true state of each of the \( n \) projects. With probability \( (1 - M(n)) \), monitoring is unsuccessful, and headquarters learns nothing about any of the projects. \( M(n) \) is a decreasing function.\textsuperscript{17}

With this one addition, the model now delivers two new variables endogenously—\( n \), the optimal number of projects overseen by headquarters, and \( F \), the optimal amount of total resources allotted to these projects. Although it is difficult to obtain closed-form expressions for the optimal values of \( n \) and \( F \) as a function of primitive parameters, it is straightforward to identify them in any given case. The logic is as follows. First, pick a number of projects \( n \). This implies a value of \( M(n) \). Then pick an integer level of total funding \( F \). Denote by \( \pi^M(n, F) \) the per-project profits if monitoring is successful and headquarters learns the true state of each project. Similarly, denote by \( \pi^N(n, F) \) the per-project profits if monitoring fails and headquarters learns nothing. Then the expected expected profit is given by

\[
\pi(n, F) = M(n) \pi^M(n, F) + (1 - M(n)) \pi^N(n, F)
\]

This value can be directly (if sometimes tediously) calculated for any values of \( n \) and \( F \). Holding fixed \( n \), one first optimizes over \( F \)—i.e., one identifies the optimal level of funding \( F^e(n) \) for an internal capital market of given size. Finally, it remains only to pick the value of \( n \) that maximizes \( \pi(n, F^e(n)) \).

A couple of examples illustrate the effects at work.\textsuperscript{18} One simple piece of intuition is that improvements in the monitoring technology might make it more attractive to have larger internal capital markets. Indeed, this effect arises for a wide range of parameter values.\textsuperscript{19}

\textit{Example 1:} Set \( y_1 = 1.01; y_2 = 1.68; \theta = 2; p = 0.4; \text{ and } k = 1 \). For these values, it is easy to show that no matter what \( M(2) \) is, \( F^e(2) = 2 \). That is, credit constraints will never be eased with two projects, no matter how good the monitoring technology. However, \( F^e(3) = 4 \) if \( M(3) > 0.538 \). (Otherwise, \( F^e(3) = 3 \).) In other words, credit constraints can be eased by increasing the number of

\textsuperscript{16} A more sophisticated approach would be to allow for the possibility that headquarters can add a larger staff, with different staff members delegated to the task of monitoring different subsets of the firm’s projects. Of course, to model this satisfactorily, one would have to explicitly take account of the added layers of agency problems that arise in such an environment. See Section V for a further discussion of how such a model might work.

\textsuperscript{17} This “all or nothing” formulation has the advantage of preserving ex post symmetry across the projects—there are never some projects about which headquarters is better informed than others. This simplifies the analysis considerably, without, I suspect, changing any of the important qualitative conclusions.

\textsuperscript{18} In both of the examples below, I focus only on the choice between \( n = 2 \) and \( n = 3 \), implicitly assuming that \( M(4) \) is sufficiently small as to always make \( n = 4 \) a suboptimal choice.

\textsuperscript{19} This effect is trivially present in the extreme case where the monitoring technology becomes perfect, so that \( M(n) = 1 \) for all \( n \). In this case, the optimal \( n \) converges to infinity, and investment approaches the first-best level, as suggested above.
projects under management to three, so long as the monitoring technology still works sufficiently well with three projects.

Suppose initially that $M(2) = 0.6$ and $M(3) = 0.5$. In this case, there is no easing of credit constraints with either two or three projects. This implies that a two-project setup is strictly preferred, since it involves better monitoring, and the same average level of per-project financing. In particular, it can be shown that $\pi(2) = 0.461$, while $\pi(3) = 0.454$.

Now consider improving the monitoring technology, so that $M(2) = 0.9$, and $M(3) = 0.8$. This raises $F^*(3)$ to 4, so that in the three-project setup, the average level of per-project funding is increased. This effect is strong enough to overcome the fact that monitoring works less well with three projects, with the net result being that the optimal size of the internal capital market increases—we now have $\pi(2) = 0.485$ and $\pi(3) = 0.487$.

While this basic effect seems intuitively plausible, it is not a general feature of the model that improvements in the monitoring technology always have a monotonic effect on the optimal size of an internal capital market. This is because there is an offsetting force at work: when the monitoring technology improves, it may make it possible to generate a substantial easing of credit constraints with a smaller number of projects. Thus it becomes less important to add projects in an effort to boost the level of per-project funding.

**Example 2:** Set $y_1 = 1.1$; $y_2 = 1.9$; $\theta = 1.5$; $p = 0.4$; and $k = 1$. The key difference in this example is that there can be easing of credit constraints with only two projects—in particular, $F^*(2) = 3$ if $M(2) > 0.833$. Also, $F^*(3) = 4$ if $M(3) > 0.361$.

If we start out with a relatively weak monitoring technology, with $M(2) = 0.4$ and $M(3) = 0.3$, neither a two-project nor a three-project setup eases credit constraints, so as before, a two-project setup is preferred on the grounds of better monitoring, with $\pi(2) = 0.330$ and $\pi(3) = 0.327$. If the monitoring technology is improved to the point where $M(2) = 0.8$ and $M(3) = 0.6$, it becomes possible to ease credit constraints, but only with three projects. This implies that a three-project setup is preferred, with $\pi(2) = 0.339$ and $\pi(3) = 0.343$.

The nonmonotonicity can be seen by improving the monitoring technology even further, to the point where $M(2) = 1$ and $M(3) = 0.65$. Now the monitoring technology is so good that it is possible to relax credit constraints even with two projects. Given the configuration of parameters, it is thus better to have only two projects, with $\pi(2) = 0.348$ and $\pi(3) = 0.346$.

**B. Scope: Focus versus Unrelated Diversification as Corporate Strategies**

The next question to be addressed is whether, holding size fixed, an internal capital market works more efficiently when it adopts a strategy of unrelated diversification or a "focused" strategy involving closely related projects. To keep the formal analysis simple, I will focus on the case considered in Section II above, where there are two projects, $i$ and $j$, and where headquarters always has just 2 units of total funding available. In so doing, I will be abstracting
away from any ease-the-credit constraint effects that might be associated with diversification. The only remaining issue is whether by choosing a focused strategy, headquarters can do a better job in the pure winner-picking dimension.

B.1. A Trivial Argument in Favor of Diversification: Uncorrelated Project Outcomes

Even keeping the total resources available to headquarters fixed, there is another reason why diversification might make sense. Suppose the model is generalized to allow project outcomes to be uncorrelated, while maintaining the assumption that headquarters can predict these outcomes without error. Then if one thinks of diversification as just making project outcomes less correlated, it follows immediately that the value of an internal capital market increases with the degree of diversification. The intuition is most easily seen in the limiting case of "perfect focus" where the projects are perfectly uncorrelated, so that if \( i \) is in state \( G \), \( j \) is always in state \( G \) as well, and vice-versa. In this case, winner-picking is impossible, because one project is never better than the other. Consequently, an internal market will always be dominated by the external market, so long as the effort-dilution parameter \( k \) continues to be less than one.

While this argument makes logical sense, and may capture part of what is relevant, it is clearly a bit superficial for two reasons. First, one might question the somewhat simplistic link that is drawn between project correlation and the notion of focus. One can imagine situations in which a company adopts what anybody would reasonably call a focused strategy, yet there remains a good deal of independence across projects. For example, consider a pharmaceutical company that invests in research and development (R&D) for several different new drugs. This sounds like a relatively focused strategy, yet the outcomes likely have large idiosyncratic components. In this case, there will still be ample room for headquarters to engage in winner-picking. A second weakness of this argument in favor of diversification is that it relies to some degree on the assumption that project outcomes can be predicted without error. As will be seen below, when this assumption is relaxed, the conclusion can be reversed.

B.2. A More Subtle Argument in Favor of Focus: Correlated Project-Evaluation Errors

As described in the introduction, the basic intuition for why a focused strategy might make more sense than unrelated diversification is straightforward. Given that headquarters' job is to assess the relative, rather than absolute merits of projects, no harm will come from errors in judgment, so long

---

20 In other words, I am setting aside the possibility that with two projects, headquarters might have a better chance of raising three—rather than two—units of funding by adopting a strategy of unrelated diversification.
as these errors are correlated across the projects. And a focused strategy is more likely to involve correlated project-evaluation errors than a strategy of unrelated diversification. To capture this intuition formally, I need to generalize the model slightly. There are three key features that must be added: 1) headquarters' signals are no longer perfectly accurate—i.e., there are prediction errors that arise when attempting to forecast project outcomes; 2) these prediction errors can be correlated across projects; and 3) the more focused the strategy, the more highly correlated are the prediction errors.

The specifics of the information structure are as follows. First, the unconditional probability of either project $i$ or project $j$ being in state $G$ remains at $p$. Also as before, project outcomes continue to be independent, so that \( \text{prob}(G^i/G^j) = p \) also. This independence will continue to hold regardless of the degree of focus—in the spirit of the pharmaceutical company example above, I am assuming that even with a focused strategy, there are some projects that are winners, and some that are losers. Headquarters no longer observes the project outcomes directly, but instead gets a noisy signal. For either project, the signal can be either $H$ (for “high”) or $L$ (for “low”). It is assumed that \( \text{prob}(H^i/G^i) = \text{prob}(L^i/B^i) = q \), with \( \frac{1}{2} < q < 1 \), and analogously for project $j$. The larger is $q$, the more informative is the signal.

As suggested above, a crucial ingredient is that prediction errors are correlated. To capture this, I assume that when project $j$ gets a “false” low (high) signal, project $i$ is more likely to get a false low (high) signal as well. Thus:

\[
\text{prob}(L^i/G^i, G^j, L^j) = (1 - q)(1 + \alpha) > \text{prob}(L^i/G^j) = (1 - q). \tag{4}
\]

Analogously,

\[
\text{prob}(H^i/B^i, B^j, H^j) = (1 - q)(1 + \alpha) > \text{prob}(H^i/B^j) = (1 - q). \tag{5}
\]

Here $\alpha$ is a parameter between 0 and 1 that is a measure of the degree of focus—the more focused is the strategy, the greater is $\alpha$.\footnote{This sort of information structure with correlated prediction errors is a necessary ingredient in tournament-style models—see Lazear and Rosen (1981), Green and Stokey (1983), Nalebuff and Stiglitz (1983), and Shleifer (1985). It is also a key feature of the herding model of Scharfstein and Stein (1990).}

The rationale behind such an interpretation is as follows. When headquarters monitors two closely related projects, any misjudgments it makes about one project are likely to also show up in its assessment of the other project. For example, in the drug-development case sketched above, headquarters may simply be too bullish on drugs in general, because it underestimates the effects of future changes in health-care regulation on the prices it can charge. In contrast, if the projects under consideration are unrelated, it is less likely that the same misjudgment will be made across the projects. Thus if headquarters is choosing between allocating funds to drug R&D or aircraft carrier production, there is no reason to believe that overoptimism on the prospects for drugs will be matched by a similar misjudgment of aircraft carrier prospects.
Given the information structure, there is still one more probability that needs to be specified. While I have assumed that a false low (high) signal on project \( j \) increases the probability of a false low (high) signal on project \( i \), I do not assume that such a false low (high) signal on project \( j \) increases the odds of a correct low (high) signal on project \( i \). That is, I assume that

\[
\text{prob}(L^i/B^i, G^j, L^j) = \text{prob}(L^i/B^i) = q
\]

and analogously that

\[
\text{prob}(H^i/G^i, B^j, H^j) = \text{prob}(H^i/G^i) = q.
\]

The purpose of this last simplification is just to ease the notational clutter; one can relax it without altering the basic results.

With these assumptions in place, all the various conditional probabilities can now be pinned down, either by Bayes' rule or by the requirements that certain probabilities sum to one. There are a total of 16 possible configurations. The Appendix enumerates these configurations, and for each lists: 1) the probability of it occurring; 2) the associated payoff with an external market that cannot reallocate funds across projects; and 3) the associated payoff with an internal market that can reallocate funds. To clarify the notation, the configuration GGHH refers to the case where both projects have G (good) outcomes and both signals were H (high). For simplicity, the effort-dilution parameter \( k \) is set to one in the Appendix.

Given the information in the Appendix, it is straightforward to demonstrate:

**Proposition:** The value created by an internal capital market is an increasing function of the focus parameter \( \alpha \). The positive effect of \( \alpha \) is more pronounced when \( q \) is smaller—i.e., when headquarters' signals are less accurate.

The intuition behind the proposition is apparent from the table in the Appendix. Increasing focus raises the probability weight on configurations like GGHH and BBHH. At the same time, it lowers the probability weight on configurations like GGHL and BBHL. On the one hand, this implies that when there is a high degree of focus, and the signal is mistaken for one project, it is more likely to also be mistaken for the other project. The configuration BBHH is an example of this—BBHH is a scenario where both signals are misleadingly positive, and it occurs more frequently as \( \alpha \) is raised. The flip side of this is that with more focus, there is less likely to be an outcome like BBHL, where the signals are different but the projects are actually equally attractive.

The reason that this shifting around of probability weights adds value is because getting two misleading signals simultaneously—as in BBHH—does no harm. Both projects each receive one unit of funding, which is the correct allocation of resources. In contrast, getting different signals when the projects are equally attractive—as in BBHL—does lead to a misallocation of resources. Of course, all this only matters to the extent that signals tend to be mistaken in the first place. This is why focus matters more when \( q \) is lower—as \( q \)
approaches one, the signals become perfectly accurate, and the entire issue of correlated prediction errors becomes moot.\textsuperscript{22}

B.3. Pulling it Together: the Optimal Degree of Focus

Taken together, the arguments above suggest that there are two opposing forces at work. On the one hand, to the extent that i) focus increases the correlation of project outcomes; and ii) these outcomes can be predicted with relatively little error, then a focused strategy will tend to make an internal capital market less valuable. On the other hand, to the extent that i) there are errors in assessing projects; and ii) focus increases the correlation of these errors, then a focused strategy will tend to make an internal capital market work better.

It should be emphasized that in discussing both the optimal size and scope of an internal capital market, I have been posing a normative set of questions: how should a founder set up a firm in order to maximize expected profits? Of course, the implicit assumption that the founder can completely control the number and variety of projects undertaken by a firm is unrealistic. These decisions are at least in part made by managers, who have different interests. For example, it is clear that if headquarters wants to maximize its private benefits, it will prefer a larger size $n$ than the founder. It is also possible that for any given size, headquarters will be more inclined than the founder to a policy of unrelated diversification.\textsuperscript{23}

This distinction between the normative and positive perspectives should be borne in mind when interpreting the empirical evidence. If founders make all the decisions, any unrelated diversification actually observed would be presumed to be value-enhancing. In contrast, if managers make the decisions, we may observe diversification strategies that are value-reducing. And indeed, the message that emerges from a large empirical literature on the subject is that the value consequences of unrelated diversification are at best highly suspect.\textsuperscript{24} One interpretation of this evidence is that the normative argument made for focus in this article is correct, but that in reality, diversification decisions are not made solely in the interests of outside shareholders.

\textsuperscript{22} Note however, that if $q$ becomes too low, the signals are so unreliable that it will no longer be optimal for an internal capital market to make resource allocation decisions based on them. Thus the comparative statics result on $q$ referred to in the proposition only really applies in a region where $q$ is sufficiently high to make winner-picking viable in the first place.

\textsuperscript{23} This might arise either because: i) headquarters is risk-averse; or ii) as noted above, unrelated diversification can be better for relaxing credit constraints, and thereby increasing the resources under the control of headquarters.

IV. Discussion

A. When Will Internal Capital Markets Be Most Useful?

The model has straightforward implications about the circumstances under which internal capital markets will tend to be the most effective sort of financial arrangement. When external markets are relatively "undeveloped"—in the sense of information and agency problems being particularly pronounced—and therefore credit constraints are very binding, it becomes more important to ensure that the limited funds can be efficiently reallocated across projects.

For concreteness, think of an Eastern European country that is just making the transition to a market-based economy. If the accounting and auditing technology is still primitive, or the legal protection afforded outside investors is weak, this might make it easy for managers to siphon off private benefits—i.e., the parameter s will be generally high for most projects. This in turn will make it hard for individual projects to attract the first-best level of financing.\textsuperscript{25} In such circumstances, internal capital markets could potentially play a very valuable role. Of course, a corollary to this line of reasoning is that as external capital markets develop over time—i.e., the auditing and/or legal technology improves and the parameter s is effectively reduced—the comparative advantage of internal markets will be eroded, and one should expect (or hope) to see some breaking up of large multi-division firms.\textsuperscript{26}

B. The Distinction between Headquarters and a Bank Lender

What is it about the model of this article that makes it specifically about the internal capital allocation process? Couldn't one interpret what I label "corporate headquarters" as being equivalent to an outside bank lender? After all, both are intermediaries that perform a monitoring function, and that ostensibly help to make investment more efficient than it would be if projects were financed in the arm's length external market.

To answer this question, it is useful to compare this model to Diamond's (1984) model of a bank. In Diamond's model, the sole purpose of a bank is to bring more (or at least cheaper) funding to bear than the individual projects could raise on their own. There is no winner-picking function whatsoever—projects are ex ante identical and all get the same level of funding. In contrast, in my model, a primary role of headquarters is to reallocate a fixed pool of funds among winners and losers. Headquarters may also be able to ease credit

\textsuperscript{25} Shleifer and Vishny (1995) argue that the ability of managers to flat-out loot companies in many of these transition economies is a first-order consideration in the design of financing and governance arrangements.

\textsuperscript{26} Hubbard and Palia (1995) use exactly this reasoning to argue that the conglomerate mergers of the 1960s in the United States made sense at the time they were done, even though later it became optimal to undo them. The environment changed, in that external markets became more efficient, thereby reducing the comparative advantage of internal capital markets in allocating resources.
constraints, as was seen above, but unlike a bank, this is not necessary for it to create value.\footnote{Boyd and Prescott (1986) present a model of financial intermediary coalitions in which—unlike in Diamond (1984)—projects are evaluated ex ante, with better evaluations leading to more funding. In their model, this reallocation is made possible by the assumption that all project managers in the coalition can enter into binding contracts before the results of the evaluations are known, and that the contracts can be conditioned on these results, since the results are completely verifiable. Because they allow for complete contracting in this way, the Boyd-Prescott results do not really speak to the question of project ownership rights, and thus it is unclear whether they are better interpreted as being about a bank, an internal capital market, or some other institutional arrangement.}

Of course, a bank cannot engage in the sort of winner-picking that headquarters does in my model, because it does not have the authority to. As noted earlier, with fixed resources, the flip side of winner-picking is loser-sticking—making losers invest less than they could as stand-alones. This in turn requires being able to enforce an exclusive financing arrangement with the losers. For if this exclusivity feature were not present, any project manager observing that he is in state B (and not yet knowing the signals of his colleagues in other divisions) would, in an effort to protect his private benefits, preemptively secede from the joint-financing scheme.\footnote{Another important distinction between headquarters and a bank lender is that headquarters’ control rights give it a greater incentive to acquire information about the projects it oversees. (See GSS (1994) and Aghion and Tirole (1994)). That is, if monitoring is costly, headquarters will optimally choose to devote more resources to monitoring. This feature is suppressed in the current model because I have assumed for simplicity that monitoring is costless.}

While I have given headquarters an edge over a Diamond-style bank by endowing it with stronger control rights, I have also taken something away, by recognizing explicitly the difficulty of overseeing large numbers of projects. Thus the starkest distinction between the two models emerges when the monitoring technology $M(n)$ is such that headquarters optimally oversees a small number of projects, and there is no easing of credit constraints whatsoever—i.e., headquarters performs a pure winner-picking function. In this case, the two models have the opposite implications for the type of portfolio to be held by the intermediary. In contrast to the small (and possibly focused) set of projects overseen by headquarters, Diamond’s model suggests that a bank ideally ought to lend to many unrelated borrowers, because such large-scale diversification is so central to its ability to create value through credit-constraint relaxation.\footnote{One can also contrast headquarters with other intermediaries such as venture capital partnerships. Again, the most important difference comes down to the strong control rights that enable headquarters to enforce loser-sticking and hence winner-picking. While venture capitalists usually hold some fraction of the voting rights in the companies they manage, they do not typically have the absolute authority to prevent these companies from seeking funding elsewhere (although they often do retain the right of first refusal on future rounds of financing—see Sahlman (1990)).}
V. Conclusions

One theme of this article is that self-interested, empire-building type behavior on the part of corporate managers is not always a completely bad thing. Depending on the span of control that managers are given, these self-interested tendencies can sometimes be harnessed, and made to more or less line up with some aspects of shareholder value maximization.

Headquarters’ role in an internal capital market is an example of this point. On the one hand, headquarters’ general disposition to overinvest leads to credit constraints when dealing with the external market. Thus seen as an intermediary, headquarters may not be very successful in terms of making more funding available to individual projects. On the other hand, for a given amount of available funding, headquarters may—in the pursuit of its own self-interests—do a reasonable job of reallocating resources across projects. Thus a partial solution to the agency problem of empire-building project managers is to take control from them and give it to an empire-building supervisor, who is no more noble but who has less parochial interests.

It seems that this basic principle is a general one, and might be usefully applied to a number of other questions in organizational design. For example, one issue that has not been raised in this article is the optimal structure of a multilevel capital allocation hierarchy. To illustrate the sorts of questions that might be addressed, suppose a firm has four projects that it must allocate funds to. One way to go about this would be to use a simple two-layer structure of the sort studied above—i.e., there would be a single supervisor (“headquarters”) who would allocate all of the firm’s resources across the four project managers. Alternatively, one could add another level to the hierarchy, so that headquarters first splits the firm’s resources between two “middle managers.” Each of these middle managers in turn is given two of the four projects to oversee, and can divide his own allotment among these projects as he sees fit.

On the one hand, there are clearly benefits to the former, two-layer design. This design gives the party making the allocation decision the most direct access to the private benefits generated by all the projects together, and therefore offers the greatest potential for internalizing good investment decisions. On the other hand, one might generate an interesting tradeoff by explicitly taking into consideration the idea raised in Section III.A—namely, that any single agent has limited information acquisition capabilities. That is, it seems plausible that with the latter design, the two middle managers can learn more in total about the four projects than can a single supervisor. Thus there is a tension between quality of information (which argues for more layers in the capital allocation process) and a desire to avoid parochialism (which argues for a single omnipotent supervisor who can reap private benefits directly from all projects). Exploring the nature of this sort of tradeoff might provide an interesting avenue for further work.
## Appendix

The Value of an Internal Capital Market as a Function of the Degree of Focus

<table>
<thead>
<tr>
<th>Outcome/Signal Configuration</th>
<th>Probability</th>
<th>Payoff: External Market</th>
<th>Payoff: Internal Market</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. GGHH</td>
<td>$p^2(q^2 + \alpha (1 - q)^2)$</td>
<td>$2\theta y_1$</td>
<td>$2\theta y_1$</td>
</tr>
<tr>
<td>2. GBHH</td>
<td>$p(1 - p)(1 - q)$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_1(1 + \theta)$</td>
</tr>
<tr>
<td>3. BGHH</td>
<td>$(1 - p)p(1 - q)q$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_1(1 + \theta)$</td>
</tr>
<tr>
<td>4. BBHH</td>
<td>$(1 - p)^2(1 - q)^2(1 + \alpha)$</td>
<td>$2y_1$</td>
<td>$2y_1$</td>
</tr>
<tr>
<td>5. GGHLL</td>
<td>$p^2q(1 - q) - \alpha (1 - q)^2$</td>
<td>$2\theta y_1$</td>
<td>$\theta y_2$</td>
</tr>
<tr>
<td>6. GBHLL</td>
<td>$p(1 - p)q^2$</td>
<td>$y_1(1 + \theta)$</td>
<td>$\theta y_2$</td>
</tr>
<tr>
<td>7. BGHLL</td>
<td>$(1 - p)p(1 - q)^2$</td>
<td>$y_1(1 + \theta)$</td>
<td>$\theta y_2$</td>
</tr>
<tr>
<td>8. BBHLL</td>
<td>$(1 - p)^2q(1 - q) - \alpha (1 - q)^2$</td>
<td>$2y_1$</td>
<td>$y_2$</td>
</tr>
<tr>
<td>9. GGHLL</td>
<td>$p^2(q(1 - q) - \alpha (1 - q)^2)$</td>
<td>$2\theta y_1$</td>
<td>$\theta y_2$</td>
</tr>
<tr>
<td>10. GGHLL</td>
<td>$p(1 - p)q(1 - q)^2$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_2$</td>
</tr>
<tr>
<td>11. BBHLL</td>
<td>$(1 - p)^2q(1 - q) - \alpha (1 - q)^2$</td>
<td>$2y_1$</td>
<td>$y_2$</td>
</tr>
<tr>
<td>12. GGHLL</td>
<td>$(1 - q)^2(1 + \alpha)$</td>
<td>$2\theta y_1$</td>
<td>$2\theta y_1$</td>
</tr>
<tr>
<td>13. GGHLL</td>
<td>$p^2(1 - q)^2(1 + \alpha)$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_1(1 + \theta)$</td>
</tr>
<tr>
<td>14. BBHLL</td>
<td>$p(1 - p)(1 - q)q$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_1(1 + \theta)$</td>
</tr>
<tr>
<td>15. GGHLL</td>
<td>$p(1 - p)(1 - q)$</td>
<td>$y_1(1 + \theta)$</td>
<td>$y_1(1 + \theta)$</td>
</tr>
<tr>
<td>16. BBHLL</td>
<td>$(1 - p)^2q^2 + \alpha (1 - q)^2$</td>
<td>$2y_1$</td>
<td>$2y_1$</td>
</tr>
</tbody>
</table>
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