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Akzeptierte Notwendigkeit

Trotz aller Zweifel an der Messbarkeit der Qualität juristischer Forschungsleistungen erkannten die Forschenden das Interesse an deren Sichtbarmachung. Evaluationen sind ein wichtiges Element der Rechtskultur, um den Überblick über die Qualität rechtswissenschaftlicher Publikationen machen können, auf welche sich sie sich stützen. Inwiefern Evaluationen zur Stärkung der Wettbewerbsposition notwendig sind, wurde an der Tagung kontrovers diskutiert. Der Kampf um Drittmittel steht in den wenig kostenintensiven Rechtswissenschaften zumindest in der Schweiz nicht im Vordergrund. Der Wettbewerb um renommierte Professorinnen und Professoren sowie um talentierten wissenschaftlichen Nachwuchs und um Studierende schon eher.

Keine Musterlösung


Eigener Weg

Notwendig ist somit nebst der Schaffung einer eindeutigen bibliographischen Datenbank die Entwicklung geeigneter Qualitätskriterien und -indikatoren. Diese haben sich an konkreten Fragestellungen zu orientieren. Ein Erfordernis, dem bisher nach Ansicht vieler zu wenig Rechnung getragen wurde. Die Verantwortung für die Entwicklung tragender, die Bestimmung juristischer Forschung berücksichtigender Instrumente kann dabei nicht den Evaluationsexper ten überlassen werden. Die Teilnahme der juristischen Forschungsgemeinschaft am entsprechenden akademischen Diskurs ist eine unabdingbare Voraussetzung und liegt im Hinblick auf die Stellung und das Ansehen der Rechtswissenschaften in Gesellschaft, Politik und Wissenschaft in ihrem ursprünglichen Interesse.

---

1 www.forschungsevaluation-rechtswissenschaften.unibe.ch

Opening the black box of evaluation: How quality is recognized by peer review panels

Michèle Lamont, Department of Sociology and African and African-American Studies, Harvard University
Katrin Huwoniemi, Department of Social Research, University of Helsinki

In two recent contributions to the study of peer review we went beyond stating the obvious that peer review produces valid judgments. We draw on in-depth analyses of five fellowship competitions in the United States, and of four grant panels organized by the Academy of Finland. We analyze and compare the subjective understandings of academic experts create and maintain in making collective judgments on research quality. More specifically, we analyze the social conditions that lead panels to an understanding of their choices as fair and legitimate, and to a belief that they are able to identify the best and less good proposals.

Our studies contest the common notion that one can separate cognitive from non-cognitive aspects of evaluation, as we describe the evaluative process as deeply interpersonal, emotional, and cognitive, and as mobilizing the self-conceptions of evaluators as much as their expertise. Studies of the internal functioning of peer review have revealed various "intrinsic biases" in peer review like "cognitive particularism" (Travis and Col lins 1993), "quoting for the familiar" (Porter and Rossetti 1985), or "peer bias" (Chubin and Hackett 1990; Fuller 2002). These effects show that peer review is not a socially disembedded quality-assessing process in which a set of objective criteria is applied consistently by various reviewers. In fact, the particular cognitive and professional lenses through which evaluators understand proposals necessarily shape evaluation. It is in this context that the informal rules peers follow become important, as are the lenses through which they understand proposals and the emotions they invest in particular topics and research styles. Thus, instead of contrasting "biased" and "unbiased" evaluation, we aim to capture how evaluation unfolded, as it is carried off and understood by emotional, cognitive, and social beings who necessarily interact with the world through specific frames, narratives, and conventions, but who nevertheless develop expert views concerning what defines legitimate and illegitimate assessments, as well as excellent and less stellar research.

In the two studies, we interviewed academic professionals serving on peer review panels that evaluated fellowship or grant proposals. During the interviews, panelists were asked to describe the arguments they made about a range of proposals, to contrast their arguments with those of other panelists, and to explain what happened in each case. Throughout the interviews, we asked panelists to put themselves in the role of privileged insider and to explain to us how "it" works. They were encouraged to take on the role of the native describing to the observer the rules of the universe in which they operate. We also had access to the preliminary evaluations produced before panel deliberations by individual panelists and to the list of awards given.

Pragmatic fairness is produced by institutional rules "How Professors Think" came out more than a year ago and has been debated within various academic communities, as it takes on several aspects of the evaluation in multidisciplinary panels in the social sciences and humanities. It is based on an analysis of twelve funding panels organized by important national funding competitions: those of the Social Science Research Council, the American Council for Learned Societies, the Woodrow Wilson Fellowship Foundation, a Society of Fellows at an Ivy League university and an important social science foundation in the social sciences. It draws on 25 interviews with panelists and program officers, as well as on observation of three panels.

A first substantive chapter describes how panels are organized. A second one concerns the evaluative culture of various disciplines, ranging from philosophy to literary studies, history, political science, and economics. A third chapter considers how multidisciplinary panels reach consensus despite variations in disciplinary evaluative cultures. This is followed by two chapters that focus on the role of scientific criteria of evaluation provided by the funding organization to panelists (originality, significance, feasibility, etc.) as well as informal criteria (elegance, display of cultural capital, fit between theory and data, etc.). The following chapter considers how cognitive criteria are meshed with extra-cognitive ones (having to do with diversity and interdisciplinarity). We discover that institutional and disciplinary diversity looming much larger than gender and racial diversity in decision making. A concluding chapter considers the implications of the study of evaluation cultures across national contexts, including in Europe.
The book is concerned not only with disciplinary compromise, but also with the pragmatic rules that panelists say they abide by, which lead them to believe that the process is fair (this belief is shared by the vast majority of academics interviewed). "How Professors Think" details a range of rules, which include for instance the notion that one should defer to expertise, and that methodological pluralism should be respected.

Rules vary across evaluation settings

In her forthcoming article with Huutoniemi, Lamont explores whether these customary rules apply across contexts, and how they vary with how panels are set up. Thus, "Comparing Customary Rules of Fairness" is based on a dialogue between "How Professors Think" and a parallel study conducted by Huutoniemi of the four panels organized by the Academy of Finland. These panels concern: Social Sciences; Environment and Society; Environmental Sciences; and Environmental Ecology. Unlike Lamont's study, this analysis was explicitly concerned with the effects of the mix of expertise on panels on how customary rules were enacted. The idea was to compare panels with varying degrees of specialization (undisciplinary - multidisciplinary panels) and with different kinds of expertise (specialist experts - generalists). However, in the course of comparing results from the two studies, other points of comparison beyond expert composition emerged - whether panelists "rate" or "rank" proposals, have an advisory or decisional role, come from the social sciences and humanities fields or from more scientific fields, etc. Our exploratory analysis points to some important similarities and differences in the internal dynamics of evaluative practices that have gone unnotice to date and that shed light on how evaluative settings enable and constrain various types of evaluative conventions.

Among the most salient customary rules of evaluation, deferring to expertise and respecting disciplinary sovereignty manifest themselves differently based on the degree of specialization of panels: we find that there is less deference in undisciplinary panels where the expertise of panelists more often overlap. Overlapping expertise makes it more difficult for any one panelist to convince others of the value of a proposal when opinions differ; unlike in multidisciplinary panels, insisting on sovereignty would result in intense conflict for scientific authority. There is also less respect of disciplinary sovereignty in panels composed of generalists rather than experts specialized in particular disciplines, and panels concerned with topics such as Environment and Society that are of interest to wider audiences. In such panels, we find more explicit reference to general arguments and to the role of intuition in grounding decision-making.

While there is a rule against the conspicuous display of alliances across all panels, strategic voting and so-called "horse-trading" appear to be less frequent in panels that "rate" as opposed to "rank" proposals, and in those that have an advisory as opposed to a decisional role. The evaluative technique imposed by the funding agency thus influences the behavior of panelists. Moreover, the customary rules of methodological pluralism and cognitive contextualism are more salient in the humanities and social science panels than they are in the pure and applied science panels, where disciplinary identities may be unified around the notion of shared indicators of quality. Finally, a concern for the use of consistent criteria and the bracketing of idiosyncratic taste is more salient in the sciences than in the social sciences and humanities, due in part to the fact that in the latter disciplines evaluators may be more aware of the role played by (inter)subjectivity in the evaluation process. While the analogy of democratic deliberation appears to describe well the work of the social sciences and humanities panels, the science panels may be best described as functioning as a court of justice, where panel members present a case to a jury.

Conclusion: Practices matter

The customary rules of fairness are part of "epistemic cultures" and essential to the process of collective attribution of significance. In this context, considering reasons offered for disagreement, how those are negotiated, as well as how panelists interpret agreement is crucial to capture fairness as a collective accomplishment. Together, these studies demonstrate the necessity for more comparative studies of evaluative processes and evaluative culture. This remains a largely unexplored but promising aspect of the field of higher education, especially in a context where European research organizations and universities aim to standardize evaluative practices. We look forward to interacting with colleagues as this research area develops.
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