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Summary Realised kernels use high frequency data to estimate daldyilty of individual
stock prices. They can be applied to either trade or quote Hire we provide the details of how
we suggest implementing them in practice. We compare the&sts based on trade and quote
data for the same stock and find a remarkable level of agreéemen

We identify some features of the high frequency data whiehcaallenging for realised ker-
nels. They are when there are local trends in the data, ovirdgeof around 10 minutes, where
the prices and quotes are driven up or down. These can beiassbwith high volumes. One
explanation for this is that they are due to non-trivial lijty effects.

1. INTRODUCTION

The class of realised kernel estimators, introduced by @affNielsen et al. (2008a), can be
used to estimate the quadratic variation of an underlyifigieft price process from high fre-
guency noisy data. This method, together with alternatefitiques such as subsampling and
pre-averaging extends the influential realised variance literature Whias recently been shown
to significantly improve our understanding of time-varywgatility and our ability to predict
future volatility — see Andersen et al. (2001) and Barndbliéélsen and Shephard (2002) and
the reviews of that literature by, for example, Andersen.g®08) and Barndorff-Nielsen and
Shephard (2007). In this paper we detail the implementatfaur recommended realised ker-
nel estimator in practice, focusing on end effects, bantiwsélection and data cleaning across
different types of financial databases.

We place emphasis on methods which deliver similar estisnatevolatility when applied
to either quote data or trade data. This is difficult as theyehaery different microstructure
properties. We show realised kernels perform well on ttes t&/e identify a feature of some
datasets which causes these methods difficulties — gradomgdg. These are rare in financial
markets, they are when prices exhibit strong linear treadpédriods of quite a few minutes. We
discuss this issue at some length.

1Leading references on this include Zhang et al. (2005), gt§a606) and Jacod et al. (2007).

(© Royal Economic Society 2008. Published by Blackwell Pingis Ltd, 108 Cowley Road, Oxford OX4 1JF, UK and
350 Main Street, Malden, MA, 02148, USA.



2 O. E. Barndorff-Nielsen, P. R. Hansen, A. Lunde and N. Shdpha

In order to focus on the core issue we represent the periadavieh we wish to measure the
variation of asset prices as the single intervall[D. We consider the case wheYds a Brownian
semimartingale plus jump proce€3/1S.7) given from

t t
0 0

where}; = ZiN:tl C; is a finite activity jump process (meaning it has a finite nundfigumps
in any bounded interval of time). S§; counts the number of jumps that have occurred in the
interval [0, t] andN; < oo for anyt. We assume that is a predictable locally bounded drit,
is a cadlag volatility process aWl is a Brownian motion, all adapted to some filtratién For
reviews of the econometrics of processes of the W see, for example, Shephard (2005).

Our object of interest is the quadratic variationYpf

T Nt
Y] = / o2du+Y 2,
0 i=1

where fOT o2du is the integrated variance. We estimate it from the obsienvat
Xegs s Xy O=mp<mi<..<tn=T,
whereXTj is a noisy observation o;rrj ,
Xej = Yo, + Uy,

We initially think of U as noise and assume&lE,;) = 0, Var(Uy;) = w?. It can be due to,
for example, liquidity effects, bid/ask bounce and misrdoty. Specific models fo) have
been suggested in this context by, for example, Zhou (1%¥)sen and Lunde (2006), Li and
Mykland (2007) and Diebold and Strasser (2007). We will &tit € WA to denote the case
where(U, ..., U,) are mutually independent and jointly independenY of

There has been substantial recent interest in learningtdbeuntegrated variance and the
guadratic variation in the presence of noise. Leading eefegs include Zhou (1996), Andersen
et al. (2000), Bandi and Russell (2008), Hansen and Lund@gj2@hang et al. (2005), Zhang
(2006), Kalnina and Linton (2008), Jacod et al. (2007), Raad ang (2007) and Barndorff-
Nielsen et al. (2008a).

Our recommended way of carrying out estimation based ornsegbkernels is spelt out in
Barndorff-Nielsen et al. (2008b). Their non-negativerastior takes on the following form

H n
KXy= >~ k(%ﬂ) Yhe Yh= Y XiXj_jhl. (1.2)
h=—H j=lhl+1
wherek(x) is a kernel weight function. We focus on the Parzen kernelabse it satisfies the
smoothness conditionk;(0) = k(1) = 0, and is guaranteed to produce a non-negative esti-
mate? The Parzen kernel function is given by

1-6x2+6x3 0<x<1/2
k(x) = {2(1—x)3 1/2<x<1
0 X > 1.

2The more famous Bartlett kernel hla&x) = 1 — |x|, for |x| < 1. This kernel is used in the Newey and West (1987)
estimator. The Bartlett kernel will not produce a consis&stimator in the present context. The reason is that we need
bothk(0) — k(1/H) = o(1) andH /n = o(1), which is not possible with the Bartlett kernel.
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Realised Kernels in Practice 3

Herex;j is the j-th high frequency return calculated over the intemyal; to 7j in a way which
is detailed in Section 2.2. The method by which these retaragalculated is not trivial, for the
accuracy and depth of data cleaning is important, as aratluence of end conditions.

This realised kernel has broadly the same form as a stanésedoskedasticity and autocor-
related (HAC) covariance matrix estimator familiar in eooretrics (e.g. Andrews (1991)), but
unlike them the statistics are not normalised by the sanipée This makes their analysis more
subtle and the influence of end effects theoretically imgoutrt

Barndorff-Nielsen et al. (2008b) show thatras> oo if K(U) Lo andK (Y) L [Y] then
T Nt
K(X) 2 [Y] = f oldu+ ) " CZ.
0 i—1

The dependence betwebhandY is asymptotically irrelevant. They neédl to increase with
n in order to eliminate the noise in such a way tikadU) £ 0. with H « n” we will need
n > 1/3 to eliminate the variance and> 1/2 to eliminate the bias df (U), whenU € WA/.3
For K (Y) LY [Y] we simply need) < 1. Barndorff-Nielsen et al. (2008b) show thidt oc n3/°
is the best trade-off between asymptotic bias and varfance

Their preferred choice of bandwidth is

1/5
. k”(0)2 w?
H* = c*e*/5n%/°,  with c* = :T and &= — (1.3)
ko’ ‘/TfOT O‘d’du

wherec* = ((12)2/0.2691/5 = 3.5134 for the Parzen kernel. The bandwiditi depends on
the unknown quantities? andfoT alj‘du, where the latter is called the integrated quarticity. In

the next section we define an estimatok pfvhich leads to a bandwidth] * = c*£4/5n3/5, that
can be implemented in practice.
Although the assumption th&t € WA\ is a strong one, it is not needed for consistency.

PreviouslyK (U) £ 0 has been shown under quite wide conditions, allowing, Xangle, the
U to be a weakly dependent covariance stationary processealised kernel estimator in (1.2)
is robust to serial dependencelinand can therefore be applied to the entire database of high-
frequency prices. In comparison, Barndorff-Nielsen ef(2008a) applied the flat-top realised
kernel to prices sampled approximately once per minutetderonot to be in obvious violation
of U € WA —an assumption that the flat-top realised kernel estimatoased upon.

The structure of the paper is as follows. In Section 2 we distiie selection of the bandwidth
H and the important role of end effects for these statistibss 16 followed by Section 3 which is
on the data we used in our analysis and the data cleaning weysdp\We then look at our data
analysis in Section 4, suggesting there are some days wheraathods are really challenged,

3This assumes a smooth kernel, such as the Parzen kernelufferge“kinked” kernelsuch as the Bartlett kernel, then
we needn > 1/2 to eliminate the variance and the impractical requirentlesitH /n — oo in order to eliminate the
bias. Flat-top realised kernels are unbiased and convéméaater rate, but are not guaranteed to be non-negatiwe. Th
latter point is crucial in the multivariate case. In the amigte case having a non-negative estimator is attractivéhi
flat-top kernel is only rarely negative with modern data. ldwer, if[Y] is very small and the)2 very large, which we
saw on slow days on the NYSE when the tick size wag8$then it can happen quite often when the flat-top realised
kernel is used. Of course our non-negative realised kedwef®t have this problem. We are grateful to Kevin Sheppard
for pointing out these “negative” days.

4This means thak (X) L [Y] at raten/, which is not the optimal rate obtained by Barndorff-Nielst al. (2008a)
and Zhang (2006), but has the virtue Kt X) being non-negative with probability one, which is gengralbt the case
for the other estimators available in the literature.
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4 O. E. Barndorff-Nielsen, P. R. Hansen, A. Lunde and N. Shdpha

while on most days we have a pretty successful analysis.aDwee produce the empirically
important result that realised kernels applied to quotetauik data produce very similar results.
Hence for applied workers they can use these methods orr gifteeof data source with some
comfort. This analysis is followed by a Conclusion.

2. PRACTICAL IMPLEMENTATION

2.1. Bandwidth selection in practice

Initially Barndorff-Nielsen et al. (2008a) studied flattainbiased realised kernels but their flat-
top estimator is not guaranteed to be non-negative. Thik Wwas been extended to the non-
negative realised kernels (1.2) by Barndorff-Nielsen ef2008b) and it is their results we use
here. Their optimal bandwidth depends on the unknown paersie? andfoT odu, throughé
as spelt out in (1.3We estimate very simply by

sy

where®? is an estimator of»2 and IV is a preliminary estimate of I\= foT o2du. The latter
is motivated by the fact that it is not essential to use a ctest estimator of, and V2 ~
T fOT odu wheno? does not vary too much over the intery@l T], and it is far easier to obtain

a precise estimate of IV than q%T I oddu®

In our implementation we use
IV = RVsparse

which is a subsampled realised variance based on 20 mirtuteseMore precisely, we compute
a total of 1 200 realised variances by shifting the time of the first obegon in 1-second in-
crements. R¥parselS simply the average of these estimatb&his is a reasonable starting point,
because market microstructure effects have negligibéetsfon the realised variance at this fre-
quency’ To estimaten?® we compute the realised variance using ety trade or quote. By
varying the starting point, we obtaindistinct realised variances, Igglnse e, Rvé‘gnsesay. Next
we compute

()
RV .
@%)zﬂ% i=1...,q,
2n(i)

wheren, is the number of non-zero returns that were used to compuﬁ%n&VFinally, our
estimate ofv? is the average of thespestimates,

2 1 2 2
w = azwm-
i=1

5Consider, for instance, the simple case without noiseTnd 1, where)_ yj2 is consistent for IV anq/g > yi4 is

consistent for,/ [ olj‘du. With constant volatility the asymptotic variances of théwo estimators ares? and ga“,
respectively. Further, the latter estimator is more s@esit noise.

6The initial two scale estimator of Zhang et al. (2005) takes type of average RV statistic and subtracts a positive
multiple of a non-negative estimator @ — to try to bias adjust for the presence of noise (assuniing. U). Hence
this two scale estimator must be below the average RV stafidtis makes it unsuitable, by construction, for mid-guot
data where RV is typically below integrated variance dudggarticular form of noise. Their bias corrected two scale
estimator is renormalised and so maybe useful in this ctintex

7Rvspar3ewas suggested by Zhang et al. (2005) and has a smaller sgnvpliilance than a single RV statistic and is
more objective, for it does not depend upon the arbitranjcehof where to start computing the returns.
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Realised Kernels in Practice 5

For the case = 1, this estimator was first proposed by Bandi and Russell (2a@68)Zhang
et al. (2005). The reason that we chogse 1 is robustness. Foﬁsﬁ) to be a sensible estimator
of E(Uf) it is important that €U.;U; ) = 0. There is overwhelming evidence against this
assumption whei = 1, particularly for quote data. See Hansen and Lunde (2006 )tlae
Figures presented later in this paper. So we chapsach that every-th observation is, on
average, 2 minutes apart. On a typical day in our empiricalyais in Section 4, we hawg~ 25

for transaction data amgl~ 70 for mid-quote data. These values fpare deemed sufficient for

E(U;Uy;,,) = 0 to be a sensible assumption.

Another issue in using Fﬂénse{(Zn(i)) as an estimator a2, is an implicit assumption thai?
is large relative tgY]/(2n¢)). This problem was first emphasised by Hansen and Lunde (2006),
who showed that the variance of the noise is very small dfterdecimalisation, in particular
for actively traded assets where they fouptl < 0.001- [Y]. The main reason being that the
decimalisation has reduced some of the main sources fomike,b, such as the magnitude of
“rounding errors” in the observed prices, and the bid-asknges in transaction prices. So our
estimator®? is likely to be upwards biased, which results in a conseveathoice of bandwidth
parameter. But there are a couple of advantages in usingseoa@iive value oH. One is that
a too small value foH will, in theory, cause more harm than a too large valueHoranother
is that a larger value dfl increases the robustness of the realised kernel to sepehdence in
U;.

So in our empirical analysis we use the expressior: 3.51344/5n3/5 to choose the band-
width parameter for the realised kernel estimator that &an the Parzen kernel function.

It should be emphasized that our bandwidth choice is optimah asymptotic MSE sense.
Alternative selection methods that seek to optimize thdefisample properties of estimators
(under the assumption thet € WA andY 1L U) have been proposed in Bandi and Russell
(2006b). They focus on flat-top realised kernels (and rdlagtimators), but their approach can
be adapted to the class of non flat-top realised kernels tbatedined by (1.2).

2.2. End effects

In this section we discuss end-effects. From a theoretiugleawe will explain why they show
up in this estimation problem, why they are important, and litese effects are eliminated in
the computation of the realised kernel. From an empiricespective, we will then argue they
can largely be ignored in practice.

The realised autocovariances, h = 0,1, ..., H are not divided by the sample size. This
means that the realised kernel is influenced by the noise cpemts of the first and last obser-

vations in the samplé)o andUT, respectively. The problem is thEt(U) LY Ug + U% #0as
n — oo. The important theoretical implication is thit(X) would be inconsistent if applied to
raw price observations. Fortunately, this end-effect fmwbis easily resolved by replacing the
first and last observation by local averages. The implicasdahatK (U) = Ug + UT2 +op(D),
whereUg andUt both are averages of, say, observations. U; is ergodic with EUy) = 0, then

it follows that K (U) B 0asm = . So the local averaging at the two end-points eliminates
the end-effects.

While the contribution from end-effects are dampened byldcal averaging (jittering), a
drawback from increasing is that fewer observations are available for computing éadised
kernel. This follows from the fact than2 observations are used up for the two local averages.
This trade-off defines a mean-squared optimal choicenfdn practice, the optimal choice fon
is oftenm = 1, as shown in Barndorff-Nielsen et al. (2008b). This is thesogethat end-effects

© Royal Economic Society 2008



6 O. E. Barndorff-Nielsen, P. R. Hansen, A. Lunde and N. Shdpha

can safely be ignored in practice, despite their importaotetical implications for the asymp-
totic properties of the realised kernel estimator. To gifiatitis empirically we computed the

realised kernels fom = 1, ..., 4 for Alcoa Inc. and found that it led to almost identical esti
mates. Across our sample period the (absolute) differeraseom average less tharb(percent
on average.

Loosely speaking, end-effects can safely be ignored whartbe quadratic variationiY], is
thought to dominate the size Ufg + U%. This is the case for actively traded equities. However
for less liquid assets this could be a problem, e.g. on daygewvtne squared spread is, say, 5%
of the daily variance of returns. In any case, we now discaessthis local averaging is carried
outin practice, for the casa = 2, which is the value we use in our empirical analysis.

Write the times at which the log-price process, is being recorded as & 9 < --- <
v = T. When the recording is being carried out regularly in time hagerj — tj_1 = T/N,
for j =1,..., N, butin practice we typically have irregularly spaced obagons. Define the
discrete time observationg, X1, ..., X, where

1 . 1
Xo = é (Xro + Xrl) ’ X] = er+1’ j=12..n-1 and X,= é (XTN—l + XTN) :

Thus the end points{g and X,,, are local averages of two available prices over a smallvater
of time. These prices allow us to define the high frequenayrnstasx; = Xj — X;j_1 for
j =12, ...,nthatare usedin (1.2).

3. PROCEDURE FOR CLEANING THE HIGH-FREQUENCY DATA

Careful data cleaning is one of the most important aspect®latility estimation from high-
frequency. The cleaning of high-frequency data have beangpecial attension in e.g. (Da-
corogna et al., 2001, chapter 4), Falkenberry (2001), Haasé Lunde (2006) and Brownless
and Gallo (2006). Specifically, Hansen and Lunde (2006) sthaitossing out a large number
of observations can in fact improve volatility estimatdorhis result may seem counter intuitive
at first, but the reasoning is fairly simple. An estimatort imakes optimal use of all data, will
typically put high weight on accurate data and be less infledrby the least accurate observa-
tions. The generalized least squares (GLS) estimator inl&ssical regression model is a good
analogy. On the other hand, the precision of the standastl $g@ares estimator can deteriorate
when relatively noisy observations are included in thengstion. So the inclusion of poor qual-
ity observations can cause more harm than good to the leaatesjestimator and this is the
relevant comparison to the present situation. The reaksetkl and related estimators “treat alll
observations equally” and a few outliers can severely intbeghese estimators.

3.1. Step-by-step cleaning procedure

In our empirical analysis we use trade and quote data frorAkdatabase, with the objective
of estimating the quadratic variation for the period bem@g80am and 4:00pm. The cleaning of
the TAQ high frequency data was carried out in the followiteps. P1-P3 was applied to both
trade and quote data, T1-T4 are only applicable to trade dduite Q1-Q4 is only applicable to
guotation data.

All data
P1. Delete entries with a time stamp outside the 9:30 am to #imtlow when the exchange
is open.

© Royal Economic Society 2008



Realised Kernels in Practice 7
P2. Delete entries with a bid, ask or transaction price efquzéro.

P3. Retain entries originating from a single exchange (N¥S&ur application). Delete other
entries.

Quotedata only

Q1. When multiple quotes have the same timestamp, we replatteese with a single entry
with the median bid and median ask price.

Q2. Delete entries for which the spread is negative.
Q3. Delete entries for which the spread is more that 50 tilmesrtedian spread on that day.

Q4. Delete entries for which the mid-quote deviated by mbent10 mean absolute devia-
tions from a rolling centered median (excluding the obsgwwainder consideration) of 50
observations (25 observations before and 25 after).

Trade data only

T1. Delete entries with corrected trades. (Trades witoaection Indicator CORR# 0).

T2. Delete entries with abnorm8hkle Condition(Trades where COND has a letter code, ex-
cept for “E” and “F"). See the TAQ 3 User’s Guide for additibdatails about sale condi-
tions.

T3. If multiple transactions have the same time stamp: usenthdian price.

T4. Delete entries with prices that are abovedhkplus the bid-ask spread. Similar for entries
with prices below thdid minus the bid-ask spread.

3.2. Discussion of filter rules

The first step P1 identifies the entries that are relevantfoanalysis, which focuses on volatility
in the 9:30 am to 4 pm interval.

Steps P2 and T1 removes very serious errors in the datalhebeas misrecording of prices
(e.g. zero prices or misplaced decimal point), and timegsatinat may be way off. T2 rules out
datapoints which the TAQ database is flagging up as a proflabte 1 gives a summary of the
counts of data deleted or aggregated using these filter fulébe database used in Section 4,
which analyses the Alcoa share price.

By far the most important rules here are P3, T3 and Q1. In oyirgral work we will see
the impact of suspending P3. It is used to reduce the impatitnefdelays in the reporting of
trades and quote updates. Some form of T3 and Q1 rule seerit@bie here, and it is these
rules which lead to the largest deletion of data.

We use Q4 to get the outliers that are missed by Q3. By bassgvithdow on observation
counts we will have it expanding and contracting in clocketidepending on the trading inten-
sity. The choice of 50 observations for the window is ad hat,validated through extensive
experimentation.

© Royal Economic Society 2008
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Table 1. Summary statistics for the cleaning and aggregation proesdvhen applied to Alcoa
Inc. (AA) data from different exchanges. The first columnegivthe number of observations
observed between 9:30 am and 4:00 pm (P1). Subsequent coktate the reductions in the
number of observations due to each of the cleaning/agdoegaies. A blank entry means that
the filter was not applied in the particular case. NYSE(N)mNerk Stock Exchange, PACIF(P):
Pacific Exchange, NASD(D): National Association of Segubiealers, NASDAQ(T): National
Association of Security Dealers Automated Quotient, irhezase the letter in parenthesis is the
TAQ identifier.

Trade date Quote data
P2 T1 T2 T3 T4 P2 Q1 Q2 Q3 Q4

January 24, 2007
NYSE 7276 0 0 O 2299 5| 42,121 0 28,205 O 0 68
PACIF 6847 0 O O 4678 1| 15909 O 7,768 0 0 12
NASD 9813 0 0 14 6,365 1| 30,231 15 20,625 O 87 57
NASDAQ 0 0
Other 142 0 0 3 32 3
January 26, 2007
NYSE 8787 0O O O 3454 4| 51,115 0 36,843 O 0 6
PACIF 4606 0 O O 2824 4| 21509 0 12,024 O 0 O
NASD 10,743 0 O 2 6,728 11| 40,130 26 28,922 0 197 49
NASDAQ 0 0
Other 479 0 0 3 36 3
May 4, 2007
NYSE 8487 0O 0O 0 3234 8| 48,812 0 34,181 O 0 35
PACIF 4795 0 O O 3,117 4| 28676 0 19250 O 0 O
NASD 1,402 0 O 16 372 0 2394 0 1,491 O 6 O
NASDAQ 10,231 O O O 7,55 0| 49,720 0 39,751 O 0O 6
Other 485 0 0 1 34,926 88
May 8, 2007
NYSE 24347 0 0 1 14,475 53|109,240 0 90,766 O 0 8
PACIF 24840 0 O O 19,096 13| 76,900 O 62,386 O 0 O
NASD 6643 0 4 15 2384 1| 17,003 0 12908 0 108 1
NASDAQ 42,162 0 O O 34,483 23|138,140 0 122,610 O 0 4
Other 1,897 0 O 3 102,810 7

T4 is an attractive rule, as it disciplines the trade datagigiuotes. However, it has the dis-
advantage that it cannot be applied when quote data is nitalalesf We see from Table 1 that
it is rarely activated in practice, while later results wel @iscuss in Table 2 on realised kernels
demonstrate the RK estimator (unlike the RV statistic) isvany sensitive to the use of T4.

Itis interesting to compare some of our filtering rules tosénadvocated by Falkenberry (2001)

8When guote data is not available, Q4 can be applied in pladd afeplacing the word mid-quote with price.
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and Brownless and Gallo (2006). In such a comparison it isipdne rules designed to purge
outliers/misrecordings that could be controversial.

Among our rules Q4 and T4 are the relevant ones. Q4 is verglgloslated to the procedure
(Brownless and Gallo, 2006, pp. 2237) advocate for remowirttiers. They remove observation
i if the condition;|p;i — pi(k)| > 3s(k) + y is true. Herep; (k) ands (k) denote respectively
thes-trimmed sample mean and sample standard deviation of alm@igood ok observations
aroundi andy is a granularity parameter. We use the median in place ofrifmenied sample
mean, p; (k), and the mean absolute deviation from the median in placg(kf. By not using
the sample standard deviation we become less sensitivasmfoutliers.

Falkenberry (2001) also use a threshold approach to deteriihé certain observation is an
outlier. But instead of using a “Search and Purge” appro&chgplies a “Search and Modify”
methodology. Prices that deviate with a certain amount feomoving filter of all prices are
modified to the filter value. For transactions this has theathge of maintaining the volume of
a trade even if the associated price is bad.

Finally, we note that our approach to discipline the tradea daing quotes, T4, has formerly be
applied in only Hansen and Lunde (2006), Barndorff-Nielseal. (2006) and Barndorff-Nielsen
et al. (2008a).

4. DATA ANALYSIS

We analyze high-frequency stock prices for Alcoa Inc., WHias the ticker symbol AA. Itis the
leading producer of aluminum and its stock is currently pathe Dow Jones Industrial Average
(DJIA). We have estimated daily volatility for each of the3ldays in the six-month period from
January 3 to June 29, 2007. Much of our discussion will focuoar days that highlight some
challenging empirical issues. The data are transacti@ep@and quotations from NYSE and all
data are from the TAQ database extracted from the WhartoadRels Data Services (WRDS).
We present empirical results for both transaction and noiotgprices that are observed between
9:30am and 4:00pm.

We first present results for a regular day, by which we mearyawtiare the high frequency re-
turns are such that it is straightforward to compute thasedlkernel. Then we present empirical
results on the use of realised kernels using the entire gaoffdl23 separate days, indicating the
realised kernels behave very well and better than any &@lailtealised variance statistic. Then
we turn our attention to days where the high-frequency date lsome unusual and puzzling
features that potentially could be harmful for the realikechel.

4.1. Sensitivity to data cleaning methods

In Table 2 we give a summary of the various effects of aggiegand excluding observations
in different manners.

We have carried out the analysis along two dimensions., isthave separated data from
different exchanges. Specifically, we consider trades oSEYPACIF, NASD and NASDAQ in
isolation. We also investigate the performance of the egtimwvhen all exchanges are considered
simultaneously, which is the same as dropping P3 entirdlig defines the first dimension that is
displayed in the rows of Table 2, for three of the four days we gpecial attention, and averaged
over the full sample for AA.
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Table 2. Sensitivity of RV and RK to our filtering rules P2, T3 and T4 fmade data from Alcoa Inc. (AA) on 3 specific days, and aveuiesgnosss

the full sample. Analysis based on data from the common exgd®(NYSE, PACIF, NASD and NASDAQ) and all exchanges (ceh@t_L).

T3A-E vary how multiple data on single seconds are aggrelg&ar preferred method is T3.E, which takes the median grithe first three
columns report the observation count at each stage.Signify that T3A-E all result in the same number of obse /i

No of Observations

Realised variance

Realised kernel

P2 T3e T4.E P2 T3.E T4.E P2 T3.A T3B T3.C T3.D T3.E T4.E
January 24, 2007
NYSE 7,276 4977 4,972 3.25 2.20 2.14 0.91 0.81 0.83 0.83 0.88.82 0.82
PACIF 6,847 2,169 2,168 1.34 1.26 1.07 0.97 0.83 0.83 0.84 3 0.80.83 0.76
NASD 9,813 3,434 3,433 2.65 1.71 1.55 0.95 0.84 0.84 0.83 0.88.84 0.84
All 24,078 7,815 7.19 2.88 1.02 0.96 0.95 0.92 0.92 0.92
January 26, 2007 (excluding 12:13to0 12:21 pm)
NYSE 8,169 5,094 5,090 6.95 5.61 5.67 5.10 5.30 5.31 5.31 5.3.31 5.31
PACIF 4,160 1,663 1,660 4.85 4.84 4.86 5.27 5.14 5.14 5.13 4 5.15.14 5.13
NASD 9,828 3,815 3,805 6.20 5.27 5.12 4.79 5.08 5.08 5.08 5.08.09 5.09
All 22,630 7,757 11.00 6.31 4.86 5.16 5.17 5.17 5.17 5.16
May 8, 2007
NYSE 24,347 9,871 9,818 14.27 7.32 7.72 6.25 6.82 6.73 6.7071 6. 6.72 6.69
PACIF 24,840 5,744 5,731 7.94 5.52 5.51 7.08 7.10 7.09 7.0909 7. 7.10 7.08
NASD 6,643 4,240 4,239 23.69 12.50 9.24 7.57 6.99 7.02 7.0201 7. 7.01 7.04
NASDAQ 42,162 7,679 7,656 7.57 5.38 5.39 6.51 6.89 6.87 6.84.87 6 6.90 6.89
All 99,889 13,585 62.62 7.34 6.17 6.90 6.88 6.88 6.87 6.88
Averages over full sample
NYSE 9,719 5,476 5,460 4.91 3.27 3.24 2.46 2.42 2.41 2.41 2.42.41 2.41
NASD 4,109 2,196 2,194 12.26 4.08 3.81 2.43 2.37 2.37 2.37 7 2.32.37 2.38
PACIF 7,602 2,356 2,351 2.81 2.48 2.47 2.53 2.44 2.44 2.44 4 2.42.44 2.44
NASDAQ 12,846 3,626 3,447 8.36 2.41 2.50 2.69 2.57 2.57 2.56.56 2 2.57 2.60
All 31,735 8,344 83.83 17.61 2.70 2.54 2.53 2.53 2.53 2.54
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PACIF: Pacific Exchange NASD: National Association of Security Dealers

Figure 1: This figure shows transaction prices for Alcoa Inc. over@dqaeof 5 minutes surround-
ing one observation deleted by T4.E. The left panel dispdayidry 24th on PACIF, and the right
panel show the scenario at May 8th on NASD.

Our second dimension is the amount of cleaning, aggregatidrfiltering which we apply to
the data. With reference to the cleaning and filtering stegeition 3.1, the columns of Table 2
have the following information.

P2: This is the data with a time stamp inside the 9:30 am to 4 pmiow when most the
exchanges are open. We have deleted entries with a bid, dskngaction price equal to zero.
So this is basically the raw data, with the only purged oletgas being clearly nonsense ones.

T3.A-E: This is what is left after step T.3. The differentéss represent five different ways of
aggregating transactions that have the same time stamp:

A. First single out unique prices and aggregate volume. Tusnthe price which has the
largest volume.

B. Firstsingle out unique prices and aggregate volume. Tikerthe price by volume weighted
average price.

C. First single out unique prices and aggregate volume. Tiserthe price by log(volume)
weighted average price.

D. Firstsingle out unique prices and aggregate volume. Terthe price by number of trades
weighted average price.

E. Use the median price. This is the method which we used ipdper.

T4.E This is what is left after rounding step T.4 on the datedfter T3.E.

In Table 2 we present observation counts, realised varsaace realised kernels. Two things
are particularly conspicuous. On January 24th at PACIF onb/observation was filtered out by
T4.E, still both the realised variance and the realisedddsrare quite sensitive to whether this
observation is excluded — it is the only day and exchange atigs is the case. In the left panel
of Figure 1 we display the data around this observation, tisdciear that it is out of line with
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12 O. E. Barndorff-Nielsen, P. R. Hansen, A. Lunde and N. Shdpha

the rest. Also May 8th at NASD only one observations was éllesut by T4.E, here only the
realised variance is quite sensitive to whether this olagenv is excluded. In the right panel of
Figure 1 we display the data around this observation, anthdigia clear that it is out of line
with the rest. Hence we conclude that T4 is useful when it @agplied in practice, but it does
not usually make very much difference in practice when Riqestors are used.

An noteworthy feature of Table 2 is how badly RV does when wgregate data across ex-
changes and only apply P2 — basically only implementingatieleaning. The upward bias we
see for RV when based on trade-by-trade data is dramaticeliynified. Some of this is even
picked up by the RK statistic, which significantly benefitsnrthe application of T3. It is clear
from this table that if one wanted to use information acro&hanges, then it is better to carry
out RK on each exchange separately and then average therarawess the exchanges rather
than treat all the data as if it was from a single source.

4.2. Aregular day: May 4, 2007

Figure 2 shows the prices that were observed in our databitsebaing cleaned. They are
based on the irregularly spaced times series of transa@géth and mid-quote (right) prices
on May 4, 2007. The two upper plots show the actual tick-bi-8eries, comprising,246
transactions and 1431 quotations recorded on distinct seconds. Hence fosdrdions data
we have a new observation on average every five seconds, fwhiteid-quotes it is more often
than every couple of seconds. In the middle panel the carelipg price changes are displayed,
changes above 5 cents and below minus 5 cents are markedrgg atar (red) and are truncated
(in the picture) att5 cents. May 4 was a quite tranquil day with only a couple ofngjes
outside the range of the plot. The lower panel gives the autelation function of the log-returns.
The acf(1) is omitted from the plot, but its value is given re tsubtext. For the transaction
series the acf(1) is about0.24, which is fundamentally different from the one found fbet
mid-quote series that equals088. This difference is typically for NYSE data as first noted
in Hansen and Lunde (2006). It is caused by the more smoottactea of most mid-quote
series, that induces a negative correlation between trevations inY and the innovations in
U. The negative correlation results in a smaller, possiblyatieg, bias for the RV, and this
feature of mid-quote data will be evident from Figure 5, vihige discuss in the next subsection.
The negative bias of the RV is less common when mid-quotes@mstructed from multiple
exchanges, see e.g. Bandi and Russell (2006a). A possitnation for this phenomenon was
given in (Hansen and Lunde, 2006, rejoinder pp.212-214) sttawved that pooling mid-quotes
from multiple exchanges can induce additional noise tharghadows the endogenous noise
found in single exchange mid-quotes.

May 4, 2007 is an exemplary day. The upper panels of Figuree8emt volatility signature
plots for irregularly spaced times series of transactioogsr(left) and mid-quote prices (right).
The dark line is the Parzen kernel with = c*£4/°n3/> and the light line is the simple realised
variance.

9These pictures extend the important volatility signatulespfor realised volatility introduced by Andersen et al.
(2000). To construct the plots we use activity fixed tick timkere the sampling frequency is chosen such that we
get approximately the same number of observations eachTdagxplain it assume that the first trade at tfih day
occurred at timejg and the last trade on thiéth day occurred at timé,; . So approximates0 secondsampling is
constructed as follows. We get the tick time sampling fregyeon dayi as (1 + ;i 60/ (tin; — tio)]. In this way there
will be approximately 60 seconds between observations whertakes the intraday average over the sampled intratrade
durations. The actual sampled durations will in general besnor less widely dispersed.
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Figure 3: Signature plots for the realised kernel and realised magan May 4, 2007 for Alcoa
Inc.. Those based on transaction prices are plotted in &efels and those based on mid-quote
prices are plotted in right panels. The horizontal line iasth plots is the subsampled realised
variances based 20-minute returns. The thicker dark litbérupper panels represents the re-
alised kernels using the bandwidth* = c*£4/°n%/5, and the thin line is the usual realised
variance. The lower panels is a different sort of signatuoé for the realised kernel. Here we
plot the point estimates of the realised kernel as a funafahe bandwidthH, where the sam-
pling frequency is the same (tick-by-tick returns) for ahlised kernels. Our estimate of the
optimal bandwidth is highlighted in the lower panels.

The lower panel of Figure 3 present a kernel signature plere/the realised kernel computed
on tick-by-tick data is plotted against increasing valuielloln these plots we have indicated the
optimal choices oH . In both plots the horizontal line is an average of simpléised variances
based on 20 minute returns sampled with different offselte 3haded areas denote the 95%
confidence interval based on 20 minute returns using then(®aff-Nielsen and Shephard 2002)
feasible realised variance inference method. We charaetstay 4, 2007 as an exemplary day,
because the signature plots are almost horizontal. Thigstiat the realised kernel is insensitive
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to the choice of sampling frequency. An erratic signatuis pidicates potential data issues,
although pure chance is also a possible explanation.

4.3. General Features of Results Across Many Days

Transaction prices and mid-quote prices are both noisy unea®f the latent “efficient prices”,
polluted by market microstructure effects. Thus, a gooidnegor is one that produces almost the
same estimate with transaction data and mid-quote data.iF bhallenging as we have seen the
noise has very different characteristics in these two serie

2.5 | Slope = 1.014 (0.01)) Slope = 0.986 (0.009))
const = -0.017 (0.009) >0 4 cagnst=0.024 (0.008)
>0 4 R4 =o0.987 e R4 = o0.989
»
z 7z 1e “
S 5
S 1.5 E=1
3 8 1.0
S s
iy a = e
g 1.0 ‘T 0.5
L) 1
£ =
S 0.5 1 5007
= =
-
0.0 - > -0.5
»
T T T T T T -1.0 T T T T T T
0.0 0.5 1.0 1.5 2.0 2.5 -1.0 0.0 0.5 1.0 1.5 2.0
log(RKernel mid quotes) tick sampl. log(RKernel mid quotes) ap. 1 min sampl.
»
Slope = 0.948 (0.018))
2.0 |1 const=0.081 (0.016) *
R4 =o0.956
= Z2as
S E=}
E g
g g
= £ 1.0
= =
e e
=3 s =3
= s Slope = 0.799 (0.023)) = 0.5
// const = 0.671 (0.016)
0.0 e R? = 0.006
- s = 0. 0.0
7
T T T T T T T T T T
0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0
log(RV mid quotes) tick sampl. log(RV mid quotes) ap. 1 min sampl.
2.5 - »R H =
Slope = 0.872 (0.03)) P 2.5 Slope = 0.918 (0.035)) _
— - —
>0 - C%nSt = 0.111 (0.027) . % 2.0 4 const = 0.077 (0.032) > (5 -
Rc =o0.878 _
—_ — 1.5
) )
S 5
= S 1.0
g g
= E 0.5 1
= =
(= (=
8 5 0.0
-0.5
-1.0 9
x
T T T T T T T ¥ T T T T T T T
-0.5 0.0 0.5 1.0 1.5 2.0 2.5 -1.0 0.0 1.0 2.0
log(RV mid quotes) ap. 5 min sampl. log(RV mid quotes) ap. 20 min sampl.

Figure4: Scatterplots of estimates based on transaction pricé&@lagainst the estimates based
on mid-quote prices for Alcoa Inc.. Regression lines andasgjon statistics are included in the
plots along with the 45line.

Figure 4 presents scatterplots where estimates basedrmattion data are plotted against
the corresponding estimates based on mid—quote data. e tyo panels are scatterplots for

© Royal Economic Society 2008
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the realised kernel using tick-by-tick data (left) and thmoer right plot is the realised kernel
based on 1-minute returns, and both scatter plots are vesg ¢b the 45 suggesting that the
realised kernel produce accurate estimates at this sagnfsiquencies, with little difference
between the two graphs. The lower four panels are scattégulthe realised variance using dif-
ferent sampling frequencies: Tick-by-tick returns (maltéft), 1-minute returns (middle right),
5-minute returns (lower left), and 20-minute returns (lowight). These plots strongly suggest
that the realised variance is substantially less precise tihe realised kernel. The realised vari-
ance based on tick-by-tick returns is strongly influencedrarket microstructure noise. But
the characteristics of market microstructure noise ingaation prices are very different from
those of mid-quote prices. Thus, as already indicatedr#uketdata causes the realised variances
to be upward biased, while for quote data it is typically devand bias. This explains that the
scatterplot for tick-by-tick data (middle left) is shiftasvay from the 45degree line.

Table 3. This Table present statistics that measure the disagreadiatmeen the daily estimates
based on transaction prices and mid-quote prices.

Realized Kernel Simple Realised variance

tick 1 min tick 1 min 5 min 20 min
Alcoa Inc (AA)
Distance 0.089 0.105 1.119 0.170 0.312 0.406
Relative Distance 1.000 1.182 12.62 1.922 3.523 4575
American International Group, Inc (AIG)
Distance 0.020 0.038 0.458 0.061 0.088 0.132
Relative Distance 1.000 1.892 22.75 3.035 4.382 6.558
American Express (AXP)
Distance 0.079 0.060 0.578 0.133 0.166 0.248
Relative Distance 1.000 0.755 7.277 1.669 2.095 3.117
Boeing Company (BA)
Distance 0.047 0.051 0.564 0.106 0.121 0.242
Relative Distance 1.000 1.083 11.96 2.246 2.567 5.132
Bank of America Corporation (BAC)
Distance 0.028 0.070 0.620 0.050 0.084 0.345
Relative Distance 1.000 2.509 22.21 1.775 3.004 12.35
Citigroup (C)
Distance 0.033 0.052 0.722 0.080 0.139 0.250
Relative Distance 1.000 1.604 22.12 2.467 4.270 7.664

Table 3 reports a measure for the disagreement betweentthetes based on transaction
prices and mid-quote prices. The statistics computed iritsierow are the average Euclidian
distance from the pair of estimators to the® 4fegree line. To be precise, [ef ¢ andVg ¢ be
estimators based on transaction data and quotation dapeatively, on day, and letV; be the
average of the two. The distance frgvr, V) to the 45 degree line is given by
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\/(VT,t — V2 + (Vo.r — V)2 = |1 — Vou| /N2,
and the first row of Table 3 reports the average of this digamenputed over the 123 days in
our sample.

The distance is substantially smaller for the realisedddsrihan any of the realised variances,
while our preferred estimator, the realised kernel basediakaby-tick returns, has the least
disagreement between estimates based on transactionmibthase based on quote data. The
relative distances are reported in the second row of Tald@@we note that the disagreement
between any of the realised variance estimators is moretitiaa that of the realised kernel.

Table 4. Summary statistics for realised kernel and realised vaga@stimators, applied to trans-
action prices or mid-quote prices at different samplingjfrencies for Alcoa Inc. (AA). The
empirical correlations between the realised kernel basetick-by-tick transaction prices and

each of the estimators are given in column 4 and some emipaidacorrelations are given in
columns 5-8.

Mean (HAC) Std.  p([Y], K) acf(l) acf(2) acf(5) acf(10)

Realised kernels based on transaction prices

1 tick 2.401(0.268) 1.750 1.000 0.50 0.29 -0.08 0.10
1 minute 2.329(0.290) 1.931 0.952 0.44 0.23 -0.08 0.10

RV based on transaction prices

1 tick 3.210(0.232) 1.670 0.916 0.44 0.25 -0.12 0.10
1 minute 2.489 (0.225) 1.555 0.969 0.46 0.28 -0.12 0.10
5 minute 2.458 (0.293) 2.001 0.953 0.40 0.26 -0.08 0.06
20 minute  2.315(0.262) 1.745 0.878 0.30 0.22 -0.04 0.10

Realised kernels based on mid-quotes

1 tick 2.402(0.258) 1.720 0.997 0.49 0.29 -0.09 0.09
1 minute 2.299(0.281) 1.877 0.944 0.42 0.22 -0.08 0.12

RV based on mid-quotes

1 tick 1.897 (0.173) 1.209 0.910 0.41 0.26 -0.09 0.11
1 minute 2.398 (0.234) 1.529 0.973 0.50 0.31 -0.09 0.10
5 minute 2.464(0.317) 2.138 0.966 0.45 0.23 -0.08 0.08

20 minute  2.286 (0.298) 2.061 0.884 0.34 0.19 -0.03 0.06

Table 4 contains summary statistics for realised kernefaalised variance estimators for the
Alcoa Inc. data over our 123 distinct days. The estimatoescamputed with transaction prices
and mid-quote prices using different sampling frequencié® sample average and standard
deviation is given for each of the estimators and the fousttran has the empirical correlations
between each of the estimators and the realised kernel basgck-by-tick transaction prices.
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The Table confirms the high level of agreement between tHseelskernels estimator based on
transaction data and mid-quote data. They have the samédesarean and the sample correlation
is nearly one. The time series standard deviation of the daiidl-quote based realised kernel is
marginally lower than that for the transaction based redlisernel. The Table also shows the
familiar upward bias of the tick-by-tick trade based RV armvdward bias of the mid-quote
version. Low frequency RV statistics have more variati@antthe tick-by-tick RK, while the RK
statistic behaves quite like the 1-minute mid-quote RV.
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Figure5: Histograms for various characteristics of the 102 daysinsample. Left panels are for
transactions prices, right panels are for mid-quote pri€hs two upper panels are histograms
for the difference between the realised kernel based ooklrgturns and that based on five-
minute returns. The panels in the second row are the comeapgplots for the realised variance.
Histograms of the first order autocorrelation are displapetie panels in the third row. Finally
the fourth and last row of panels are histograms for the suitmeo2nd to the 10th autocorrelation.
We have identified the four days that we provide detailedlteor in each of the histograms.

Figure 5 contains histograms that illustrate the dispar&aross the 123 days in our sample)
of various summary statistics. In a moment we will provideetaded analysis of three other
days, and we have marked the position of these days in eatte ¢fistograms. As is the case
in most figures in this paper, the left panels correspondatestiction data and right panels to
mid-quote data. The first row of panels present the log-difiee between the realised kernel
computed with tick-by-tick returns and the realised kebeded on five-minute returns. The day
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Figure 7: Signature plots for the realised kernel and realised magdor Alcoa Inc. on May 8,
2007. For details see Figure 3.

we analysed in greater details in the previous subsectiay,4th, is fairly close to the median in
all of these dimensions. The three other days, May 8th, Jsriih, and January 26th, are our
examples othallenging daysJanuary 24th and January 26th are placed in the two tailseof th
histogram related to the variation in the realised kernké three other dimensions we provide
histograms for are: (2nd row) The log-difference betweenrtralised variance computed with
tick-by-tick returns and that computed with five minute resj (3rd row) the distribution of the
estimated first-order autocorrelation; and the 4th rowaiasthistograms for the sum of the next
nine autocorrelations (acf(2) through acf(10)).

Note the bias features of the realised variance that is showre second row of histograms.
For transaction data the tick-by-tick realised varianoelsgo be larger than the realised variance
sampled at lower frequencies, whereas the opposite isdruaifi-quote data.

Next we turn to three potentially harder days which haveuiiest which are challenging for
the realised kernel. These days were selected to reflectriamg@mpirical issues we have en-
countered when computing realised kernels across a vafielgtasets.
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4.4. A heteroskedastic day: May 8, 2007

We now look in detail at a rather different day, May 8th, 20Bigure 6 suggests that this day
has a lot of heteroskedasticity, with a spike in volatilitytlee end of the day. This day is also
characterized by several large changes in the price. Theaction price changed by as much as
25 cents from one trade to the next and the mid-quote price loyuch as 19 cents over a single
guote update. Informally this is suggestive of jumps in trecpss. Although jumps can alter the
optimal choice ofH, they do not cause inconsistency in the realised kernehesi.

The middle panels of Figure 6 visualise the different betvawdf the price throughout the
day. The jump in volatility around 14:30 is quite clear fromese plots.

In spite of the jump in volatility, and possibly jumps in theqe process, Figure 7 offers little
to be concerned about, in terms of the realised kernel etimagain the volatility signature
plot is reasonably stable for both transaction prices aratguibte prices and so one has quite
some confidence in the estimate.
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Figure 9: Signature plots for the realised kernel and realised magdor Alcoa Inc. on January
26, 2007. For details see Figure 3.
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4.5. A“gradual jump”: January 26, 2007

The high-frequency prices for January 26 is plotted in FégirOn this day the price increases by
nearly 1.5% between 12:13 and 12:20. The interesting agpéis price change is the gradual
and almost linear manner by which the price increases inga lanmber of smaller increments.
Such a pattern is highly unlikely to be produced by a semimgate adapted to the natural
filtration. The gradual jump produces rather disturbingatitity signature plots in Figure 9, that
shows that the realised kernel is highly sensitive to thediadth parameter. This is certainly a
challenging day.
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Figure 10: This Figure zooms in on the “gradual” jump on January 26,722B80ices and returns in
the period from 2:12 pm to 12:22 pm are shown in the two uppeelsaThe lower panel shows
the prices and volume (vertical bars) between 11:45 am &@dm.

We zoom in on the gradual jump in Figure 10. The upper left paas 96 upticks and 43
downticks. The lower plot shows that the volume of the tratieas in the period that the price
changes are not negligible, in fact, the largest volumesamh January 26 are in this period.
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One possible explanation of this is that there is one or a murablarge funds wishing to
increase their holding of Alcoa (perhaps based on privdtermation) and as they buy the shares
they consume the immediately available liquidity — theyIdouot buy more at that price, the
instantaneous liquidity may not exist, it can only be met tajting for it to refill. If the liquidity
had existed then the price may have shot up in a single move.
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Figure 12: Signature plots for the realised kernel and realised magdor Alcoa Inc. on January
26, 2007, after deleting the prices between 12:13 pm andLiih® Compare with Figure 9 for
details.

An explanation of such a scenario can be based on marketstrigcture theory (see e.g. the
survey s by O’Hara (1995) or Hasbrouck (2007)). Dating bacKyle (1985) and Admati and
Pfleiderer 1988a; 1988b; 1989 the idea is to model the traglngonment as comprising three
kinds of traders: risk neutral insiders, random noise tsaate risk neutral market makers. The
noise trades are also known as liquidity traders, becaegyettide for reasons that are not directly
related to the expected value of the asset. As such theydediguidity and it is their presence
that explain what we encounter in Figure 10. An implicatiéth@ theory is that without these
noise traders there would be no one willing to sell the assé¢he way up to the new price level
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at 12:25. So without the noise traders we would have seenwdrgejump in the price. Naturally,
this line of thinking is speculative, and abstract from taetthat some market makers, including
those at the NYSE, are obliged to provide some liquiditysTiabmpulsory” liquidity will also
tend to erase genuine jumps in the observed prices.

Mathematically we can think of a gradual jump in the follogriway. The efficient price jumps
at timerj by AYy bu'[AXfj ~ 0 which means that

AYTJ. ~ —AUTJ..

Hence the noise process is now far from zero. As trade or dim&evolves the noise trends
back to zero, revealing the impact of the jumpXnbut this takes a considerable amount of new
observations if the jump is quite big. This framework suggessimple model

Urj = Vrj + E1js
ij = ,Ovrj,l - er AYrj , p e [0’ 1)’

wheree; is covariance stationary are is one for gradual jumps. Obviously this could induce
very significant correlation between the noise and the giceess. Of course not all jumps
will have this characteristic. When public announcemergsw@ade, where the timing of the an-
nouncement is known a priori, then jumps tend to be absorbheatediately in the price process.
In those case8;; = 0. These tend to be the economically most important jumpthesare
difficult to diversify.

This line of thinking encouraged us to remove this gradualguo replace it by a single jump.
This is shown in Figure 11, while the corresponding resutdtie realised kernels are given in
Figure 12. This seems to deliver very satisfactory resHiésice “gradual jumps” seem important
in practice and challenging for this method. We do not cutydrave a method for automatically
detecting gradual jumps and removing them from the database

4.6. A puzzling day: January 24, 2007

The feature we want to emphasize with this day is relateddliky price changes. The upper
panel of Figure 13 shows this jittery variation in the priceparticular towards the end of the
day, where the price moves a lot within a narrow band. We belieis variation is true volatility
rather than noise because the bid ask spread continues &imsvrin this period, about 2 cents
most of the time.

January 24, 2007 is a day where the realised kernel is sengitthe sampling frequency and
choice of bandwidth parametetd, as is evident from Figure 14. This may partly be attributed to
pure chance, but we do not think that chance is the whole bteng. Chance plays a role because
the standard error of the realised kernel estimator depemd®th the sampling frequency and
bandwidth parameter. Rather the problem is that too large ar too low sampling frequency
will overlook some of the volatility on this day — a problenatiwill be even more pronounce for
the low-frequent realised variance. We will return to tlsisue in Figure 15.

Figure 14 also reveals a rather unusual volatility sigreaplot for the realised variance based
on mid-quote prices. Usually the RV based on tick-by-tidkines is smaller than that based on
moderate sampling frequencies, such as 20-minutes, lsuisthbt the case here.

Figure 15 shows the prices that will be extracted at diffesampling frequencies. The inter-
esting aspect of this plots is that the realised variancepksad at moderate and low frequencies,
largely overlooks the intense volatility seen towards the ef the day.
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Figure 14: Signature plots for the realised kernel and realised magdor Alcoa Inc. on January
24, 2007. For details see Figure 3.

Returns based on 20 minutes, say, will tend to be large inlatesealue, during periods where
the volatility is high. However, there is a chance that thHegwill stay within a relatively narrow
band over a 20 minute period, despite the volatility beirghtduring this period. This appears to
be the case toward the end of the trading day on January 24, 206 reason that we believe the
rapid changes in the price is volatility rather than noiségécause the bid-ask spread is narrow
in this period, so both bid and ask prices jointly move rapigh and down during this period.
Naturally, when prices are measured over 20 minutes inereturns are small, yet volatility is
high, the realised variance (based on 5-minute returnsuwiler-estimate the volatility. For the
simple reason that the intraday returns do not reflect theahwblatility. This seems to be the
case on this day as illustrated in the two lower panels infeid®b. The two sparsely sampled
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RV cannot capture this variation in full, because the interdatility cannot fully be unearthed
by 20-minute intraday returns.
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Figure 15; The four upper panels show the transaction prices for Alncaon January 24, 2007
are extracted at different sampling frequencies. The Igva@el presents the tick-by-tick return
on transaction data (dots), and the spread as it varied dhout the day (vertical lines). An
interesting aspect of these plots is that the realisedvegidbased on low sampling frequencies,
misses the intense volatility be the end of the day.

Because the realised kernel can be applied to tick-by-&tkrns, it does not suffer from this
problem to the same extent. Utilizing tick-by-tick data @gvthe realised kernel a microscopic
ability to detect and measure volatility, that would othisewbe hidden at lower frequencies (due
to chance). The “strength” of this “microscope” is conteolby the bandwidth parameter, and the
realised kernel gradually looses its ability to detect tilitg at the local level ad is increased.
However,H must be chosen sufficiently large to alleviate the probleaused by noise.

© Royal Economic Society 2008



30 O. E. Barndorff-Nielsen, P. R. Hansen, A. Lunde and N. Shdpha

On January 24, 2007, we believe thatX) ~ 0.90 is a better estimate of volatility than the
subsampled realised variance based on 20 minute returmsewoint estimate is nearly half
that of our preferred estimator.

5. CONCLUSIONS

In this paper we have tried to be precise about how to implémenpreferred realised kernel
on a wide range of data. Based on a non-negative form of tHsedakernel, which uses a
Parzen weight function, we implement it using an averagihthe data at the end conditions.
The realised kernel is sensitive to its bandwidth choicedéfail how to choose this in practice.

A key feature of estimating volatility in the presence ofs®is data cleaning. There is very
little discussion of this in the literature and so we provigste a sustained discussion of the
interaction between cleaning and the properties of rehksenels. This is important in practice,
for in some application areas it is hard to extensively cls@ndata (e.g. quote data may not be
available), while in other areas (such as when one has hlati@des and quotes from the TAQ
database) extensive and rather accurate cleaning is f@ssib

We provide an analysis of the properties of the realiseddtepplied simultaneously to trade
and quote data. We would expect the estimatiofiydfto deliver similar answers and they do,
indicating the strength of these methods.

Finally, we identify an unsolved problem for realised kdsnvehen they applied over relatively
short periods. We call these “challenging days.” They aggatterized by lengthy strong trends
being present in the data, which are not compatible withdgtedhmodels of market microstruc-
ture noise.
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