
 

Data Science as Political Action: Grounding Data Science in
a Politics of Justice

Ben Green*

Abstract:    In response to public scrutiny of data-driven algorithms, the field of data science has adopted ethics
training and principles. Although ethics can help data scientists reflect on certain normative aspects of their
work, such efforts are ill-equipped to generate a data science that avoids social  harms and promotes social
justice.  In  this  article,  I  argue  that  data  science  must  embrace  a  political  orientation.  Data  scientists  must
recognize themselves as political actors engaged in normative constructions of society and evaluate their work
according to its downstream impacts on people’s lives.  I  first  articulate why data scientists must recognize
themselves as political actors. In this section, I respond to three arguments that data scientists commonly invoke
when challenged to take political positions regarding their work. In confronting these arguments, I describe
why attempting to remain apolitical is itself a political stance—a fundamentally conservative one—and why
data science’s attempts to promote “social good” dangerously rely on unarticulated and incrementalist political
assumptions. I then propose a framework for how data science can evolve toward a deliberative and rigorous
politics  of  social  justice.  I  conceptualize  the  process  of  developing  a  politically  engaged  data  science  as  a
sequence of four stages. Pursuing these new approaches will empower data scientists with new methods for
thoughtfully and rigorously contributing to social justice.
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1    Introduction

The  field  of  data  science  has  entered  a  period  of
reflection and reevaluation.① Alongside its rapid growth
in both size and stature in recent years, data science has
become  beset  by  controversies  and  scrutiny.  Machine
learning algorithms that guide decisions in areas such as
hiring, healthcare, criminal sentencing, and welfare are
often  biased,  inscrutable,  and  proprietary[1−6].
Algorithms  that  drive  social  media  feeds  manipulate
people’s  emotions[7],  spread  misinformation[8],  and
amplify  political  extremism[9].  Facilitating  these  and
other  algorithms  are  massive  datasets,  often  gained
illicitly  or  without  meaningful  consent,  that  reveal

sensitive and intimate information about people[10−13].
Many  individuals  and  organizations  responded  to

these controversies by advocating for a focus on ethics
in computing training and practice[14]. Universities have
created new courses  that  train  students  to  consider  the
ethical  implications  of  computer  science[15−18];  one
crowdsourced  list  includes  more  than  300  such
classes[19]. Former US Chief Data Scientist D. J. Patil has
argued that data scientists need a code of ethics[20]. The
Association  for  Computing  Machinery  (ACM),  the
world’s  largest  educational  and  scientific  computing
society,  updated  its  Code  of  Ethics  and  Professional
Conduct  in  2018  for  the  first  time  since  1992[21].  The
broad motivation behind these efforts is the assumption
that,  if  only  data  scientists  were  more  attuned  to  the
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ethical  implications  of  their  work,  many  harms
associated with data science could be avoided[14].

Although emphasizing ethics  is  an important  step in
data  science’s  development  toward  greater  socially
responsibility, it is an insufficient response to the broad
issues  of  social  justice  that  are  implicated  by  data
science.② As described in the introductory article for this
special  issue,  technology  ethics  as  applied  in  practice
suffers  from  four  significant  limitations[14].  First,
technology  ethics  principles  are  abstract  and  lack
mechanisms  to  ensure  that  engineers  follow  ethical
principles.  Second,  technology  ethics  has  a  myopic
focus on individual engineers and on technology design,
overlooking  the  structural  sources  of  technological
harms.  Third,  technology  ethics  is  subsumed  into
corporate logics and practices rather than substantively
altering behavior. All told, the rise of technology ethics
often reflects a practice dubbed “ethics-washing”: tech
companies  deploying  the  language  of  ethics  to  resist
more structural reforms that would curb their power and
profits.

Thus, while ethics provides useful frameworks to help
data scientists reflect on their practice and the impacts
of  their  work,  these  approaches  are  insufficient  for
generating a data science that  avoids social  harms and
that  promotes  social  justice.  The  normative
responsibilities  of  data  scientists  cannot  be  managed
through  to  a  narrow  professional  ethics  that  lacks
normative  weight  and  supposes  that,  with  some
reflection  and  a  commitment  to  best  practices,  data
scientists  will  make  the “right” decisions  that  lead  to
“good” technology.  Instead of  relying on vague moral
principles that obscure the structural drivers of injustice,
data  scientists  must  engage  in  politics:  the  process  of
negotiating  between  competing  perspectives,  values,
and goals.

In other words, we must recognize data science as a
form of political action. Data scientists must recognize
themselves  as  political  actors  engaged  in  normative
constructions  of  society.  In  turn,  data  scientists  must
evaluate  their  efforts  according  to  the  downstream
impacts on people’s lives.

By  politics  and  political,  I  do  not  refer  directly  to

partisan or  electoral  debates  about  specific  parties  and
candidates.  Instead,  I  invoke  these  terms  in  a  broader
sense that transcends activity directly pertaining to the
government,  its  laws,  and  its  representatives.  Two
aspects  of  politics  are  paramount.  First,  politics  is
everywhere in the social  world.  As defined by politics
professor Adrian Leftwich, “politics is at the heart of all
collective  social  activity,  formal  and  informal,  public
and  private,  in  all  human  groups,  institutions,  and
societies”[23].  Second,  politics  has  a  broad  reach.
Political scientist Harold Lasswell describes politics as
“who gets what, when, how”[24]. The “what” here could
mean  many  things:  money,  goods,  status,  influence,
respect,  rights,  and  so  on.  Understood  in  these  terms,
politics  comprises  any  activities  that  affect  or  make
claims  about  the  who,  what,  when,  and  how  in  social
groups, both small and large.

Data scientists are political actors in that they play an
increasingly  powerful  role  in  determining  the
distribution  of  rights,  status,  and  goods  across  many
social  contexts.  As  data  scientists  develop  tools  that
inform  important  social  and  political  decisions—who
receives a job offer, what news people see, where police
patrols—they shape social outcomes around the world.
Data scientists are some of today’s most powerful (and
obscured)  political  actors,  structuring  how  institutions
conceive of problems and make decisions.

This article will justify and develop the notion of data
science  as  political  action.  My  argument  raises  two
questions:  (1)  Why  must  data  scientists  recognize
themselves  as  political  actors?  and  (2)  How  can  data
scientists  ground  their  practice  in  a  politics  of  social
justice? The two primary sections of this article will take
up these questions in turn.

My aim is  to  support  data  science  toward  playing  a
more  productive  role  in  promoting  equity  and  social
justice. I do not intend to stop data science in its tracks,
critique  individual  practitioners,  or  discourage  data
scientists  from  working  on  social  problems.  The  path
ahead does not  require data scientists  to abandon their
technical expertise, but it does require data scientists to
expand their notions of what problems to work on and
how to engage with society. This process may involve
an uncomfortable period of change. But I am confident
that  exciting  new  areas  for  research  and  practice  will
emerge, producing a field that can contribute to a more
egalitarian and just society.

② In  Black  Feminist  Thought,  Patricia  Hill  Collins  defines  a “social
justice project” as “an organized, long-term effort to eliminate oppression
and empower individuals and groups within a just society”. Oppression,
she writes, is “an unjust situation where, systematically and over a long
period of time, one group denies another group access to the resources of
society”[22].
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2    Why  Must  Data  Scientists  Recognize
Themselves as Political Actors?

The first part of this article will attempt to answer this
question  in  the  form  of  a  dialogue  with  a  well-
intentioned  skeptic.  I  will  respond  to  three  arguments
that are commonly invoked by data scientists when they
are  challenged  to  take  political  stances  regarding  their
work. These arguments have been expressed in a variety
of  public  and  private  settings  and  will  be  familiar  to
anyone who has engaged in discussions about the social
responsibilities of data scientists.

These are by no means the only arguments proffered
in this  larger debate,  nor do they represent  any sort  of
unified  position  among  data  scientists.  In  practice,
computer  scientists  are “diverse  and  ambivalent
characters”[25] who engage in “nuanced, contextualized,
and  reflexive  practices”[26].  Some  computer  science
subfields  (such  as  CSCW[27])  have  long  histories  of
engaging  with  sociotechnical  practices  and  normative
implications, while others (such as the ACM Conference
on Fairness, Accountability, and Transparency (FAccT))
are  actively  developing  such  approaches.  Nonetheless,
in my experience, the three positions considered here are
the  most  common  and  compelling  arguments  made
against  a  politically  oriented  data  science.  Any
promotion  of  a  more  politically  engaged  data  science
must contend with them.

2.1    Argument 1: “I am just an engineer”

This first argument represents a common attitude among
engineers. In this view, although engineers develop new
tools, their work does not determine how a tool will be
used. Artifacts are seen as neutral objects that lack any
inherent normative character and that can simply be used
in  good or  bad ways.  By this  logic,  engineers  bear  no
responsibility for the impacts of their creations.

It  is  common  for  data  scientists  to  argue  that  the
impacts of technology are unknowable. As one computer
scientist  who  faced  criticism  for  developing  facial
recognition  software  argued  in  defense  of  his  work,
“Anything can be used for good. Anything can be used
for bad”[28]. Similarly, during a 2019 NeurIPS workshop,
in which two panelists highlighted the harmful impacts
of  AI  on  communities  of  color,  several  computer
scientists in the audience countered that it is impossible
to  know  what  the  impacts  of  research  will  be  or  to
prevent others from misusing products[29].

By articulating their limited role as neutral researchers,
data  scientists  provide  themselves  with  an  excuse  to
abdicate  responsibility  for  the  social  and  political
impacts  of  their  work.  When  a  paper  that  used  neural
networks  to  classify  crimes  as  gang-related  was
challenged for its potentially harmful effects on minority
communities,  a  senior  author  on  the  paper  deflected
responsibility by arguing, “It’s basic research”[30].

Although it is common for engineers to see themselves
as separate from politics, many scholars have thoroughly
articulated how technology embeds politics and shapes
social outcomes. As political theorist Langdon Winner
describes, “technological  innovations  are  similar  to
legislative  acts  or  political  foundings  that  establish  a
framework for public order that will endure over many
generations. For that reason, the same careful attention
one would give to the rules, roles, and relationships of
politics must also be given to such things as the building
of highways, the creation of television networks, and the
tailoring  of  seemingly  insignificant  features  on  new
machines.  The  issues  that  divide  or  unite  people  in
society  are  settled  not  only  in  the  institutions  and
practices of politics proper, but also, and less obviously,
in tangible arrangements of steel and concrete, wires and
semiconductors, and nuts and bolts”[31].

Even  though  technology  does  not  conform  to
conventional notions of politics, it often shapes society
in  much the  same way as  laws,  elections,  and  judicial
opinions.  In  this  sense, “the  scientific  workplace
functions as a key site for the production of social and
political  order”[32].  Thus,  as  with  many  other  types  of
scientists,  data  scientists  possess “a  source  of  fresh
power that escapes the routine and easy definition of a
stated political power”[33].

There are many examples of engineers developing and
deploying technologies that, by structuring behavior and
shifting power, shape aspects of society. As one example,
Winner  famously  (and  controversially[34, 35])  describes
how  Robert  Moses  designed  the  bridges  over  the
parkways  on  Long  Island,  New  York  with  low
overpasses[31].  Moses  purportedly  did  this  to  prevent
buses (which predominantly carried lower-class and non-
white urban residents) from navigating these parkways
and accessing the parks to which they led.

Another  historical  example  similarly  demonstrates
how the  design  of  traffic  technologies  can  have  social
and  political  ramifications.  As  historian  Peter  Norton
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describes, when automobiles were introduced onto city
streets in the 1920s, they created chaos and conflict in the
existing  social  order[36].  Many  cities  turned  to  traffic
engineers  as “disinterested  experts” whose  scientific
methods  could  provide  a  neutral  and optimal  solution.
But  the  engineers’ solution  contained  unexamined
assumptions and values, namely, that “traffic efficiency
worked  for  the  benefit  of  all”.  As  traffic  engineers
changed the timings of traffic signals to enable cars to
flow freely, their so-called solution “helped to redefine
streets as motor thoroughfares where pedestrians did not
belong”. These actions by traffic engineers helped shape
the  next  several  decades  of  automobile-focused  urban
development in US cities.

Although these particular outcomes could be chalked
up to unthoughtful design, any decisions that the traffic
engineers  made  would  have  had  some  such  impact:
determining how to time streetlights requires judgments
about what outcomes and whose interests to prioritize.
Whatever they and the public may have believed, traffic
engineers  were  never “just” engineers  optimizing
society “for  the  benefit  of  all”.  Instead,  they  were
engaged  in  the  process—via  formulas  and  signal
timings—of  defining  which  street  uses  should  be
supported and which should be constrained. The traffic
engineers may not have decreed by law that streets were
for cars, but their technological intervention assured this
outcome by other means.

Data  scientists  today  risk  repeating  this  pattern  of
designing tools  with  inherently  political  characters  yet
largely overlooking their own agency and responsibility.
By imagining an artificially limited role for themselves,
engineers  create  an  environment  of  scientific
development  that  requires  few  moral  or  political
responsibilities. But this conception of engineering has
always  been  a  mirage.  Developing  any  technology
contributes to the particular “social contract implied by
building  that  technological  system  in  a  particular
form”[31].

Of  course,  we  must  also  resist  placing  too  much
responsibility on data scientists. The point is not that, if
only  they  recognized  their  social  impacts,  engineers
could themselves solve social  issues.  Technology is  at
best just one tool among many for addressing complex
social  problems[37].  Nor  should  we  uncritically  accept
the  social  influence  that  data  scientists  have.  Having
unelected  and  unaccountable  technical  experts  make

core decisions about governance away from the public
eye  imperils  essential  notions  of  how  a  democratic
society ought to function. As Science, Technology, and
Society (STS) scholar Sheila Jasanoff argues, “The very
meaning  of  democracy  increasingly  hinges  on
negotiating the limits of the expert’s power in relation to
that of the publics served by technology”[38].

Nonetheless,  the  design  and  implementation  of
technology  does  rely,  at  some  level,  on  trained
practitioners. This raises several questions that animate
the rest of this article. What responsibilities should data
scientists  bear?  How  must  data  scientists
reconceptualize their scientific and societal roles in light
of these responsibilities?

2.2    Argument  2: “Our  job  is  not  to  take  political
stances”

Data scientists adhering to this second argument likely
accept the response to Argument 1 but feel stuck, unsure
how to appropriately act as more than “just” an engineer.
“Sure, I am developing tools that impact people’s lives”,
they  may  acknowledge,  before  asking, “But  is  not  the
best thing to just be as neutral as possible?”

Although  it  is  understandable  how  data  scientists
come to this position, their desire for neutrality suffers
from  two  important  failings.  First,  neutrality  is  an
unachievable  goal,  as  it  is  impossible  to  engage  in
science  or  politics  without  being  influenced  by  one’s
background, values, and interests. Second, striving to be
neutral is not itself a politically neutral position. Instead,
it is a fundamentally conservative one.③

An ethos of objectivity has long been prevalent among
scientists. Since the nineteenth century, objectivity has
evolved into a set of widespread ethical and normative
scientific  practices.  Conducting  good  science—and
being  a  good  scientist—meant  suppressing  one’s  own
perspective  so  that  it  would  not  contaminate  the
interpretations of observations[39].

Yet  this  conception  of  science  was  always  rife  with
contradictions and oversights. Knowledge is shaped and
bounded  by  the  social  contexts  that  generated  it.  This
insight forms the backbone of standpoint theory, which
articulates that “nothing in science can be protected from
cultural  influence—not  its  methods,  its  research
technologies,  its  conceptions  of  nature’s  fundamental
ordering  principles,  its  other  concepts,  metaphors,
③ I  use  conservative  here  in  the  sense  of  maintaining  the  status  quo
rather than in relation to any specific political party or movement.
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models,  narrative  structures,  or  even  formal
languages”[40].  Although  scientific  standards  of
objectivity  account  for  certain  kinds  of  individual
subjectivity, they are too narrowly construed: “methods
for  maximizing  objectivism  have  no  way  of  detecting
values,  interests,  discursive  resources,  and  ways  of
organizing  the  production  of  knowledge  that  first
constitute  scientific  problems,  and  then  select  central
concepts,  hypotheses  to  be  tested,  and  research
designs”[40].

These  processes  make  the  supposedly  objective
scientific “gaze from nowhere” nothing more than “an
illusion”[41]. Every aspect of science is imbued with the
characteristics  and  interests  of  those  who  produce  it.
This  does  not  invalidate  every  scientific  finding  as
arbitrary,  but  points  to  science’s  contingency  and
reliance on its practitioners: all research and engineering
are developed within particular institutions and cultures
and with particular problems and purposes in mind.

Just as it is impossible to conduct science in any truly
neutral  way,  there  is  no  such  thing  as  a  neutral  (or
apolitical) approach to politics. As philosopher Roberto
Unger  writes,  political  neutrality  is  an “illusory  and
ultimately idolatrous goal” because “no set of practices
and institutions can be neutral among conceptions of the
good”[42].

Instead of being neutral and apolitical, attempts to be
neutral and apolitical embody an implicitly conservative
politics. Because neutrality does not mean value-free—
it means acquiescence to dominant social and political
values, freezing the status quo in place. Neutrality may
appear to be apolitical, but that is only because the status
quo  is  taken  as  a  neutral  default.  Anything  that
challenges  the  status  quo—which  efforts  to  promote
social  justice  must  do by definition—will  therefore  be
seen  as  political.  But  efforts  for  reform  are  no  more
political than efforts to resist reform or even the choice
simply  to  not  act,  both  of  which  preserve  existing
systems.

Although surely not the intent of every scientist  and
engineer  who  strives  for  neutrality,  broad  cultural
conceptions  of  science  as  neutral  entrench  the
perspectives of dominant social groups, who are the only
ones  entitled  to  legitimate  claims  of  neutrality.  For
example,  many  scholars  have  noted  that  neutrality  is
defined  by  a  masculine  perspective,  making  it
impossible  for  women  to  be  seen  as  objective  or  for

neutral positions to consider female standpoints[40, 43−45].
The voices of Black women are particularly subjugated
as  partisan  and  anecdotal[22].  Because  of  these
perceptions,  when  people  from  marginalized  groups
critique scientific findings, they are cast off as irrational,
political, and representing a particular perspective[41]. In
contrast, the practices of science and the perspectives of
the dominant groups that uphold it are rarely considered
to suffer from the same maladies.

Data  science  exists  on  this  political  landscape.
Whether articulated by their developers or not, machine
learning  systems  already  embed  political  stances.
Overlooking  this  reality  merely  allows  these  political
judgments to pass without scrutiny, in turn granting data
science systems with more credence and legitimacy than
they deserve.

Predictive  policing  algorithms  offer  a  particularly
pointed  example  of  how  striving  to  remain  neutral
entrenches  and legitimize  existing political  conditions.
The  issue  is  not  simply  that  the  training  data  behind
predictive policing algorithms are biased due to a history
of  overenforcement  in  minority  neighborhoods.  In
addition,  our  very  definitions  of  crime  and  how  to
address it are the product of racist and classist historical
processes.  Dating  back  to  the  eras  of  slavery  and
reconstruction, cultural associations of Black men with
criminality  have  justified  extensive  police  forces  with
broad powers[46]. The War on Drugs, often identified as
a significant  cause of  mass incarceration,  emerged out
of  an  explicit  agenda  by  the  Nixon  administration  to
target people of color[47].④ Meanwhile, crimes like wage
theft  are  systemically  underenforced  by  police  and  do
not  even  register  as  relevant  to  conversations  about
predictive policing.⑤

Moreover,  predictive  policing  rests  on  a  model  of
policing that is itself unjust. Predictive policing software
could exist only in a society that deploys vast punitive
resources to prevent social disorder, following “broken
④ As Nixon’s special counsel John Ehrlichman explained years later,
“We knew we could  not  make  it  illegal  to  be  either  against  the  war  or
black. But by getting the public to associate the hippies with marijuana
and  blacks  with  heroin,  and  then  criminalizing  both  heavily,  we  could
disrupt those communities. We could arrest their leaders, raid their homes,
break up their meetings, and vilify them night after night on the evening
news. Did we know we were lying about the drugs? Of course we did.”[48]

⑤ Wage theft occurs when employers deny their employees the wages
or benefits to which they are legally entitled (e.g., not paying employees
for overtime work). Wage theft steals more value than all other kinds of
theft  (such  as  burglaries)  combined,  typically  carried  out  by  business
owners against low-income workers[49].
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windows” tactics.  Policing  has  always  been  far  from
neutral: “the basic nature of the law and the police, since
its earliest origins, is to be a tool for managing inequality
and  maintaining  the  status  quo”[50].  The  issues  with
policing  are  not  flaws  of  training  or  methods  or “bad
apple” officers, but are endemic to policing itself[46, 50].

Against this backdrop, choosing to develop predictive
policing  algorithms  is  not  neutral.  Accepting  common
definitions of crime and how to address it may seem to
allow data scientists to remove themselves from politics,
but instead upholds historical politics of social hierarchy.

Although  predictive  policing  represents  a  notably
salient example of how data science cannot be neutral,
the same could be said of all applied data science. Biased
data  are  certainly  one  piece  of  the  story,  but  so  are
existing social and political conditions, definitions and
classifications  of  social  problems,  and  the  set  of
institutions  that  respond  to  those  problems.  None  of
these factors are neutral and removed from politics. And
while  data  scientists  are  of  course  not  responsible  for
creating these aspects of society, they are responsible for
choosing  how  to  interact  with  them.  Neutrality  in  the
face  of  injustice  only  reinforces  that  injustice.  When
engaging with aspects of the world steeped in history and
politics, in other words, it is impossible for data scientists
to not take political stances.

I  do  not  mean  to  suggest  that  every  data  scientist
should share a singular political vision—that would be
wildly unrealistic. It is precisely because the field (and
world) hosts a diversity of normative perspectives that
we must surface political debates and recognize the role
they  play  in  shaping  data  science  practice.  Nor  is  my
argument  meant  to  suggest  that  articulating  one’s
political commitments is a simple task. Normative ideals
can  be  complex  and  conflicting,  and  one’s  own
principles can evolve over time. Data scientists need not
have  precise  answers  about  every  political  question.
However, they must act in light of articulated principles
and  grapple  with  the  uncertainty  that  surrounds  these
ideals.

2.3    Argument 3: “We should not let the perfect be
the enemy of the good”

Following  the  responses  to  Arguments  1  and  2,  data
scientists  asserting  this  third  argument  likely
acknowledge that their creations will unavoidably have
social impacts and that neutrality is not possible. Yet still

holding  out  against  a  thorough  political  engagement,
they  fall  back  on  a  seemingly  pragmatic  position:
because  data  science  tools  can  improve  society  in
incremental but important ways, we should support their
development  rather  than  argue  about  what  a  perfect
solution might be.

Despite  being  the  most  sophisticated  of  the  three
arguments,  this  position  suffers  from  several
underdeveloped  principles.  First,  data  science  lacks
robust  theories  regarding  what “perfect” and “good”
actually entail.  As a result,  the field typically adopts a
superficial  approach  to  reform  that  involves  making
vague  (almost  tautological)  claims  about  what  social
conditions are desirable. Second, this argument fails to
articulate  how  to  evaluate  or  navigate  the  relationship
between  the  perfect  and  the  good.  Efforts  to  promote
social good thus tend to take for granted that technology-
centric incremental reform is an appropriate strategy for
social  progress.  Yet,  considered  from a  perspective  of
substantive  equality  and  anti-oppression,  many  data
science efforts to do good are not, in fact, consistently
doing good.
2.3.1    Data  science  lacks  a  thorough  definition  of

“social good”
Across the broad world of data science, from academic
institutes  to  conferences  to  companies  to  volunteer
organizations, “social  good” (or  just “good”)  has
become  a  popular  term.  Numerous  universities  across
the  United  States  and  Europe  have  hosted  the  Data
Science for Social Good Summer Fellowship.⑥ Several
major computer science conferences have hosted AI for
Social Good workshops,⑦ and in 2014 the theme of the
entire  ACM  SIGKDD  Conference  on  Knowledge
Discovery and Data Mining (KDD) was “Data Mining
for  Social  Good”.⑧ Since  2014,  the  company
Bloomberg  has  hosted  an  annual  Data  for  Good
Exchange.⑨ The  non-profit  Delta  Analytics  strives  to
promote “Data-driven solutions for social good”.⑩

While this energy to do good among the data science
community is both commendable and exciting, the field
has not developed (nor even much debated) any working
definitions of the term “social good” to guide its efforts.
Instead, the field seems to operate on a “know it when
⑥ http://www.dssgfellowship.org
⑦ https: //aiforsocialgood.github.io/
⑧ https: //www.kdd.org/kdd2014/
⑨ https: //www.bloomberg.com/company/d4gx/
⑩ http://www.deltanalytics.org
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you see it” approach, relying on rough proxies such as
crime = bad, poverty = bad, and so on. The term’s lack
of precision prompted one of Delta Analytics’ founders
to  write  that “‘data  for  good’ has  become an  arbitrary
term to the detriment of the goals of the movement”[51].
The notable exception is Mechanism Design for Social
Good  (MD4SG),  which  articulates  a  clear  research
agenda “to improve access to opportunity, especially for
communities  of  individuals  for  whom  opportunities
have historically been limited”[52].

In  fact,  the  term “social  good” lacks  a  thorough
definition even beyond the realm of data science. It is not
defined  in  dictionaries  like  Merriam-Webster,  the
Oxford  English  Dictionary,  and  Dictionary.com,  nor
does it have a page on Wikipedia.⑪ To find a definition
one  must  look  to  the  financial  education  website
Investopedia, which defines social good as “something
that benefits the largest number of people in the largest
possible way, such as clean air, clean water, healthcares,
and literacy”[54]. There is, of course, extensive literature
(spanning  philosophy,  STS,  and  other  fields)  that
considers  what  is  socially  desirable,  yet  data  science
efforts  to  promote “social  good” rarely  reference  this
literature.

This lack of definition leads to “data science for social
good” projects  that  span  a  wide  range  of  conflicting
political orientations. For example, some work under the
“social  good” umbrella  is  explicitly  developed  to
enhance police accountability and promote non-punitive
alternatives  to  incarceration[55, 56].  In  contrast,  other
work  under  the “social  good” label  aims  to  enhance
police operations. One such paper aimed to classify gang
crimes  in  Los  Angeles[30, 57].  This  project  involved
taking  for  granted  the  legitimacy  of  the  Los  Angeles
Police  Department’s  gang  data—a  notoriously  biased
type of data[58] from a police department that has a long
history  of  abusing  minorities  in  the  name  of  gang
suppression[50].  That  such  politically  disparate  and
conflicting  work  could  be  similarly  characterized  as
“social  good” should  prompt  a  reconsideration  of  the
core terms and principles. When the term encompasses
everything, it means nothing.

The  point  is  not  that  there  exists  a  single  optimal
definition of “social good”, nor that every data scientist
should agree on one set of principles. Instead, there is a

multiplicity  of  perspectives  that  must  be  openly
acknowledged  to  surface  debates  about  what “good”
actually entails. Currently, however, the field lacks the
language  and  perspective  to  sufficiently  evaluate  and
debate differing visions of what is “good”. By framing
their  notions  of “good” in  such  vague  and  undefined
terms, data scientists get to have their cake and eat it too:
they can receive praise and publications based on broad
claims about solving social  challenges,  while avoiding
substantive  engagement  with  social  and  political
impacts.

Most  dangerously,  data  science’s  vague  framing  of
social good allows those already in power to present their
normative  judgments  about  what  is “good” as  neutral
facts  that  are  difficult  to  challenge.  As  discussed  in
Section 2.2, neutrality is an impossible goal and attempts
to be neutral tend to reinforce the status quo. Thus, if the
field does not openly debate definitions of “perfect” and
“good”, the assumptions and values of dominant groups
will  tend  to  win  out.  Projects  that  purport  to  enhance
social  good  but  fail  to  reflexively  engage  with  the
political context are likely to reproduce the exact forms
of social oppression that many working towards “social
good” seek to dismantle.⑫
2.3.2    Pursuing  an  incremental “good” can  reinforce

oppression
Even if data scientists acknowledge that “social good” is
often  poorly  defined,  they  may  still  adhere  to  the
argument that “we should not let the perfect be the enemy
of the good”. “After all”, they might say, “is not some
solution,  however  imperfect,  better  than  nothing?” As
one paper asserts, “we should not delay solutions over
concerns of optimal” outcomes[60].

At  this  point  the  second  failure  of  Argument  3
becomes clear: it tells us nothing about the relationship
between the perfect and the good. Data science has thus
far  not  developed  any  rigorous  methodology  for
considering  the  relationship  between  algorithmic
interventions  and  social  impacts.  Although  data
scientists  generally  acknowledge  that  data  science
cannot provide perfect solutions to social problems, the
field typically takes for granted that incremental reforms
using data  science contribute  to  the “social  good”.  On
this logic, we should applaud any attempts to alleviate
issues  such  as  crime,  poverty,  and  discrimination.
Meanwhile,  because “the  perfect” represents  an⑪ Searching Wikipedia for “social good” automatically redirects to the

page  for “common  good”,  a  term  similarly  undefined  in  data  science
parlance[53].

⑫ Reflexivity  refers  to  the  practice  of  treating  one’s  own  scientific
inquiry as a subject of analysis[59].
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unrealizable utopia we should not waste time and energy
debating the ideal solution.

Although efforts to promote “social good” using data
science can be productive,⑬ pursuing such applications
without  a  rigorous theory of  social  change can lead to
harmful  consequences.  A  reform  that  seems  desirable
from  a  narrow  perspective  focused  on  immediate
improvements  can  be  undesirable  from  a  broader
perspective  focused  on  long-term,  structural  reforms.
Understood in these terms, the dichotomy between the
idealized “perfect” and the incremental “good” is a false
one: articulating visions of an ideal society is an essential
step for developing and evaluating incremental reforms.
In order to rigorously conceive of and compare potential
incremental reforms, we must first debate and refine our
conceptions of the society we want to create; following
those  ideals,  we  can  then  evaluate  whether  potential
incremental reforms push society in the desired direction.
Because there is  a multiplicity of imagined “perfects”,
which  in  turn  suggest  an  even  larger  multiplicity  of
incremental “goods”, reforms must be evaluated based
on what type of society they promote in both the short
and long term. In other words, rather than treating any
incremental  reform  as  desirable,  data  scientists  must
recognize  that  different  incremental  reforms  can  push
society down drastically different paths.

When attempting to achieve reform, an essential task
is  to  evaluate  the  relationship  between  incremental
changes and long-term agendas for a more just society.
As  social  philosopher  André  Gorz  proposes,  we  must
distinguish  between “reformist  reforms” and “non-
reformist  reforms”[61].  Gorz  explains, “A  reformist
reform  is  one  which  subordinates  its  objectives  to  the
criteria of rationality and practicability of a given system
and  policy.” In  contrast,  a  non-reformist  reform “is
conceived  not  in  terms  of  what  is  possible  within  the
framework of a given system and administration, but in
view of what should be made possible in terms of human
needs and demands”.

Reformist  and  non-reformist  reforms  are  both
categories of incremental reform, but they are conceived
through  distinct  processes.  Reformist  reformers  start
within  existing  systems,  looking  for  ways  to  improve
them. In contrast, non-reformist reformers start beyond
existing  systems,  looking  for  ways  to  achieve

emancipatory social conditions. Because of the distinct
ways that these two types of reforms are conceived, the
pursuit  of  one  versus  the  other  can  lead  to  widely
divergent social and political outcomes.

The solutions proposed by data  scientists  are  almost
entirely  reformist  reforms.  The  standard  logic  of  data
science—grounded  in  accuracy  and  efficiency—tends
toward accepting and working within the parameters of
existing  systems.  Data  science  interventions  are
therefore typically proposed to improve the performance
of  a  system  rather  than  to  substantively  alter  it.  And
while  these  types  of  reforms  have  value  under  certain
conditions,  such  an  ethos  of  reformist  reforms  is
unequipped to identify and pursue the larger changes that
are  necessary  across  many  institutions.  This  approach
may even serve to entrench and legitimize the status quo.
From the standpoint of existing systems, it is impossible
to  imagine  alternative  ways  of  structuring
society—when reform is  conceived  in  this  way, “only
the most narrow parameters of change are possible and
allowable”[62].

In  this  sense,  data  science’s  dominant  strategy  of
pursuing  a  reformist,  incremental  good  resembles  a
greedy algorithm: at every point in time, the strategy is
to  make immediate  improvements  in  the  local  vicinity
of  the  status  quo.  Although  a  greedy  strategy  can  be
useful for simple problems, it  is unreliable in complex
search spaces: we may quickly find a local maximum but
will  never  reach  a  further-afield  terrain  of  far  better
solutions. Moves that are immediately beneficial can be
counterproductive  for  finding  the  global  optimum.
Similarly, although reformist reforms can lead to certain
improvements,  a  strategy  limited  to  reformist  reforms
cannot  guide  robust  responses  to  complex  political
problems.  Reforms  that  appear  desirable  within  the
narrow  scope  of  a  reformist  strategy  can  be
counterproductive  for  achieving  structural  reforms.
Even  though  the  optimal  political  solution  is  rarely
achievable (and is often subject to significant debate), it
is  necessary to fully characterize the space of possible
reforms  and  to  evaluate  how  reliably  different
approaches can generate more egalitarian outcomes.

The US criminal justice system, a domain where data
scientists  are  increasingly  striving  to  do  good,
exemplifies  the  limits  of  a  reformist  mindset.  Because
criminal  justice  reform  can  be “superficial  and
deceptive”[63],  it  is  necessary  to  couch  reform  efforts

⑬ See e.g., the set of projects completed by the Data Science for Social
Good Fellowship: http://www.dssgfellowship.org/projects/.
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within  a  broader  vision  of  long-term,  non-reformist
change. This is the approach taken by the movement for
police and prison abolition. Notably, prison abolitionists
object  to  reforms  that “render  criminal  law
administration  more  humane,  but  fail  to  substitute
alternative  institutions  or  approaches  to  realize  social
order  maintenance  goals”[64].  Instead,  abolitionists
pursue  only  reforms  that  reduce  or  replace  carceral
responses to social disorder.

In  contrast  with  this  abolitionist  ethos,  most  data
science efforts to contribute “good” are grounded in the
existing  practices  of  the  criminal  justice  system.  A
notable  example  is  pretrial  risk  assessments.  Even  if
they  lead  to  incremental  improvements,  these  tools
legitimize  policies  that  drive  racial  injustice  and  mass
incarceration[65].  Meanwhile,  an  entirely  separate
incremental  reform—an  abolitionist  and  non-reformist
(and  non-technological)  one—is  possible:  ending  cash
bail and pretrial detention. Recent surveys show public
support for such reforms[66, 67].

Adopting  pretrial  risk  assessments  and  abolishing
pretrial  detention  appear  to  respond  to  the  same
problems, suggesting that these two reforms are aligned.
However, these reforms derive from conflicting visions
of the “perfect”. Reformers supporting risk assessments
accept  pretrial  detention  as  part  of  criminal  justice
system, aiming merely to improve the means by which
people  are  selected  for  pretrial  detention.  Meanwhile,
reformers aiming to abolishing pretrial detention reject
pretrial  detention,  aiming  to  abolish  the  practice
altogether.  In  other  words,  the  debate  about  risk
assessments hinges on political questions about how the
criminal justice system should be structured. It  is  only
by articulating our imagined perfects that we can even
recognize  the  underlying  tension  between  these  two
incremental  reforms,  let  alone  properly  debate  which
one to pursue.

The  point  is  not  that  data  science  is  incapable  of
improving society. However, data science interventions
must be evaluated against alternative reforms as just one
of  many options,  rather  than compared merely  against
the status quo as the only possible reform. There should
not  a  default  presumption  that  machine  learning
provides an appropriate reform for every problem.

In  sum,  attempts  by  data  scientists  to  avoid  politics
overlook  technology’s  social  impacts,  privilege  the
status quo, and narrow the range of possible reforms. The

field  of  data  science  will  be  unable  to  meaningfully
advance  social  justice  without  accepting  itself  as
political. The question that remains is how it can do so.

3    How  Can  Data  Scientists  Ground  Their
Practice in Politics?

The  first  part  of  this  article  argued  that  data  scientists
must  recognize  themselves  as  political  actors.  Yet
several  questions  remain:  What  would  it  look  like  for
data  science  to  be  explicitly  grounded  in  a  politics  of
social  justice? How might the field evolve toward this
end?

I  conceptualize  the  process  of  incorporating  politics
into data science as following four stages, with reforms
at both the individual and the institutional/cultural levels.
Stage  1  (Interest)  involves  data  scientists  becoming
interested in working directly on addressing social issues.
In  Stage  2  (Reflection),  the  data  scientists  involved  in
that  work  come  to  recognize  the  politics  that  underlie
these issues and their  attempts to address them.⑭ This
leads to Stage 3 (Applications), in which data scientists
direct the methods at their disposal toward new problems.
Finally, Stage 4 (Practice) involves the long-term project
of  developing  new  methods  and  structures  that  orient
data science around a politics of social justice.

I discuss each stage in more detail below. While not
every person or project will follow this precise trajectory,
it  presents  a  possible  path  for  data  scientists  to
incorporate politics into their practice. In fact, many data
scientists  already  are  following  some  version  of  these
stages toward a politically informed data science.

3.1    Stage 1: Interest

The first step toward infusing a deliberate politics into
data  science  is  for  data  scientists  to  orient  their  work
around addressing social issues. Such efforts are already
well underway, from “data for good” programs to civic
technology  groups  to  the  growing  numbers  of  data
scientists  working  in  governments  and  non-profits.
Although  they  may  not  have  an  articulated  vision  of
“social  good”,  many  data  scientists  are  eager  to  apply
⑭ Some might argue that the order of Stages 1 and 2 should be reversed:
data scientists should reflect first, then act to address social issues. This
would  be  the  most  responsible  approach  and  is  the  practice  that  data
scientists should follow in the long term. In my experience, however, data
scientists’ engagements  with  politics  tend  to  begin  with  an  interest  in
addressing social challenges, which then leads to reflection on the politics
of  data  science.  New  pedagogical  approaches  could  merge  these  two
stages.  For  instance,  a “public  interest  tech” program  could  integrate
reflection on the political nature of data science into its efforts to apply
data science in practice.
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their work to pressing societal challenges.
However, relative to the excitement around such work,

there  is  a  dearth  of  opportunities  for  data  scientists  to
apply their skills to an articulated vision of social benefit.
Many academic departments and conferences tend not to
consider such work to be valid research, companies can
find more profit elsewhere, and governments and non-
profits have few internal data science roles. Thus, many
data scientists who want to do socially impactful work
often settle for more traditional research or jobs, in which
technical  contributions  and  profit  provide  the  primary
imperatives.

Data science programs should work towards a model
of “public interest technology” that trains data scientists
to  address  social  issues.  This  involves  not  simply
adopting  this  label,  but  also  providing  methods,
pathways,  and  a  broader  culture  of  support  for  data
scientists to improve society. For example, data science
programs should develop clinics where students provide
technical  and  policy  assistance  to “clients” such  as
activists  and  government  agencies.  Programs  should
also provide funding and guidance for students to find
internships and jobs focused on social impact.⑮

It  is  essential  that “social  good” and “public interest
tech” programs  prioritize  social  and  political  reforms
over deploying technology. The driving goal should be
to  positively  impact  society  rather  than  to  develop
sophisticated  tools.  This  requires  an  attitude  of
agnosticism: “approaching  algorithms  instrumentally,
recognizing them as  just  one type of  intervention,  one
that  cannot  provide  the  solution to  every  problem”[68].
The  more  that  data  scientists  work  directly  with
governments,  communities,  and  service  providers
(rather than on abstract technology problems), the more
thoroughly  they  will  come  to  see  technology  as  an
imperfect means rather than as an end in itself. Without
this technology-agnostic focus on social impacts, efforts
to apply data science to social problems will reproduce
the  issues  described  in  Section  2.3  and  will  prevent
progression to the following stages.

3.2    Stage 2: Reflection

As they work on data science for social good projects,
data scientists will encounter the political nature of both
the issues at hand and their own efforts to address these

issues. To the extent that they maintain an open-minded
and critical approach grounded in impact, data scientists
will begin to reflect on political questions.

We have seen this process play out most clearly with
respect  to  algorithmic  bias  and  fairness.  Where  just
a  few  years  ago  it  was  common  to  hear  claims
that  data represents “facts” and  that  algorithms  are
“objective”[69, 70], today  it  is  widely  acknowledged
within  data  science  that  data  contains  biases  and  that
algorithms  can  discriminate.  In  addition  to  the  annual
ACM  Conference  on  Fairness,  Accountability,  and
Transparency  (FAccT),  there  have  been  numerous
workshops dedicated to these issues at major computer
science  conferences[71].  Moreover,  there  is  also  an
emerging  literature  that  articulates  the  limitations  and
politics  of  common  approaches  to  studying  and
promoting algorithmic fairness[72−74].

Over time, data scientists must expand this critical and
reflexive lens to increasingly interrogate how all aspects
of their work are political. For example, returning to the
discussion of predictive policing from Section 2.2, it is
not  sufficient  to  develop  algorithms  just  with  a
recognition that crime data are biased. It is necessary to
also  recognize  that  our  definitions  of  crime,  the  set  of
institutions that are tasked with responding to it, and the
interventions  that  those  institutions  provide  are  all  the
result  of  historical  political  processes  laden  with
discrimination.

Reflection  of  this  sort  is  propelled  by  approaching
research with an open mind and honoring the expertise
of  other  disciplines,  policymakers,  and  affected
communities.  Such  reflection  will  be  particularly
enhanced by fluency in fields such as STS and critical
algorithm  studies.  Exposure  to  these  fields  should
become  central  to  data  science  training  programs,
particularly  those  with  an  emphasis  on  applications  of
data science for social good. For data scientists hoping
to  improve  society,  familiarity  with  STS  and  related
fields is just as essential as knowledge of databases and
statistics.

3.3    Stage 3: Applications

In the short term, the insights provided in Stage 2 are not
likely to shake the fundamental structures and practices
of data science. Instead, these insights will empower data
scientists to seek new applications for how existing data
science methods can address injustice and shift power.

⑮ See e.g., a list of job boards and other resources that I have compiled:
https: //www.benzevgreen.com/jobs/.
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These  effects  will  demonstrate  how  incorporating  a
political  perspective  into  data  science  produces  new
directions  for  research  and  applications  rather  than  a
dead end.

Several frameworks can guide data scientists in these
efforts.  For  example,  André  Gorz’s  schema  of  non-
reformist reforms and the framework of prison abolition
provide  conceptual  tools  for  moving  beyond  the  false
dichotomy  between  incremental  and  radical
reform[61, 64].  The notion of “critical  design” embodies
a  similar  approach:  in  contrast  to “affirmative  design,
which “reinforces how things are now”, “critical design
provides  a  critique  of  how  things  are  now  through
designs  that  embody  alternative  social,  cultural,
technical, or economic values”[75]. A related framework
is “anti-oppressive design”, which provides “a guide for
how  best  to  expend  resources,  be  it  the  choice  of  a
research topic, the focus of a new social enterprise, or the
selection of clients and projects, rather than relying on
vague  intentions  or  received  wisdom  about  what
constitutes good”[76].

At each stage of the research and design process, data
scientists should evaluate their efforts according to these
frameworks:  Should  the  design  of  this  algorithm  be
affirmative or critical? Would the implementation of this
model  represent  a  reformist  or  non-reformist  reform?
Would empowering our project partner with this system
challenge  or  entrench  oppression?  Such  analyses  can
help data scientists interrogate their notions of “good” to
engage  in  non-reformist,  critical,  and  anti-oppressive
data  science.  These  approaches  can  also  help  data
scientists  recognize  situations  in  which  non-
technological  reforms  are  more  desirable  than
technological ones[37, 77].

This ethos of pursuing different, politically motivated
data science applications can inform work in areas such
as  policing.  One  dimension  of  this  shift  involves  a
critical and anti-oppressive approach to selecting project
partners.  For  example,  some  researchers  explicitly
articulate an intention to work with community groups
and  social  service  providers  rather  than  with  law
enforcement,  recognizing  that  the  latter  tend  to
contribute  to  structural  oppression[55, 78, 79].  Another
dimension  of  this  shift  involves  orienting  the  analytic
gaze  away  from  individuals  and  towards  institutions.
One  example  of  this  work  used  machine  learning  to
predict which police officers will be involved in adverse

events  such  as  racial  profiling  or  inappropriate  use  of
force[56]. Others have used new algorithmic methods to
find evidence of racial bias in police behavior[80, 81].

Although Stage 3 represents a significant evolution of
data science toward politics, it suffers from three notable
shortcomings. First, it is possible to operate in Stage 3
without  ever  articulating an explicit  politics.  Although
not raising a project’s political motivations may enable
some projects to pass without scrutiny, it  does little to
provide  language or  direction  for  other  data  scientists.
The  field  will  not  evolve  if  political  debates  remain
shrouded.  Moreover,  only  relatively  minor  reforms
could be successfully  promoted in  this  covert  manner:
more significant  reforms will  likely be challenged and
will advance only if they can be explicitly defended.

Second, existing data science methods have a limited
ability to promote social justice. Because of data science’s
adherence to mathematical formalism, current methods
are incapable of  rigorously representing and reasoning
about  social  contexts  and  political  impacts[68].  Thus,
even well-intentioned and seemingly well-designed data
science tools can promote injustice[74].

Third,  merely  directing  data  science  toward  new
applications  remains  fundamentally  undemocratic:  it
allows  data  scientists  to  shape  society  without
deliberation or accountability. In this frame, a cadre of
data  scientists—no  matter  their  intentions  or
actions—retain an outsized power to shape institutions
and decision-making processes. Even when their actions
are grounded in anti-oppressive ideals, the efforts of data
scientists  can  serve  coercive  functions  if  they  are  not
grounded in  the  needs  and desires  of  the  communities
supposedly being served. In order to promote long-term
structural change and social justice, larger shifts in data
science practice are necessary.

3.4    Stage 4: Practice

The  final  stage  is  to  develop  new  modes  for  what  it
means to practice data science. Achieving changes along
these  lines  requires  developing  new  epistemologies,
methodologies, and cultures for data science. While the
path ahead remains somewhat speculative, several broad
directions are clear.
3.4.1    Participatory data science
Data scientists must abandon their desire for a removed
objectivity  in  favor  of  participation  and  deliberation
among  diverse  perspectives.  STS  scholar  Donna
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Haraway  argues  for  a  new  approach  centered  on
“situated  knowledges”:  she  articulates  the  need “for  a
doctrine  and  practice  of  objectivity  that  privileges
contestation  and  deconstruction”,  one  that  recognizes
that  every  claim  emerges  from  the  perspective  of  a
particular person or group of people[41]. Following this
logic,  the “neutral” data  scientist  who  attempts  to
minimize  position-taking  must  be  replaced  by  a  data
science  of  situated  values—a “participatory
counterculture  of  data  science”[82].  This  perspective
highlights  the  importance  of  groups  such  as  Black  in
AI,⑯ LatinX  in  AI,⑰ Queer  in  AI,⑱ and  Women  in
Machine Learning,⑲ all  of which work to increase the
presence  of  underrepresented  groups  in  the  field  of
artificial  intelligence.  Given  that  data  science  is
influenced by practitioners’ perceptions of problems and
of  how  to  address  them,  it  is  essential  to  encourage
greater diversity in data science[83].

Complementing this participatory approach is for data
science to focus more directly on “designing with” rather
than “designing  for” affected  communities  and  social
movements. Data scientists must develop procedures for
incorporating  a  multitude  of  public  voices  into  their
work. When engineers privilege their own perspectives
and fail to consider the multiplicity of needs and values
across  society,  they  tend  to  erase  and  subjugate  those
who  are  already  marginalized[84−90].  To  avoid
participating  in  these  oppressive  (even  if  inadvertent)
acts, data scientists must center affected communities in
their work. One approach toward this end is the principle
of “Nothing  about  us  without  us”,  which  has  been
invoked  in  numerous  social  movements  (in  particular,
among disability rights activists in the 1990s) to signify
that  no  policies  should  be  developed  without  direct
participation from the people most directly affected by
those  policies[91].  The  Design  Justice  Network
articulates a powerful enactment of these values, with its
commitments  to “center  the  voices  of  those  who  are
directly  impacted” and  to “look  for  what  is  already
working at the community level”[92].

This type of approach represents a notable departure
from  traditional  data  science  practice  and
values—efficiency  and  convenience—toward

democracy and empowerment. A great deal of work in
recent  years  has  exemplified  this  approach[79, 93−100].
Mechanisms  for  participatory  design  and  decision
making—such  as  charrettes,  participatory  budgeting,
and co-production—present further models of designing
with  communities.  Any  participatory  practices  should
entail not just the design of an algorithm, but also broader
questions  such  as  whether  an  algorithm  should  be
developed in the first place and how it should be used.
Additionally,  an  essential  component  of  developing  a
more democratic data science is to bring data scientists,
technology  companies,  and  governments  within  the
ambit of democratic oversight and accountability[101].
3.4.2    New methods and cultures
Adapting  data  science  to  a  political  orientation  and  to
participatory  practices  will  require  new  methods.
Broadly  speaking,  data  science  must  move  toward  a
“critical  technical  practice” that  rejects “the  false
precision of mathematical formalism” to engage with the
political world in its full complexity and ambiguity[102].
It  is  necessary  to  expand  the  bounds  of  algorithmic
reasoning,  shifting  from  the  dominant  method  of
“algorithmic  formalism” to  the  alternative  method  of
“algorithmic  realism” that  better  accounts  for  the
realities  of  social  life  and  the  impacts  of  algorithmic
interventions[68].

As  a  central  component  of  this  evolution,  the  field
should  change  its  internal  structures  to  incentivize
greater  attention to the implementation and impacts  of
data  science.  To  embrace  justice  and  tackle  the  most
pressing social issues related to algorithms, data science
must  take  a  more  expansive  approach  to  research
contributions  that  looks  for  more  than  technical
contributions.  Actually  improving  people’s  lives  with
data  science  requires  far  more  than  just  developing  a
technical  tool—it  also  requires  thoughtfully  adapting
data  science  methods  to  the  needs  of  a  particular
organization  or  community[37].  If  data  scientists  are  to
contribute  to  improving  society,  they  need  a  more
rigorous  methodology  for  ensuring  that  data  science
tools produce beneficial impacts when implemented in
real-world contexts. New workshops, conferences, and
journals will be essential mechanisms for fostering novel
methods  that  blend  technical  and  nontechnical
approaches.

Along  these  lines,  data  scientists  must  also  adopt  a
reflexive political standpoint that grounds their efforts in

⑯ https: //blackinai.github.io/
⑰ http://www.latinxinai.org/
⑱ https: //sites.google.com/view/queer-in-ai/
⑲ https: //wimlworkshop.org
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rigorous evaluations of downstream social and political
consequences.  What  ultimately  matters  is  not  how  an
algorithm performs in the abstract, but what impacts an
algorithm  has  when  introduced  into  complex
sociopolitical  environments.  Data  scientists  cannot  be
expected to perfectly predict the impacts of their work—
the entanglements  between technology and society are
far too complex. However, through collaborations with
communities and with scholars from other fields, well-
grounded  analyses  are  possible.  Just  as  data  scientists
would  demand  rigor  in  claims  that  one  algorithm  is
superior  to  another,  they  should  also  demand  rigor  in
claims that a technology will have any particular impacts.
Toward  this  end,  one  necessary  direction  for  future
research is to develop interdisciplinary frameworks that
will  help  data  scientists  consider  the  downstream
impacts  of  their  interventions.  This  requires  being
mindful  of  the  various  forms  of “indeterminacy” that
may lead an algorithm to generate different impacts than
its developers expect[68].

As one example of a reform that emphasizes impacts
as  a  central  concern,  in  2018  the  ACM  Future  of
Computing  Academy  proposed  that  peer  reviewers
should  consider  the  potential  negative  implications  of
submitted  work  and  that  conducting “anti-social
research” should  factor  negatively  into  promotion  and
tenure  cases[103].  Just  two  years  later,  the  Neural
Information  Processing  Systems  Conference
(NeurIPS)—one  of  the  world’s  top  AI
conferences—announced  that  every  paper  at  the  2020
conference must include a “broader impact” section that
discusses the positive and negative social consequences
of the research[104].
3.4.3    Engaging with the broader political context
Of course, shifts in data science practice do not occur in
a vacuum. Shifts in data science practice require broader
structural reforms that contribute to a more just society.
As historian Elizabeth Fee notes, “we can expect a sexist
society  to  develop  a  sexist  science;  equally,  we  can
expect  a  feminist  society  to  develop  a  feminist
science”[105].  Similarly,  we  can  expect  a  militarized
society of economic inequality to produce a militarized
and unequal data science[106, 107].

Data scientists committed to social justice must work
toward  more  structural  reforms  against  the  harms  of
digital  technologies.  For  instance,  building  solidarity
and power among workers can shift the development of

data science away from the most harmful applications.
In  recent  years,  tech  workers  have  organized  against
their  companies’ partnerships  with  the  United  States
Departments of Defense and Homeland Security. Rather
than perceiving themselves as “just an engineer”, these
technologists  recognize  their  position  within  larger
sociotechnical  systems,  recognize  the  connection
between their work and its social ramifications, and hold
themselves (and their companies) accountable for these
impacts.  Building  on  this  movement,  thousands  of
computer science students from more than a dozen US
universities pledged in 2019 that they will not work for
Palantir  due  to  its  partnerships  with  Immigration  and
Customs Enforcement (ICE)[108]. Data scientists should
also  provide  support  for  communities  and  activists
organizing in opposition to oppressive algorithms.

Data  scientists  alone  cannot  be  held  responsible  for
promoting  social  and  political  progress.  They  are  just
one set of actors among many. The task of data scientists
is not to eradicate social challenges on their own, but to
act  as  thoughtful  and  productive  partners  in  broad
coalitions and social movements striving for a more just
society.

4    Conclusion

The  field  of  data  science  must  abandon  its  self-
conception  of  being  neutral  to  recognize  how,  despite
not being engaged in what is typically seen as political
activity, data science logics, methods, and technologies
shape society. Restructuring the values and practices of
data  science  around  a  political  vision  of  social  justice
will not be easy or immediate, but it is necessary. Given
the political stakes of algorithms, it is not enough to have
good  intentions—data  scientists  must  ground  their
efforts  in  clear  political  commitments  and  rigorous
evaluations of the consequences.

As  a  form  of  political  action,  data  science  can  no
longer  be  separated  from  broader  analyses  of  social
structures,  public  policies,  and  social  movements.
Instead, the field must debate what impacts are desirable
and  how  to  promote  those  outcomes—thus  prompting
rigorous evaluations of the issues at hand and openness
to the possibility of non-technological alternatives. Such
deliberation needs to occur not just among data scientists,
but also with scholars from other fields, policymakers,
and communities affected by data science systems.

Recognizing data science as a form of political action
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will  empower  and  enlighten  data  scientists  with  new
frameworks  to  improve  society.  By  deliberating  about
political  goals  and  strategies  and  by  developing  new
methods and norms, data scientists can more rigorously
contribute to social justice.

Acknowledgment

B. Green is grateful to the Berkman Klein Center Ethical
Tech  Working  Group  for  fostering  his  thinking  on
matters of technology, ethics, and politics. B. Green also
thanks  Catherine  D’Ignazio,  Anna  Lauren  Hoffmann,
Lily  Hu,  Momin  Malik,  Dan  McQuillan,  Luke  Stark,
Salomé Viljoen, and the reviewers for providing helpful
discussions and suggestions.

References

 C. O' Neil, Weapons of Math Destruction: How Big Data
Increases  Inequality  and  Threatens  Democracy.  New
York, NY, USA: Broadway Books, 2017.

[1]

 J. Angwin, J. Larson, S. Mattu, and L. Kirchner, Machine
bias, https://www.propublica.org/article/machine-bias-
risk-assessments-in-criminal-sentencing, 2016.

[2]

 V.  Eubanks, Automating  Inequality:  How  High-Tech
Tools  Profile,  Police,  and  Punish  the  Poor.  New  York,
NY, USA: St. Martin’s Press, 2018.

[3]

 R.  Wexler,  Life,  liberty,  and  trade  secrets:  Intellectual
property  in  the  criminal  justice  system, Stanford  Law
Review, vol. 70, no. 5, pp. 1343–1429, 2018.

[4]

 Z.  Obermeyer,  B.  Powers,  C.  Vogeli,  and  S.
Mullainathan, Dissecting racial bias in an algorithm used
to  manage  the  health  of  populations, Science,  vol. 366,
no. 6464, pp. 447–453, 2019.

[5]

 J.  Buolamwini  and  T.  Gebru,  Gender  shades:
Intersectional  accuracy  disparities  in  commercial  gender
classification, Proceedings  of  the  1st  Conference  on
Fairness, Accountability  and  Transparency,  vol. 81,
pp. 77–91, 2018.

[6]

 A.  D.  I.  Kramer,  J.  E.  Guillory,  and  J.  T.  Hancock,
Experimental  evidence  of  massive-scale  emotional
contagion  through  social  networks, Proceedings  of  the
National  Academy  of  Sciences,  vol. 111,  no. 24,
pp. 8788–8790, 2014.

[7]

 S. Vosoughi, D. Roy, and S. Aral, The spread of true and
false  news  online, Science,  vol. 359,  no. 6380,
pp. 1146–1151, 2018.

[8]

 J.  Nicas,  How  YouTube  drives  people  to  the  internet’s
darkest  corners, https://www.wsj.com/articles/how-
youtube-drives-viewers-to-the-internets-darkest-corners-
1518020478, 2018.

[9]

 M.  Rosenberg,  N.  Confessore,  and  C.  Cadwalladr,  How
Trump consultants  exploited  the  facebook data  of  millions,
https://www.nytimes.com/2018/03/17/us/politics/
cambridge-analytica-trump-campaign.html, 2018.

[10]

 M.  Kosinski,  D.  Stillwell,  and  T.  Graepel,  Private  traits
and  attributes  are  predictable  from  digital  records  of

[11]

human behavior, Proceedings of the National Academy of
Sciences  of  the  United  States  of  America,  vol. 110,
no. 15, pp. 5802–5805, 2013.
 Y. -A. de Montjoye, L. Radaelli,  V. K. Singh, and A. S.
Pentland,  Unique  in  the  shopping  mall:  On  the
reidentifiability  of  credit  card  metadata, Science,
vol. 347, no. 6221, pp. 536–539, 2015.

[12]

 S.  A.  Thompson  and  C.  Warzel,  How to  track  president
trump, https://www.nytimes.com/interactive/2019/12/20/
opinion/location-data-national-security.html, 2019.

[13]

 B. Green,  The contestation of  tech ethics:  A sociotechnical
approach to technology ethics in practice, Journal of Social
Computing, doi: 10.23919/JSC.2021.0018

[14]

 W.  L.  Wang,  Computer  science,  philosophy  join  forces
on  ethics  and  technology, https://www.thecrimson.com/
article/2017/11/7/cs-philosophy-collab/, 2017.

[15]

 N. Singer, Tech’s ethical ‘Dark Side’: Harvard, Stanford
and  others  want  to  address  it, https://www.nytimes.
com/2018/02/12/business/computer-science-ethics-
courses.html, 2018.

[16]

 B. J. Grosz, D. G. Grant, K. Vredenburgh, J. Behrends, L.
Hu,  A.  Simmons,  and  J.  Waldo,  Embedded  EthiCS:
Integrating  ethics  across  CS  education, Communications
of the ACM, vol. 62, no. 8, pp. 54–61, 2019.

[17]

 C.  Fiesler,  N.  Garrett,  and  N.  Beard,  What  do  we  teach
when  we  teach  tech  ethics?  A  syllabi  analysis,  in Proc.
the  51st  ACM  Technical  Symposium  on  Computer
Science  Education  (SIGCSE’20),  Portland,  OR,  USA,
2020, pp. 289–295.

[18]

 C. Fiesler,  Tech ethics curricula:  A collection of syllabi,
https://medium.com/@cfiesler/tech-ethics-curricula-a-
collection-of-syllabi-3eedfb76be18, 2018.

[19]

 D.  J.  Patil,  A  code  of  ethics  for  data  science,
https://medium.com/@dpatil/a-code-of-ethics-for-data-
science-cda27d1fac1, 2018.

[20]

 Association  for  Computing  Machinery,  ACM  code  of
ethics  and  professional  conduct, https://www.acm.org/
code-of-ethics, 2018.

[21]

 P.  H.  Collins, Black  Feminist  Thought:  Knowledge,
Consciousness,  and  the  Politics  of  Empowerment. New
York, NY, USA: Routledge, 2000.

[22]

 A.  Leftwich,  Politics:  People,  resources,  and  power,  in
What is Politics? The Activity and its Study, A. Leftwich,
ed. Oxford, UK: Basil Blackwell, 1984, pp. 62–84.

[23]

 H.  D.  Lasswell, Politics:  Who  Gets  What,  When,  How.
New York, NY, USA: Whittlesey House, 1936.

[24]

 N.  Seaver,  Algorithms  as  culture:  Some  tactics  for  the
ethnography of algorithmic systems, Big Data & Society,
vol. 4, no. 2, p. 205395171773810, 2017.

[25]

 G. Neff,  A.  Tanweer,  B.  Fiore-Gartland,  and L.  Osburn,
Critique and contribute:  A practice-based framework for
improving  critical  data  studies  and  data  science, Big
Data, vol. 5, no. 2, pp. 85–97, 2017.

[26]

 G.  C.  Bowker,  S.  L.  Star,  W.  Turner,  and  L.  Gasser,
Social  Science,  Technical  Systems,  and  Cooperative
Work:  Beyond  the  Great  Divide.  London,  UK:
Psychology Press, 1997.

[27]

 J.  Vincent,  Drones  taught  to  spot  violent  behavior  in
crowds  using  AI, https://www.theverge.com/2018/
6/6/17433482/ai-automated-surveillance-drones-spot-

[28]

    262 Journal of Social Computing, September 2021, 2(3): 249−265    

 



violent-behavior-crowds, 2018.
 D. Adjodah, AISG Panel at NeurIPS 2019. We have a lot
to  learn, https://medium.com/@_dval_/aisg-panel-at-
neurips-2019-we-have-a-lot-to-learn-b69b573bd5af,
2019.

[29]

 M.  Hutson,  Artificial  intelligence  could  identify  gang
crimes—and  ignite  an  ethical  firestorm,
https://www.sciencemag.org/news/2018/02/artificial-
intelligence-could-identify-gang-crimes-and-ignite-
ethical-firestorm, 2018.

[30]

 L.  Winner, The  Whale  And  the  Reactor:  A  Search  For
Limits in An Age of High Technology. Chicago, IL, USA:
University of Chicago Press, 1986.

[31]

 S.  Jasanoff,  In  a  constitutional  moment:  Science  and
social  order  at  the  millennium,  in Social  Studies  of
Science  and  Technology:  Looking  Back,  Ahead,  B.
Joerges and H. Nowotny, eds. Dordrecht, the Netherland:
Springer, 2003, p. 155–180.

[32]

 B.  Latour,  Give  me  a  laboratory  and  I  will  raise  the
world,  in Science  Observed: Perspectives  on  the  Social
Study of Science, K. Knorr-Cetina and M. J. Mulkay, eds.
London, UK: Sage, 1983, pp. 141–170.

[33]

 B.  Joerges,  Do  politics  have  artefacts? Social  Studies  of
Science, vol. 29, no. 3, pp. 411–431, 1999.

[34]

 S.  Woolgar  and  G.  Cooper,  Do  artefacts  have
ambivalence: Moses’ bridges, Winner’s bridges and other
urban  legends  in  S&TS, Social  Studies  of  Science,
vol. 29, no. 3, pp. 433–449, 1999.

[35]

 P.  D.  Norton, Fighting  Traffic:  The  Dawn  of  the  Motor
Age  in  the  American  City.  Cambridge,  MA,  USA:  MIT
Press, 2011.

[36]

 B. Green, The Smart Enough City: Putting Technology in
Its Place to Reclaim Our Urban Future. Cambridge, MA,
USA: MIT Press, 2019.

[37]

 S. Jasanoff, Technology as a site and object of politics, in
The  Oxford  Handbook  of  Contextual  Political  Analysis,
R.  E.  Goodin  and  C.  Tilly,  eds.  Oxford,  UK:  Oxford
University Press, 2006, pp. 745–763.

[38]

 L.  Daston  and  P.  Galison, Objectivity.  New  York,  NY,
USA: Zone Books, 2007.

[39]

 S.  Harding, Is  Science  Multicultural?:  Postcolonialisms,
Feminisms, and Epistemologies.  Bloomington, IN, USA:
Indiana University Press, 1998.

[40]

 D. Haraway,  Situated  knowledges:  The  science  question
in  feminism  and  the  privilege  of  partial  perspective,
Feminist Studies, vol. 14, no. 3, pp. 575–599, 1988.

[41]

 R. M. Unger, False Necessity:  Anti-Necessitarian Social
Theory in the Service of Radical Democracy. Cambridge,
UK: Cambridge University Press, 1987.

[42]

 G. Lloyd, Maleness, metaphor, and the “crisis” of reason,
in A Mind of One’s Own: Feminist Essays on Reason and
Objectivity,  L.  M.  Antony  and  C.  E.  Witt,  eds.  Boulder,
CO, USA: Westview Press, 1993, pp. 73–89.

[43]

 E.  F.  Keller, Reflections  on  Gender  and  Science.  New
Heaven, CT, USA: Yale University Press, 1985.

[44]

 C. A. MacKinnon, Feminism, marxism, method, and the
state: An agenda for theory, Signs: Journal of Women in
Culture and Society, vol. 7, no. 3, pp. 515–544, 1982.

[45]

 P.  Butler, Chokehold:  Policing  Black  Men.  New  York,
NY, USA: The New Press, 2017.

[46]

 M.  Alexander, The  New  Jim  Crow:  Mass  Incarceration[47]

in the Age of Colorblindness. New York, NY, USA: The
New Press, 2012.
 D.  Baum,  Legalize  it  all, https://harpers.org/archive/
2016/04/legalize-it-all/, 2016.

[48]

 B. Meixell and R. Eisenbrey, An epidemic of wage theft
is costing workers hundreds of millions of dollars a year,
https://www.epi.org/publication/epidemic-wage-theft-
costing-workers-hundreds/, 2014.

[49]

 A.  S.  Vitale, The  End  of  Policing.  London,  UK:  Verso
Books, 2017.

[50]

 S.  Hooker,  Why “data  for  good” lacks  precision,
https://towardsdatascience.com/why-data-for-good-lacks-
precision-87fb48e341f1, 2018.

[51]

 R.  Abebe  and  K.  Goldner,  Mechanism design  for  social
good, AI Matters, vol. 4, no. 3, pp. 27–34, 2018.

[52]

 B.  Berendt,  AI  for  the  common  good?!  Pitfalls,
challenges,  and  ethics  pen-testing, Paladyn, Journal  of
Behavioral Robotics, vol. 10, no. 1, pp. 44–65, 2019.

[53]

 W.  Kenton,  Social  good, Investopedia, https://www.
investopedia.com/terms/s/social_good.asp, 2021.

[54]

 M.  J.  Bauman,  K.  S.  Boxer,  T.  -Y.  Lin,  E.  Salmon,  H.
Naveed,  L.  Haynes,  J.  Walsh,  J.  Helsby,  S.  Yoder,  R.
Sullivan, et al., Reducing incarceration through prioritized
interventions, in Proc. the 1st ACM SIGCAS Conference
on Computing and Sustainable Societies, Menlo Park and
San Jose, CA, USA, 2018, pp. 1–8.

[55]

 S. Carton, J. Helsby, K. Joseph, A. Mahmud, Y. Park, J.
Walsh,  C. Cody, E. Patterson, L.  Haynes,  and R. Ghani,
Identifying  police  officers  at  risk  of  adverse  events,  in
Proc.  the  22nd ACM SIGKDD International  Conference
on  Knowledge  Discovery  and  Data  Mining,  San
Francisco, CA, USA, 2016, pp. 67–76.

[56]

 S. Seo, H. Chan, P. J. Brantingham, J. Leap, P. Vayanos,
M.  Tambe,  and  Y.  Liu,  Partially  generative  neural
networks  for  gang  crime  classification  with  partial
information, in Proc. the 2018 AAAI/ACM Conference on
AI,  Ethics  and  Society  (AIES),  New  Orleans,  LA,  USA,
2018, pp. 257–263.

[57]

 E.  Felton,  Gang  databases  are  a  life  sentence  for  black
and  latino  communities, https://psmag.com/social-
justice/gang-databases-life-sentence-for-black-and-latino-
communities, 2018.

[58]

 D.  Bloor, Knowledge  and  Social  Imagery.  Chicago,  IL,
USA: University of Chicago Press, 1991.

[59]

 J.  Sylvester  and  E.  Raff,  What  about  applied  fairness?
presented  at  Machine  Learning:  The  Debates  Workshop
at  the  35th  International  Conference  on  Machine
Learning, Stockholm, Sweden, 2018.

[60]

 A. Gorz, Strategy for Labor. Boston, MA, USA: Beacon
Press, 1967.

[61]

 A.  Lorde,  The  master’s  tools  will  never  dismantle  the
master’s  house,  in Sister  Outsider:  Essays  &  Speeches.
Trumansburg,  NY,  USA:  Crossing  Press,  1984,  p.
110–113.

[62]

 A.  Karakatsanis,  The  punishment  bureaucracy:  How  to
think  about “criminal  justice  reform”, The  Yale  Law
Journal Forum, vol. 128, pp. 848–935, 2019.

[63]

 A. M. McLeod, Confronting criminal law’s violence: The
possibilities of unfinished alternatives, Unbound: Harvard
Journal of the Legal Left, vol. 8, pp. 109–132, 2013.

[64]

 B.  Green,  The  false  promise  of  risk  assessments:[65]

  Ben Green:   Data Science as Political Action: Grounding Data Science in a Politics of Justice 263    

 



Epistemic reform and the limits  of  fairness,  in Proc.  the
2020  Conference  on  Fairness,  Accountability,  and
Transparency, Barcelona, Spain, 2020, pp. 594–606.
 FWD.  us,  Broad,  bipartisan  support  for  bold  pre-trial
reforms  in  New  York  state, https://www.fwd.us/wp-
content/uploads/2018/03/NYCJR-poll-memo-Final.pdf,
2018.

[66]

 Data  for  Progress,  Polling  the  left  agenda,
https://www.dataforprogress.org/polling-the-left-agenda/,
2018.

[67]

 B. Green and S. Viljoen, Algorithmic realism: Expanding
the boundaries of algorithmic thought, in Proc. the 2020
Conference  on  Fairness,  Accountability,  and
Transparency, Barcelona, Spain, 2020, pp. 19–31.

[68]

 J. Jouvenal, Police are using software to predict crime. Is
it  a ‘holy  grail’ or  biased  against  minorities?
ht tps: / /www.washingtonpost .com/local /publ ic-
safety/police-are-using-software-to-predict-crime-is-it-a-
holy-grail-or-biased-against-minorities/2016/11/17/
525a6649-0472-440a-aae1-b283aa8e5de8_story.html,
2016.

[69]

 J.  Smith, ‘Minority  report’ is  real  —  and  it’s  really
reporting  minorities, https://mic.com/articles/127739/
minority-reports-predictive-policing-technology-is-
really-reporting-minorities, 2015.

[70]

 ACM  FAccT  Conference,  ACM  FAccT  network,
https://facctconference.org/network/, 2021.

[71]

 A.  L.  Hoffmann,  Where  fairness  fails:  Data,  algorithms,
and  the  limits  of  antidiscrimination  discourse,
Information, Communication & Society,  vol. 22,  no. 7,
pp. 900–915, 2019.

[72]

 A.  D.  Selbst,  D.  Boyd,  S.  A.  Friedler,  S.
Venkatasubramanian,  and  J.  Vertesi,  Fairness  and
abstraction  in  sociotechnical  systems,  in Proc.  the
Conference  on  Fairness,  Accountability,  and
Transparency, Atlanta, GA, USA, 2019, pp. 59–68.

[73]

 B.  Green,  Escaping  the  impossibility  of  fairness:  From
formal  to  substantive  algorithmic  fairness, https://
papers.ssrn.com/sol3/papers.cfm?abstract_id=3883649,
2021.

[74]

 A.  Dunne  and  F.  Raby, Design  Noir:  The  Secret  Life  of
Electronic Objects. Basle, Switzerland: Birkhauser, 2001.

[75]

 T.  Smyth  and  J.  Dimond,  Anti-oppressive  design,
Interactions, vol. 21, no. 6, pp. 68–71, 2014.

[76]

 E.  Graeff,  The  responsibility  to  not  design  and  the  need
for  citizen professionalism, Computing Professionals  for
Social  Responsibility:  The  Past,  Present and  Future
Values of Participatory Design, doi: 10.21428/93b2c832.
c8387014

[77]

 B.  Green,  T.  Horel,  and  A.  V.  Papachristos,  Modeling
contagion through social networks to explain and predict
gunshot  violence  in  Chicago,  2006  to  2014, JAMA
Internal Medicine, vol. 177, no. 3, pp. 326–333, 2017.

[78]

 W.  R.  Frey,  D.  U.  Patton,  M.  B.  Gaskell,  and  K.  A.
McGregor, Artificial intelligence and inclusion: Formerly
gang-involved  youth  as  domain  experts  for  analyzing
unstructured  twitter  data, Social  Science  Computer
Review, vol. 38, no. 1, pp. 42–56, 2020.

[79]

 S. Goel, J. M. Rao, and R. Shroff, Precinct or prejudice?
Understanding racial disparities in New York City’s stop-

[80]

and-frisk policy The Annals of Applied Statistics, vol. 10,
no. 1, pp. 365–394, 2016.
 R. Voigt,  N. P. Camp, V. Prabhakaran, W. L. Hamilton,
R. C. Hetey, C. M. Griffiths, D. Jurgens, D. Jurafsky, and
J.  L.  Eberhardt,  Language  from  police  body  camera
footage  shows  racial  disparities  in  officer  respect,
Proceedings  of  the  National  Academy  of  Sciences,
vol. 114, no. 25, pp. 6521–6526, 2017.

[81]

 D.  McQuillan,  Data  science  as  machinic  neoplatonism,
Philosophy & Technology, vol. 31, pp. 253–272, 2018.

[82]

 S.  M.  West,  M.  Whittaker,  and  K.  Crawford,
Discriminating  systems:  Gender,  race,  and  power  in  AI,
https://ainowinstitute.org/discriminatingsystems.pdf,
2019.

[83]

 A. L. Hoffmann, Data violence and how bad engineering
choices  can  damage  society, https://medium.com/
s/story/data-violence-and-how-bad-engineering-choices-
can-damage-society-39e44150e1d4, 2018.

[84]

 R.  Srinivasan, Whose  Global  Village?:  Rethinking  How
Technology  Shapes  Our  World.  New  York,  NY,  USA:
NYU Press, 2017.

[85]

 C. Harrington, S. Erete, and A. M. Piper, Deconstructing
community-based  collaborative  design:  Towards  more
equitable participatory design engagements, Proceedings
of  the  ACM  on  Human-Computer  Interaction,  vol. 3,
no. CSCW, pp. 1–25, 2019.

[86]

 A.  Birhane,  The  Algorithmic  Colonization  of  Africa,
https://reallifemag.com/the-algorithmic-colonization-of-
africa/, 2019.

[87]

 S.  Costanza-Chock, Design  Justice:  Community-Led
Practices to Build the Worlds We Need. Cambridge, MA,
USA: MIT Press, 2020.

[88]

 R.  Benjamin, Race  After  Technology.  Cambridge,  UK:
Polity, 2019.

[89]

 C.  D’Ignazio  and  L.  F.  Klein, Data  Feminism.
Cambridge, MA, USA: MIT Press, 2020.

[90]

 M.  Whittaker,  M.  Alper,  C.  L.  Bennett,  S.  Hendren,  L.
Kaziunas, M. Mills, M. R. Morris, J. Rankin, E. Rogers,
M.  Salas,  et  al.,  Disability,  bias,  and  AI,
https://ainowinstitute.org/disabilitybiasai-2019.pdf, 2019.

[91]

 Design  Justice,  Design  Justice  Network  Principles,
https://designjustice.org/read-the-principles, 2018.

[92]

 A.  Meng  and  C.  DiSalvo,  Grassroots  resource
mobilization  through  counter-data  action, Big  Data &
Society, vol. 5, no. 2, p. 205395171879686, 2018.

[93]

 S.  Costanza-Chock,  M.  Wagoner,  B.  Taye,  C.  Rivas,  C.
Schweidler,  G.  Bullen,  and  the  Tech  for  Social  Justice
Project,  #More  than  code:  Practitioners  reimagine  the
landscape  of  technology  for  justice  and  equity,
https://morethancode.cc/T4SJ_fullreport_082018_AY_w
eb.pdf, 2018.

[94]

 N. Scheiber and K. Conger, Uber and Lyft Drivers Gain
Labor  Clout,  With  Help  From  an  App.
https://www.nytimes.com/2019/09/20/business/uber-lyft-
drivers.html, 2019.

[95]

 J.  Dickinson,  M.  Díaz,  C.  A.  L.  Dantec,  and  S.  Erete,
“The  cavalry  ain’t  coming  in  to  save  us”:  Supporting
capacities  and  relationships  through  civic  tech,
Proceedings  of  the  ACM  on  Human-Computer
Interaction, vol. 3, no. CSCW, pp. 1–21, 2019.

[96]

    264 Journal of Social Computing, September 2021, 2(3): 249−265    

 



 J.  N.  Matias  and M.  Mou,  CivilServant:  Community-led
experiments  in  platform  governance,  in Proc.  the  2018
CHI  Conference  on  Human  Factors  in  Computing
Systems, Montreal, Canada, 2018, pp. 1–13.

[97]

 M.  Asad,  Prefigurative  design  as  a  method  for  research
justice, Proceedings  of  the  ACM  on  Human-Computer
Interaction, vol. 3, no. CSCW, pp. 1–18, 2019.

[98]

 M.  M.  Maharawal  and  E.  McElroy,  The  anti-eviction
mapping  project:  Counter  mapping  and  oral  history
toward bay area housing justice, Annals of the American
Association  of  Geographers,  vol. 108,  no. 2,
pp. 380–389, 2018.

[99]

 T.  Lewis,  S.  P.  Gangadharan,  M.  Saba,  and  T.  Petty,
Digital  defense  playbook:  Community  power  tools  for
reclaiming  data,  Technical  report,  Our  Data  Bodies,
Detroit, MI, USA, 2018.

[100]

 S.  Viljoen,  The  promise  and  limits  of  lawfulness:
Inequality,  law,  and  the  techlash,  Journal  of  Social
Computing, doi: 10.23919/JSC.2021.0025.

[101]

 P. E. Agre, Toward a critical technical practice: Lessons
learned  in  trying  to  reform  AI,  in Social  Science,
Technical  Systems,  and  Cooperative  Work:  Beyond  the
Great  Divide,  G.  C.  Bowker,  S.  L.  Star,  W. Turner,  and
L. Gasser, eds. London, UK: Psychology Press, 1997, pp.
131–158.

[102]

 B.  Hecht,  L.  Wilcox,  J.  P.  Bigham,  J.  Schöning,  E.
Hoque,  J.  Ernst,  Y.  Bisk,  L.  D.  Russis,  L.  Yarosh,  B.
Anjam,  et  al.,  It’s  time  to  do  something:  Mitigating  the

[103]

negative  impacts  of  computing  through  a  change  to  the
peer  review  process, ACM  Future  of  Computing  Blog,
https://acm-fca.org/2018/03/29/negativeimpacts/, 2018.
 Neural  Information  Processing  Systems  Conference,
Getting started with  NeurIPS 2020, https://medium.com/
@NeurIPSConf/getting-started-with-neurips-2020-
e350f9b39c28, 2020.

[104]

 E.  Fee,  Women’s  nature  and  scientific  objectivity,  in
Woman’s  Nature:  Rationalizations  of  Inequality,  M.
Lowe  and  R.  Hubbard,  eds.  New  York,  Ny,  USA:
Pergamon Press, 1983, pp. 9–27.

[105]

 C. Pein, Blame the computer, https://thebaffler.com/salvos/
blame-the-computer-pein, 2018.

[106]

 S.  Viljoen,  A  relational  theory  of  data  governance, Yale
Law Journal, vol. 131, no. 2, pp. 573–654, 2021.

[107]

 Mijente,  1,  200+  students  at  17  universities  launch
campaign  targeting  Palantir, https://notechforice.com/
20190916-2/, 2019.

[108]

Ben Green is a postdoctoral scholar in the
Society  of  Fellows  and  an  assistant
professor  in  the  Gerald  R.  Ford  School  of
Public Policy, University of Michigan . He
received  the  PhD  degree  in  applied  math
(with  a  secondary  field  in  STS)  from
Harvard  University  and  the  BS  degree  in
mathematics & physics from Yale College

in 2020 and 2014, respactively.

  Ben Green:   Data Science as Political Action: Grounding Data Science in a Politics of Justice 265    

 


