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#### Abstract

This article proposes a solution to the long-standing methodological problem of incorporating discrete variables into causal models of social phenomena. Only a subset of the variety of ways in which discrete data arise in empirical social research can be satisfactorily modeled by conventional log-linear or logit approaches. Drawing on the insights of several literatures, this article exposits a general approach to causal models in which some or all variables are discretely measured and shows that path analytic methods are available which permit quantification of causal relationships among variables with the same flexibility and power of interpretation as is feasible in models that include only continuous variables. It presents methods of identifying and estimating these models and shows how the direct and indirect effects of independent variables can be calculated by extensions of usual path analysis methods for continuous variables. An important distinction developed here is that discrete variables can play two roles: (1) as measures of inherently discrete phenomena and (2) as indicators of underlying continuous variables. The value of this distinction is shown in two empirical examples examined previously by other authors. In examining the effects of social background and parental encouragement on college plans of high school seniors, the article shows that modeling a discrete measure of encouragement as an indicator of a latent continuous variable rather than as an inherently discrete variable (as has been done in previous analyses) provides a clearer interpretation and a superior fit to the data. In examining the effects of state Fair-Employment-Practices Legislation on black-white wage differentials, this study shows that two distinct effects on the relative wage can be detected: the direct ameliorative effect of the law itself and the effect of the popular progressive sentiment for racial equality of which the law is an indicator. The methods and models presented here are not only natural generalizations of structural equation and path analysis methods for continuous variables to include discrete variables but also provide a means of investigating a richer variety of substantive hypotheses than is feasible with methods for discrete data commonly used in the sociological literature to date.


[^0]One of the most important methodological developments in the social sciences in recent decades has been the use of structural equation models to specify and interpret causal relationships among variables (Goldberger and Duncan 1973; Duncan 1975; Bielby and Hauser 1977). Following upon related developments in other disciplines (Goldberger 1971), structural equation models in sociology have been applied primarily to processes in which the dependent variables are continuously scaled. Thus these models have been amenable to empirical analyses that use the general linear model and its extensions. More recently, causal analysis has been applied to discrete response variables (Goodman 1972, 1973a, 1973b, 1979; Fienberg 1980). Goodman and others have shown how to specify causal relationships among discrete variables and quantify the relationships by application of log-linear or logit models. These methods permit analysts to impose causal interpretations on multivariate systems of discrete variables; illuminating applications now appear in the literature (e.g., Gortmaker 1979).

At the same time, however, commentators have pointed out that causal models constructed from log-linear and logit models have limitations and that these models are not directly analogous to causal models with continuous variables (Fienberg 1975, 1980; Rosenthal 1980). Although there has been considerable interest in developing both a path analysis for discrete variables and one based on log-linear and logit models (e.g., Leik [1975], and the series of articles in Sociological Methodology 1976 on this subject [Heise 1975]), no one has yet presented a satisfactory solution to this problem. ${ }^{2}$ Indeed, several commentators have suggested that such a path analysis cannot be developed (Davis and Schooler 1974; Davis 1975; Fienberg 1980).

The limitations of the log-linear and logit models derive in part from the nonlinear functional forms of relationships among discrete variables that are implicit in systems of logit equations. In these models, discrete endogenous variables are not subject to consistent treatment. In partic-

[^1]ular, when a discrete intervening variable is the dependent variable, it appears as the logit of a probability; when it is an independent variable, it appears as a dummy variable. For example, consider a simple model in which social background factors affect whether or not an individual has a college degree, and background and degree status affect whether or not the individual experiences unemployment. As a dependent variable, degree status is measured as the logit transformed probability of having a degree; as an independent variable, it is a simple dummy variable. Although suitable in many applications, this treatment of discrete variables may not be suitable in others. In some applications it is, at best, an arbitrary formulation dictated by the use of log-linear models and not by its reasonableness in substantive applications.

Discrete variables arise in a variety of contexts. Some measure inherently discrete characteristics, for example, sex or race. Some arise out of imperfections in measurement instruments. For example, family income, a continuous variable, may be measured in survey data as the discrete variable, "less than or greater than $\$ 20,000$ per year." Some measure inherently discrete observations that are of interest less in their own right than as indicators of latent continua. For example, whether or not a white respondent would be willing to live in a predominantly black neighborhood is a binary response that derives its substantive interest from its indication of underlying racial tolerance. Finally, some discrete variables may play dual roles; that is, they can act both as direct measurements of discrete phenomena and as indicators of unmeasured phenomena that are best conceived of as continuous. For example, whether or not a state or nation has a particular type of law is clearly discrete, but this fact may index the accumulated sentiments of populations or of decision-making bodies. In some analyses both the law itself and the sentiments it reflects may be of interest.

These alternative contexts in which discrete variables arise require analysts to select statistical models that are in accord with the kinds of effects implied by substantive reasoning. In many contexts, recently developed methods for the causal analysis of discrete data embody the substantive ideas of interest satisfactorily. In others, however, alternative models may be more appropriate.

An issue related to the proper formulation of causal models for discrete data is the capacity of such models to allow the application of path analysis procedures to discrete data. Structural equation models for continuous data allow the analyst to quantify the direct and indirect effects of predetermined variables on endogenous variables. In discrete systems, analyzed by existing methods, however, the inconsistent treatment of intervening variables implies that the usual "theorem of path analysis" (Duncan 1966) cannot be applied directly. This has led some commen-
tators to conclude that "there is no calculus of paths" for these models (Fienberg 1980, p. 120).

This article presents several alternative approaches to the formulation of structural equation models for discrete data that take into account the variety of roles played by discrete variables in quantitative analysis. It shows that the current approach to causal analysis of discrete data is one of several that may be applied, depending on the underlying causal process that the analyst hypothesizes. In addition, the article shows that the difficulties encountered in applying path analytic principles have attractive solutions regardless of which approach to the analysis of discrete systems is adopted. It also shows that structural equation models for discrete data, though sometimes computationally complex, are every bit as flexible analytically as corresponding models for continuous variables. Indeed, with little difficulty, discrete and continuous response variables can be analyzed together in the models discussed here.

The insights from several literatures are synthesized in this study. There is an examination of alternative formulations of discrete variables when they are dependent variables; that is, either as the outcomes of inherently discrete stochastic processes (Yule 1900) or as realizations of latent continuous variables (Pearson 1900). ${ }^{3}$ There is also consideration, based mostly on recent work by Heckman (1978), of the alternative formulations of the role of discrete variables when they are independent variables; that is, either as observed dummy variables or as indicators of unobserved continuous variables. In incorporating these alternative conceptions into structural equation models, the article applies the recent literature on simultaneous probit models (Zellner and Lee 1965; Ashford and Sowden 1970; Heckman 1978; Amemiya 1974, 1976, 1978; Muthén 1979) and on discrete choice (Hausman and Wise 1978; Manski 1981; McFadden 1976, 1980). Finally, it is shown that the problem of calculating direct and indirect effects in structural equation models can be solved by straightforward application of methods proposed by Stolzenberg (1979) for the analysis of nonlinear models. The contribution of this article, therefore, is to apply the contributions of diverse literatures to a central methodological problem in sociology.

This study is limited in two respects. First, only recursive structural equation models are considered. The ideas presented here can be extended to systems embodying simultaneity, but the latter are beyond the scope of this article. Discussions of nonrecursive systems are available elsewhere (Heckman 1976, 1978; Brier 1978; Zellner and Lee 1965). In any case, it is from recursive models that structural equation models have thus far borne their greatest fruit in sociology (e.g., Duncan, Featherman, and

[^2] classes") is not considered here (Lazarsfeld and Henry 1968; Goodman 1974, Clogg 1980).

Duncan 1972; Sewell and Hauser 1975). Second, the treatment of discrete variables presented here is limited to variables with only two categories. Models with ordered response variables can, however, be developed from the ideas for dichotomous responses presented here (e.g., Amemiya 1981; McKelvey and Zavoina 1975).

The balance of the article is divided into four major sections. Section I discusses the problem of conceptualizing discrete variables when they are embedded in structural equation models. First it discusses discrete variables both as dependent variables and as independent variables, then it presents four alternative recursive models that embody distinct relationships between a discrete variable and other variables in the model. Section II discusses the identification of recursive models with discrete data. Section III shows how the methods of path analysis can be adapted to models with discrete variables. Section IV presents two numerical examples that illustrate the methods exposited in Sections I, II, and III. Methods of estimating the models discussed in the article are discussed in the Appendix.

## I. THE CONCEPTUALIZATION OF DISCRETE VARIABLES

This section presents alternative formulations for discrete variables, first as dependent variables and then as independent variables. Then it applies these formulations to four simple recursive models containing discrete variables.

## 1. Discrete Variables as Dependent Variables

Historically, there have been two approaches to modeling discrete dependent variables: they have been modeled as observed indicators of unobserved continuous variables and as inherently discrete outcomes of binomial trials.

Discrete variables as realizations of underlying continuous variables: threshold model.-Discrete variables may be thought of as indicators of continuous variables that are either difficult or impossible to measure directly. Let $d_{y}$ be a dichotomous variable with the value 1 or 0 and let $Y^{*}$ be an unobserved continuous variable. Here and throughout the article, unobserved variables such as $Y^{*}$ will be assumed to have means of zero and unit variance. Alternative scaling assumptions do not materially affect the models and methods presented. Under this model, $Y^{*}$ and $d_{y}$ are related as follows:

$$
\begin{align*}
& d_{y}=1 \text { if } Y^{*} \geqslant L,  \tag{1}\\
& d_{y}=0 \text { if } Y^{*}<L ;
\end{align*}
$$

where $L$ is a parameter denoting the "threshold" across which $d_{y}$ changes from 0 to 1 . Thus $Y^{*}$ and $d_{y}$ are related by a nonlinear transformation: all values of $Y^{*}$ above or equal to $L$ have been transformed to 1 ; all values below $L$ have been transformed to 0 . There are numerous instances where this formulation is applicable. An attitude item on whether or not the respondent is willing to live in a predominantly black neighborhood is a binary outcome that may index whether the respondent is above or below a threshold on an unmeasurable continuum of racial tolerance/prejudice. Data obtained on whether or not an individual has attended college may index the approximately continuous variable, length of time in school, which was not obtained in a survey or published tabulation. If $Y^{*}$ is affected by an independent variable, say $X$, then a model may be written as

$$
\begin{equation*}
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y}, \tag{2}
\end{equation*}
$$

where $\beta_{0}$ and $\beta_{1}$ are parameters to be estimated, $\epsilon_{y}$ is a stochastic disturbance assumed to be uncorrelated with $X$, and $Y^{*}$ is related to the observed binary variable as in (1) above. ${ }^{4}$ The disturbance $\epsilon_{y}$ is assumed to follow a probability distribution that remains to be specified. If $\boldsymbol{\epsilon}_{\boldsymbol{y}}$ has a normal distribution, (1) and (2) define a probit model (Hanushek and Jackson 1977, pp. 204-5). If $\boldsymbol{\epsilon}_{\boldsymbol{y}}$ has an extreme value distribution (Johnson and Kotz 1970, pp. 272-89), (1) and (2) define a logit model (McFadden 1974). The logit and probit models are discussed in more detail in the Appendix.

Figures $1 A$ and $B$ show graphically the essential features of this model for discrete response variables. Figure $1 A$ shows that the dichotomous variable is an exact step function of $Y^{*}$. Figure $1 B$ provides a path diagram of the model. The wavy line connecting $Y^{*}$ and $d_{y}$ denotes that the relationship is nonlinear and deterministic; the solid line connecting $X$ and $Y^{*}$ denotes a linear, stochastic relationship.

Discrete variables as outcomes of binomial trials.-A second model for binary data is that observed dichotomous variables arise from binomial trials; that is, that the phenomena of interest are inherently discrete and observed binary outcomes are stochastic in nature. This can be written
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$$
\begin{align*}
& d_{y}=1 \text { with probability } p  \tag{3}\\
& d_{y}=0 \text { with probability } 1-p
\end{align*}
$$

where $p$ is the unobserved probability which governs the distribution of 0 's and 1's according to some mechanism (e.g., the flip of a coin). This formulation underlies most of the models in discrete data analysis as applied to binary dependent variables (Cox 1970; Fienberg 1980) and is suited to such examples as whether an individual is employed, whether he or she dies, or whether he or she was a robbery victim. In these examples, the event-unemployment, death, or robbery-is defined relative to a fixed period, for example, a year. If an independent variable


Fig. 1.-Threshold model. $A$, Relationship between observed $d_{y}$ and unobserved $Y^{*} . B$, Path diagram.
$X$ affects the binary outcome, a model can be specified to allow $X$ to affect the probability that the outcome is a 1 (or a 0 ). That is,

$$
\begin{equation*}
p=F\left(\beta_{0}+\beta_{1} X\right), \tag{4}
\end{equation*}
$$

where $F$ is the cumulative density (distribution) function for some symmetric probability distribution that must be specified and $\beta_{0}$ and $\beta_{1}$ are parameters. ${ }^{5}$ If $F$ is the logistic function, (4) is a logit model. ${ }^{6}$ If $F$ is the cumulative normal density function, (4) is a probit model. An alternative, but equivalent, way of expressing the effect of $X$ on the discrete outcome is to define an unobserved variable $Y^{*}$ which is a transformation of the unobserved probability $p$ such that it is a linear function of $X$ and an error term $\boldsymbol{\epsilon}_{y}$. That is,

$$
\begin{equation*}
Y^{*}=\beta_{o}+\beta_{1} X+\epsilon_{y} \tag{5}
\end{equation*}
$$

with

$$
\begin{align*}
& d_{y}=1 \text { with probability } G\left(Y^{*}\right),  \tag{6}\\
& d_{y}=0 \text { with probability } 1-G\left(Y^{*}\right),
\end{align*}
$$

where $G$ is the cumulative density function of a distribution that remains to be specified. Then the standard binomial trials model is obtained by assuming that $\epsilon_{y}$ is zero for all observations, that is, that all observations with the same $X$ have equivalent probabilities that $d_{y}=1$ (Amemiya and Nold 1975; Hanushek and Jackson 1977, pp. 99-200, 203). As is demonstrated below, without this assumption the model is not identified.

Figures $2 A$ and $B$ represent the essential features of the binomial trials model as formulated by equations (5) and (6). Figure $2 A$ shows the relationship between the transformation of the unobserved probability and the observed dummy variable. In contrast to the threshold model where the continuous and discrete variables are related by a nonlinear but deterministic function, in the binomial trials model, $Y^{*}$ and $d_{y}$ are nonlinearly and stochastically related. Figure $2 B$ presents a path diagram of the effect of $X$ on $d_{y}$. The dotted line denotes the nonlinear stochastic relationship plotted in figure $2 A$.

Relationship between the two models.-The binomial trials and thresh-
${ }^{5}$ For probability distributions of general shape,

$$
p=\int_{-\left(\beta_{0}+\beta_{1} X\right)}^{\infty} f(u) d u=1-F\left[-\left(\beta_{0}+\beta_{1} X\right)\right]
$$

[^4]
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old models are related as follows. Let $Y^{\prime}$ be a continuous unobserved variable with mean 0 and variance 1 such that

$$
\begin{align*}
& d_{y}=1 \text { if } Y^{\prime} \geqslant M,  \tag{7}\\
& d_{y}=0 \text { if } Y^{\prime}<M .
\end{align*}
$$

Then the binomial trials model may be written

$$
\begin{align*}
& Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y},  \tag{8}\\
& Y^{\prime}=\lambda Y^{*}+\epsilon_{y^{\prime}}, \tag{9}
\end{align*}
$$

where $\lambda$ is the zero-order coefficient for the regression of $Y^{\prime}$ on $Y^{*}$ and $\epsilon_{y^{\prime}}$ is a stochastic disturbance. In this formulation, there is a variable $Y^{\prime}$ which has a threshold $M$ dividing observations with $d_{y}=1$ from those


Fig. 2.-Binomial trials model. $A$, Relationship between $d_{y}$ and $Y^{*}$. $B$, Path diagram.
with $d_{y}=0$. The variable $Y^{\prime}$, however, is not itself a direct linear function of the independent variable $X$ but instead is affected linearly by $Y^{*}$ which, as before, is a transformation of the unobserved $p\left(d_{y}=1\right)$ and is a stochastic linear function of $X$. Equations (8) and (9) are a structural equation and a measurement equation, respectively. Thus $d_{y}$ can be interpreted as a discrete variable with measurement error, which imperfectly classifies observations into whether $Y^{*}$ is less or greater than $M$. The threshold model is a special case of equations (7), (8), and (9) where $\lambda=1$ and $\epsilon_{y^{\prime}}=0$. Thus the threshold model is a restricted case of the binomial trials model that assumes no measurement error in $d_{y}$. In practice, it may make no difference whether or not $\lambda$ can be separated from the structural relationship between $X$ and $Y^{*}$. ${ }^{7}$

In the past, the relative merits of the threshold and binomial models of discrete variables have occasioned considerable debate, notably between Yule, who advocated the binomial trials approach, and Pearson, who advocated the threshold approach (Fienberg 1980). In recent decades, this debate has translated into the parallel lines of intellectual development of log-linear models for discrete data, a method which has assumed a binomial trials model, and biometric and econometric approaches (Ashford and Sowden 1970; Zellner and Lee 1965) which have assumed a threshold model. As will be shown below, each approach has considerable applicability to the analysis of discrete data in the social sciences depending on the substantive context and the purposes of the analyst (Goodman 1981).

## 2. Discrete Variables as Independent Variables

The preceding discussion showed that discrete variables may arise either as indicators of unobserved continuous variables that may be of greater substantive interest or as results of unobserved (continuous) probabilities (or their transformations) that lack substantive content. In both instances, however, they arise as continuous variables that are linearly related to independent variables. In contrast, when discrete variables are treated as independent variables, they may occupy two distinct roles. That is, they may measure discrete phenomena of direct substantive interest or they may be indicators of unobserved continuous variables. ${ }^{8}$
${ }^{7}$ An alternative way to relate these two models is to assume that, in the threshold model, the thresholds are random, rather than fixed; i.e., $L=\bar{L}+\epsilon_{L}$ (see n. 4 above). This model can be shown to be equivalent to the binomial trials model as follows: substitute (9) into (7) to obtain $d_{y}=1$ if $Y^{*} \geqslant\left(M-\epsilon_{y^{\prime}}\right) / \lambda, d_{y}=0$ if $Y^{*}<\left(M-\epsilon_{y^{\prime}}\right) / \lambda$. Then the two models are equivalent if $\bar{L}=\mathrm{M} / \lambda$ and $\epsilon_{L}=\epsilon_{y^{\prime}} / \lambda$. Note that this model generalizes the random threshold model discussed in n . 4 above by relaxing the assumption made in the latter model that $Y^{*}$ is an exact linear function of $X$.

[^5]Discrete variables as indicators of discrete phenomena.-A discrete variable may have a direct effect on a dependent variable. In this case it enters a linear equation as a dummy variable denoting that the group or characteristic of interest has a different intercept from other observations in the analysis, that is, there is a "structural shift" associated with the group or characteristic (Heckman 1976, 1978). If $Z$ is an endogenous variable (which may be either an observed continuous variable or an unobserved continuous variable with discrete indicators), this type of effect of a discrete variable is denoted by $\alpha_{2}$ in the equation $Z=\alpha_{0}+$ $\alpha_{1} X+\alpha_{2} d_{y}+\epsilon_{2}$, where $\alpha_{0}, \alpha_{1}$, and $\alpha_{2}$ are parameters, $X$ is an independent variable, $\epsilon_{z}$ is a stochastic disturbance, and, as before, $d_{y}$ is a dummy variable taking the value 1 or 0 .

Discrete variables as indicators of unobserved continuous variables.Alternatively, an observed discrete variable itself may exert no effect on a dependent variable but instead may be an indicator of an unobserved continuous variable that affects the dependent variable. Such a model can be written $Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} Y^{*}+\epsilon_{z}$, where $d_{y}=1$ with probability $F\left(Y^{*}\right), d_{y}=0$ with probability $1-F\left(Y^{*}\right)$, and all notation is as defined above.

These two models reflect distinct conceptions of how a discrete variable exerts its effect. In the first case, the effect of the discrete variable is direct; in the second, the observed variable is merely an indicator for the continuous variable of interest. Consider several examples of this distinction.

1. Political party membership, indicated by a discrete variable (Republican versus Democrat), may affect an individual's attitude toward proposed legislation. If the legislation is proposed by an individual's own party and party leadership is followed, the discrete variable has a direct positive effect on the individual's attitude. Alternatively, an individual may be a party member but support legislation because of her or his ideological beliefs. In this case, there is no structural relationship between membership and attitude toward legislation. However, a continuous, unobserved variable, ideology, of which party membership may be an indicator, might in itself affect attitude toward legislation.
2. Marital disruption may affect the chances that the children of separated spouses will drop out of high school. Whether or not parents have separated (a discrete variable) may affect dropout chances. Alternatively, the separation of parents may index family conflict or disharmony (an unobserved variable), which may exert more of an effect on the probability of dropping out. These alternative conceptions imply distinct models for the discrete variable, marital disruption. Indeed, they harbor distinct implications for the desirability of parents in conflict-ridden marriages staying together until their children have completed school.
3. Whether or not an infant has a low birth weight has a pronounced effect on its chances of survival (Gortmaker 1979). Measuring "low birth weight" as a dichotomy, low weight or not low weight, implies that there is a critical weight below which an infant's chances of death increase astronomically. It may, however, be more reasonable to assume that the relationship between birth weight and mortality is continuous (albeit nonlinear) and that the dichotomous measure should be regarded as an indicator of a continuous measure of weight.

These examples illustrate that the way in which discrete variables should be treated as independent variables in structural equation models is closely linked to substantive arguments about the way their effects are hypothesized to occur.

## 3. Some Recursive Models

The foregoing ideas can be combined to yield recursive models which reflect alternative assumptions about the role of discrete variables. Four models are considered here. In each a single, predetermined variable $X$, which may be either discrete or continuous, affects an intervening variable $Y$, which is observed as a discrete binary variable $d_{y}$, and both $X$ and $Y$ affect a third variable $Z$, which may be discrete or continuous. These models can be extended to include additional predetermined and intervening variables. The models are presented here and their identifiability is discussed in the next section.

Model I: intervening variable as unobserved continuous variable deterministically related to observed discrete variable.-Consider first the model represented by the path diagram in figure 3. The model may be written

$$
\begin{gathered}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{2} Y^{*}+\epsilon_{z}, \\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y} ;
\end{gathered}
$$

where

$$
\begin{gathered}
\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0, \\
d_{y}=1 \text { if } Y^{*} \geqslant L, \\
d_{y}=0 \text { if } Y^{*}<L,
\end{gathered}
$$

and all notation is as defined above. In this model the observed discrete variable $d_{y}$ does not enter the two structural equations of the model. Instead it is an indicator of an unobserved variable $Y^{*}$, to which it is deterministically related as in figure $1 A$. As will be shown below, it is
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possible to identify and estimate the structural parameters $\alpha_{0}, \alpha_{1}, \alpha_{2}, \beta_{0}$, and $\beta_{1}$.

Model II: intervening variable as unobserved continuous variable stochastically related to observed discrete variable.-Figure $4 A$ represents model II in which the discrete variable $d_{y}$ is an indicator for an unobserved continuous variable as in model I. Here, however, $d_{y}$ is the outcome of binomial trials, and thus $Y^{*}$ and $d_{y}$ are related stochastically as in figure $2 A$. The model may be written

$$
\begin{gathered}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{2} Y^{*}+\epsilon_{z}, \\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y} ;
\end{gathered}
$$

where

$$
\begin{gathered}
\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0 \\
p\left(d_{y}=1\right)=F\left(Y^{*}\right), \\
p\left(d_{y}=0\right)=1-F\left(Y^{*}\right),
\end{gathered}
$$

and, as above, $F$ is a cumulative probability function such as the logistic or cumulative normal.

An equivalent, alternative formulation of model II can be obtained by defining a continuous unobserved variable $Y^{\prime}$ which is linearly (though not exactly) related to $Y^{*}$ and is nonlinearly but deterministically related


Fig. 3.-Path diagram of model I
to $d_{y}$. Thus, as in the preceding section, $Y^{\prime}$ is a variable which is classified perfectly by $d_{y}$, just as $Y^{*}$ is classified perfectly by $d_{y}$ in model I. Model II may then be represented as in figure $4 B$, which shows that $Y^{*}$ and $Y^{\prime}$ are related by the measurement equation $Y^{\prime}=\lambda Y^{*}+\epsilon_{y^{\prime}}$, where $d_{y}=$ 1 if $Y^{\prime} \geqslant M, d_{y}=0$ if $Y^{\prime}<M$. This formulation shows that model II contains one more parameter ( $\lambda$ ) than model I, indicating that the relationship between the unobserved continuous variable and its discrete indicator $d_{y}$ is not exact and needs to be estimated from the data. As will be shown below, the parameters of model II are not identifiable, in gen-


Fig. 4.-Model II. $A$, Path diagram of model II. $B$, Path diagram of model II: threshold representation.
eral, without additional information. This information, however, is often available, and simple modifications of model II are identifiable.

Model III: intervening variable as observed discrete variable deterministically related to unobserved continuous variable.-In contrast to the two models discussed above, in the third and fourth models the observed discrete intervening variable $d_{y}$ affects $Z$ directly. In model III, $d_{y}$ and an unobserved continuous variable $Y^{*}$, which is a linear function of $X$, are related deterministically; thus this model parallels model I. Model III is diagramed in figure 5. The model is

$$
\begin{gathered}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}+\epsilon_{z} \\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y}
\end{gathered}
$$

where

$$
\begin{gathered}
\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0, \\
d_{y}=1 \text { if } Y^{*} \geqslant L, \\
d_{y}=0 \text { if } Y^{*}<L .
\end{gathered}
$$

Figure 5 indicates that model III differs from typical three-variable recursive models because it contains an unobserved variable $Y^{*}$ which is related nonlinearly to an observed variable $d_{y}$ but (in contrast to models I and II) both variables enter the structural equations. The structural


Fig. 5.-Path diagram of model III
parameters $\alpha_{0}, \alpha_{1}, \alpha_{3}, \beta_{0}$, and $\beta_{1}$ are nonetheless identifiable, as will be shown in the next section.

Model IV: intervening variable as observed discrete variable stochastically related to unobserved continuous variable. -In model IV, $d_{y}$ and an unobserved continuous variable $Y^{*}$, which is a linear function of $X$, are related stochastically. Thus this model parallels model II. That is, $d_{y}$ is the outcome of binomial trials. Model IV is diagramed in figure $6 A$


Fig. 6.-Model IV. $A$, Path diagram of model IV. B, Path diagram of model IV: threshold representation.
and may be written

$$
\begin{gathered}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}+\epsilon_{z}, \\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y} ;
\end{gathered}
$$

where

$$
\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0,
$$

$$
\begin{gathered}
p\left(d_{y}=1\right)=F\left(Y^{*}\right) \\
p\left(d_{y}=0\right)=1-F\left(Y^{*}\right) .
\end{gathered}
$$

Like model II, model IV can be reformulated to show explicitly the stochastic relationship between $Y^{*}$ and $d_{y}$ by introducing the continuous unobserved variable $Y^{\prime}$, which is related deterministically to $d_{y}$. Figure $6 B$ shows this alternative formulation, and the equations of the model can be augmented to include the measurement equation $Y^{\prime}=\lambda Y^{*}+$ $\epsilon_{y^{\prime}}$, where $d_{y}=1$ if $Y^{\prime} \geqslant M, d_{y}=0$ if $Y^{\prime}<M$. Model IV contains one more parameter ( $\lambda$ ) than model III, reflecting the stochastic relationship between $Y^{*}$ and $d_{y}$. As will be shown in the next section, model IV is not in general identifiable without additional information, although it can be identified in a wide range of circumstances.

The formal properties of models I-IV discussed thus far are summarized in the first two columns of table 1. Substantive differences among the models can be appreciated from two examples.

Consider a simple recursive model in which an individual's parents' socioeconomic status influences his grades of formal schooling achieved and both socioeconomic status and schooling affect earnings. Suppose, however, that the analyst does not measure schooling as a continuous variable but measures only whether or not individuals graduated from high school. This binary measure of schooling may capture the variation in schooling that affects earnings. Either the credential of a high school degree or the human capital derived from completion of all high school requirements may be the primary determinant of earnings (e.g., Jencks et al. 1979). Alternatively, however, the effect of grades of schooling achieved may be linear, with no bonus derived from high school completion. Given the data, these alternative hypotheses could be formulated using models I and III above. In figure 3 , let $Z$ be earnings, $X$ be socioeconomic status, $Y^{*}$ be an unmeasured variable interpreted as a continuous measure of schooling, and $d_{y}$ be the observed dichotomy, graduate versus nongraduate. Under model I, schooling affects earnings as an unobserved continuous variable. Under the alternative hypothesis (model III, fig. 5), the variables denote the same concepts, but schooling affects earnings as an observed discrete variable.

A second example is the task of determining whether or not prior robbery victimization affects the likelihood of gun ownership when other
TABLE 1

| Model | Relationship between Discrete Outcome ( $d_{y}$ ) and Unmeasured Continuous Varıable ( $Y^{*}$ ) | Causal Form of Intervening Varrable | Identifiable from Simple Single-Equation Estımates | Identifiable from Reduced-Form Error Correlation | Identifiable with Instrumental Variables | Identifiable with Multıple Indicators of $Y^{*}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Deterministic | Unobserved continuous variable $\left(Y^{*}\right)$ | No | Yes | Yes | Yes |
|  | Stochastic | Unobserved continuous variable ( $Y^{*}$ ) | No | No | Yes | Yes |
| III | Deterministic | Observed dummy variable ( $d_{y}$ ) | Yes | Yes | Yes | Yes |
| IV. . . | Stochastic | Observed dummy variable ( $d_{y}$ ) | No | No | No | Yes |

factors correlated with victimization, such as the crime rate in an individual's neighborhood, may also be important causes. If whether or not an individual owns a gun, whether or not he has recently been a victim, and other personal background factors are known, but neighborhood factors are unmeasured, then model II can be used to represent the alternative mechanisms through which victimization might affect ownership; to wit, either directly or as an indicator of the neighborhood climate that the individual experiences. In figure $4 A$ and $B$, let $X$ denote measured personal background, $Z$ denote gun ownership, $Y^{*}$ denote the neighborhood climate experienced by the individual, and $d_{y}$ denote whether or not the individual has recently been a robbery victim. Under this model, gun ownership is affected by a latent continuous variable that is indicated by an observed discrete variable. In contrast, model IV (fig. $6 A$ and $B$ ) represents a direct effect of observed victimization on ownership. In this example, gun ownership is a discrete variable. Strictly speaking, figures 4 and 6 should be modified to indicate that $Z$ is an unobserved continuous variable related linearly to the predetermined variables and related nonlinearly to a discrete variable, say $d_{2}$. This modification, however, would leave unchanged the logical issues involved in considering the effects of $Y^{*}$ and $d_{y}$. Models I and III might also be used to explore these arguments. Insofar as models II and IV are identifiable, however, they are most likely preferable. The latter models allow the relationship between neighborhood climate and personal experience to be stochastic. That is, some residents of dangerous neighborhoods have not been victims, and conversely, some residents of safe neighborhoods have been victims. Models I and III, in contrast, assume that whether or not an individual has been a victim exactly differentiates neighborhoods by their safety.

These examples raise the issue of testing rigorously among the alternative models. In practice, this requires that a more general model, one in which both the continuous and discrete effects of $Y$ are estimated, be compared to the two more restrictive models (either I and III or II and IV). This procedure is illustrated in Section IV.

Of the four models considered in this section, model IV is closest to the recursive systems of logit equations for the causal analysis of discrete data discussed by Goodman (1972, 1973a, 1973b, 1979) and others. In these systems, when the discrete intervening variable is a dependent variable, it is formulated as the logit of the unobserved probability of an outcome on the discrete variable. ${ }^{9}$ When the discrete variable is an in-

[^6]dependent variable, it is a dummy variable. Thus these methods for analysis of recursive systems are best applied to the substantive contexts for which model IV is appropriate. ${ }^{10}$

## II. MODEL IDENTIFICATION

This section discusses the identification of recursive models for discrete data typified by models I-IV. First it examines the problem of identifying parameters in these models, focusing initially on single-equation models for discrete response variables and then on models I-IV in turn. The discussion of model identification assumes that equations with continuous response variables can be estimated by ordinary least squares (OLS), that equations with binary response variables can be estimated by logit or probit analysis, and that models with two or more equations can be estimated by extensions of these procedures. These methods of estimation are discussed in the Appendix.

Identification of parameters in structural equation models with discrete variables comprises two parts, the identification of parameters in a single equation with a continuous unobserved dependent variable indicated by an observed dichotomous variable, and the identification of parameters in multiequation models.

## 1. Single-Equation Models with Binary Dependent Variables

The preceding section discussed models in which discrete variables are indicators of unobserved continuous dependent variables, a formulation that was termed the "threshold model." As before, let $d_{y}$ be a discrete response variable; $X$ and $W$ be observed independent variables; $\beta_{0}, \beta_{1}$, and $\beta_{2}$ be parameters; $Y^{*}$ be an unobserved continuous variable; and $\epsilon_{y}$ be a stochastic disturbance with variance $\sigma_{\epsilon, y}{ }^{2}$ assumed to be uncorrelated with $X$ or $W$. Following the earlier discussion of the threshold model, $Y^{*}$ $=\beta_{0}+\beta_{1} X+\beta_{2} W+\epsilon_{y}$, where $d_{y}=1$ if $Y^{*} \geqslant L, d_{y}=0$ if $Y^{*}<L$, and $L$ is the threshold parameter.

Without further specification, this model is underidentified because the scale of the unobserved variable $Y^{*}$, and thus of $\epsilon_{y}$, is unknown. Under

[^7]either a logit or probit specification, the estimated model is $y=b_{0}+$ $b_{1} X+b_{2} W+e_{y}$, where $y=V^{*} / \sigma_{\epsilon y}, b_{0}=\beta_{0} / \sigma_{\epsilon y}, b_{2}=\beta_{2} / \sigma_{\epsilon y}$, and $e_{y}=$ $\epsilon_{y} / \sigma_{\epsilon \cdot}$. To identify the structural parameters $\beta_{0}, \beta_{1}, \beta_{2}$, and $\sigma_{\epsilon y}$, an assumption about the variance of $Y^{*}$ or $\epsilon_{y}$ is required. For example, if $\sigma_{\epsilon y}{ }^{2}=1$, then $\beta_{0}=b_{0}, \beta_{1}=b_{1}$, and $\beta_{2}=b_{2}$. An alternative scaling assumption, employed throughout this article, is that $\operatorname{var}\left(Y^{*}\right)=1$. Under this assumption,
\[

$$
\begin{aligned}
1 & =\beta_{1}{ }^{2} \operatorname{var}(X)+\beta_{2}{ }^{2} \operatorname{var}(W)+2 \beta_{1} \beta_{2} \operatorname{cov}(X, W)+\sigma_{\epsilon v}{ }^{2} \\
& =\sigma_{\epsilon y}{ }^{2} b_{1}{ }^{2} \operatorname{var}(X)+\sigma_{\epsilon_{y}}{ }^{2} b_{2}{ }^{2} \operatorname{var}(W)+2 \sigma_{\epsilon y}{ }^{2} b_{1} b_{2} \operatorname{cov}(X, W)+\sigma_{\epsilon y}{ }^{2},
\end{aligned}
$$
\]

and thus the parameters of interest can be obtained from the estimated parameters with the equations

$$
\begin{gathered}
\sigma_{\epsilon y}=\sqrt{1 /\left[b_{1}{ }^{2} \operatorname{var}(X)+b_{2}{ }^{2} \operatorname{var}(W)+2 b_{1} b_{2} \operatorname{cov}(X, W)+1\right]} ; \\
\beta_{0}=b_{0} \sigma_{\epsilon y} ; \quad \beta_{1}=b_{1} \sigma_{\epsilon y} ; \quad \beta_{2}=b_{2} \sigma_{\epsilon y} .
\end{gathered}
$$

In contrast to models with observed continuous dependent variables, therefore, a scaling assumption is required to identify model parameters. ${ }^{11}$ With the scaling assumption used here, the slope parameters $\beta_{1}$ and $\beta_{2}$ measure the effects of a unit change in the independent variables $X$ and $W$ measured in standard deviations of the latent variable $Y^{*}$. Similar arguments are necessary to identify parameters in multiequation models discussed below. ${ }^{12}$

The binomial trials model presents identification problems in addition to that of scale identification. Consider again the threshold representation of the binomial trials model, that is, as in equations (8) and (9) above: $Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y}, Y^{\prime}=\lambda Y^{*}+\epsilon_{y^{\prime}}$, where $d_{y}=1$ if $Y^{\prime} \geqslant M, d_{y}=$ 0 if $Y^{\prime}<M$. Because this model contains an additional source of variation, namely, $\boldsymbol{\epsilon}_{y^{\prime}}$, and an additional parameter $\lambda$, assumptions about the variances $Y^{*}$ and $Y^{\prime}$ are insufficient to identify the model. Assume that both $Y^{*}$ and $Y^{\prime}$ have variances of unity. Substitution of (8) into (9) yields $Y^{\prime}$ $=\lambda \beta_{0}+\lambda \beta_{1} X+\lambda \epsilon_{y}+\epsilon_{y^{\prime}}$. Because this equation can be estimated

[^8]directly through logit or probit analysis, the quantities $\lambda \beta_{0}$ and $\lambda \beta_{1}$ are identified, but the separate structural and measurement parameters $\beta_{0}$, $\beta_{1}$, and $\lambda$ are not.

If one assumes, however, that $Y^{*}$ is an exact linear function of $X$, that is, that $\epsilon_{y}=0$ for all observations, it is possible to identify both the structural and measurement parameters. Substitution of (8) into (9) assuming $\epsilon_{y}=0$ yields $Y^{\prime}=\lambda \beta_{0}+\lambda \beta_{1} X+\epsilon_{y^{\prime}}$, which can be estimated by probit or logit analysis. As in the case of the threshold model, however, the estimated equation is $Y^{\prime}=c_{0}+c_{1} X+e_{y^{\prime}}$, where $y^{\prime}=Y^{\prime} / \sigma_{\epsilon,}, c_{0}=$ $\lambda \beta_{0} / \sigma_{\epsilon y^{\prime}}, c_{1}=\lambda \beta_{1} / \sigma_{\epsilon y^{\prime}}, e_{y^{\prime}}=\epsilon_{y^{\prime}} / \sigma_{\epsilon y^{\prime}}$, and $\sigma_{\epsilon y^{\prime}}{ }^{2},=\operatorname{var}\left(\epsilon_{y^{\prime}}\right)$. If $\operatorname{var}\left(Y^{\prime}\right)=$ 1 , then $\sigma_{\epsilon y^{\prime}}{ }^{2}=1 /\left[1+c_{1}{ }^{2} \operatorname{var}(X)\right]$ and

$$
\lambda=1-\sqrt{1 /\left[1+c_{1}^{2} \operatorname{var}(X)\right]} .
$$

The structural parameters can be obtained as follows: $\beta_{0}=c_{0} \sigma_{\epsilon y} / \lambda ; \beta_{1}$ $=c_{1} \sigma_{\epsilon y} / \lambda$. Alternative strategies are discussed below. One means of identifying both the structural and measurement parts of the binomial trials model is to employ multiple indicators of $Y^{*}$ (Muthén 1979). This approach is illustrated for model IV below. Another approach is to use additional information in the form of an instrumental variable. This is illustrated for model III.

## 2. Model I

Consider again the structural equations of model I:

$$
\begin{gather*}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{2} Y^{*}+\epsilon_{z}  \tag{10}\\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y} \tag{11}
\end{gather*}
$$

where $d_{y}=1$ if $Y^{*} \geqslant L, d_{y}=0$ if $Y^{*}<L, Y^{*}$ is a continuous unobserved variable, $\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0, \operatorname{var}\left(Y^{*}\right)=1, \operatorname{var}\left(\epsilon_{z}\right)=\sigma_{\epsilon_{z}}{ }^{2}$, and $\operatorname{var}\left(\epsilon_{y}\right)=$ $\sigma_{\epsilon y}{ }^{2}$. Equation (11) can be estimated directly by probit or logit analysis, given the scale identification assumption on $Y^{*}$. Thus $\beta_{0}, \beta_{1}$, and $\sigma_{\epsilon,}{ }^{2}$ are identifiable. Equation (10), however, creates additional problems because $Y^{*}$ is unobserved and thus standard estimation procedures for either discrete or continuous measures of $Z$ cannot be applied directly. Equation (10) is nonetheless identified, as can be seen by substituting (11) into (10) to yield the reduced-form equation

$$
\begin{equation*}
Z=\gamma_{0}+\gamma_{1} X+\eta_{z} \tag{12}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{0}=\alpha_{0}+\alpha_{2} \beta_{0} \tag{13}
\end{equation*}
$$
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$$
\begin{gather*}
\gamma_{1}=\alpha_{1}+\alpha_{2} \beta_{1}  \tag{14}\\
\eta_{z}=\epsilon_{z}+\alpha_{2} \epsilon_{y}  \tag{15}\\
\operatorname{var}\left(\eta_{z}\right)=\sigma_{\eta_{z}}{ }^{2}=\sigma_{\epsilon_{z}}{ }^{2}+\alpha_{2}^{2} \sigma_{\epsilon_{y}}^{2}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)=\alpha_{z} \sigma_{\epsilon_{y}}{ }^{2} . \tag{16}
\end{equation*}
$$

If $Z$ is continuous, (12) can be estimated by OLS; if $Z$ is discrete, (12) can be estimated by probit or logit analysis. As is shown in the Appendix, if an assumption is made about the multivariate distribution of $\epsilon_{z}$ and $\epsilon_{y}$, and thus about $\eta_{z}$, it is possible to estimate $\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)$. Thus (13), (14), and (16) provide three equations in the three unknown parameters $\alpha_{0}$, $\alpha_{1}$, and $\alpha_{2}$. The parameters of (10), therefore can be identified from the equations:

$$
\begin{aligned}
& \alpha_{0}=\gamma_{0}-\beta_{0}\left[\frac{\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)}{\sigma_{\epsilon y}{ }^{2}}\right], \\
& \alpha_{1}=\gamma_{1}-\beta_{1}\left[\frac{\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)}{\sigma_{\epsilon y}{ }^{2}}\right], \\
& \alpha_{2}=\frac{\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)}{\sigma_{\epsilon y}{ }^{2}} .
\end{aligned}
$$

Thus, model I is identifiable from equations predicting $Y^{*}$ and from the parameters of the reduced-form equation for $Z$.

This identification procedure requires that an estimate of the disturbance covariance, $\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)$, for (11) and (12) be obtained. Although this is always possible, it requires that one assume a particular multivariate distribution for $\epsilon_{z}$ and $\epsilon_{y}$, and it is computationally burdensome. ${ }^{13}$ In the absence of this estimate, model I cannot be identified. However, if there is additional information in the form of an instrumental variable for $Y^{*}$ that is, a variable, say $W$, that affects $Y^{*}$ but does not affect $Z$ directly-

[^9]then it is possible to identify the model without $\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)$. To see this, modify (11) as follows:
\[

$$
\begin{equation*}
Y^{*}=\beta_{0}+\beta_{1} X+\beta_{2} W+\epsilon_{y} . \tag{*}
\end{equation*}
$$

\]

Then the reduced-form equation for $Z$ (eq. [12]) becomes

$$
\begin{equation*}
Z=\gamma_{0}+\gamma_{1} X+\gamma_{2} W+\eta_{z} \tag{*}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{2}=\alpha_{2} \beta_{2} . \tag{17}
\end{equation*}
$$

Equations (13), (14), and (17) contain the three parameters $\alpha_{0}, \alpha_{1}$, and $\alpha_{2}$ and can be solved for them as follows: $\alpha_{0}=\gamma_{0}-\left(\beta_{0} \gamma_{2} / \beta_{2}\right) ; \alpha_{1}=\gamma_{1}-$ $\left(\beta_{1} \gamma_{2} / \beta_{2}\right) ; \alpha_{2}=\gamma_{2} / \beta_{2}$.

## 3. Model II

Model II, in which the observed discrete variable $d_{y}$ is related stochastically to an unmeasured continuous variable, contains one more parameter than model I. As a result, without additional information it is not identified. To see this, consider the model, which is diagramed in figure $4 B$ :

$$
\begin{gather*}
Z=\alpha_{o}+\alpha_{1} X+\alpha_{2} Y^{*}+\epsilon_{z}  \tag{18}\\
Y^{*}=\beta_{o}+\beta_{1} X+\epsilon_{y},  \tag{19}\\
Y^{\prime}=\lambda Y^{*}+\epsilon_{y^{\prime}} \tag{20}
\end{gather*}
$$

where $d_{y}=1$ if $Y^{\prime} \geqslant M, d_{y}=0$ if $Y^{\prime}<M$, $\operatorname{var}\left(Y^{\prime}\right)=\operatorname{var}\left(Y^{*}\right)=1$, $\operatorname{cov}\left(\boldsymbol{\epsilon}_{z}, \boldsymbol{\epsilon}_{y}\right)=\operatorname{cov}\left(\boldsymbol{\epsilon}_{y}, \boldsymbol{\epsilon}_{y^{\prime}}\right)=\operatorname{cov}\left(\boldsymbol{\epsilon}_{z}, \boldsymbol{\epsilon}_{y}\right)=0, \operatorname{var}\left(\boldsymbol{\epsilon}_{z}\right)=\sigma_{\epsilon_{z}}{ }^{2}, \operatorname{var}\left(\boldsymbol{\epsilon}_{y}\right)=$ $\sigma_{\epsilon, y}{ }^{2}, \operatorname{var}\left(\epsilon_{y^{\prime}}\right)=\sigma_{\epsilon y^{\prime}}{ }^{2}$, and all other notation is as described above. Equations (18), (19), and (20) can be expressed in reduced form for $Z$ and $Y^{\prime}$ as follows:

$$
\begin{align*}
& Z=\gamma_{0}+\gamma_{1} X+\eta_{z},  \tag{21}\\
& Y^{\prime}=\theta_{0}+\theta_{1} X+\eta_{y^{\prime}} \tag{22}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma_{0}=\alpha_{0}+\alpha_{2} \beta_{0} \tag{23}
\end{equation*}
$$
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$$
\begin{gather*}
\gamma_{1}=\alpha_{1}+\alpha_{2} \beta_{1}  \tag{24}\\
\theta_{0}=\lambda \beta_{0}  \tag{25}\\
\theta_{1}=\lambda \beta_{1}  \tag{26}\\
\operatorname{cov}\left(\eta_{z}, \eta_{y^{\prime}}\right)=\operatorname{cov}\left(\epsilon_{y^{\prime}}+\lambda \epsilon_{y}, \epsilon_{z}+\alpha_{2} \epsilon_{y}\right)  \tag{27}\\
=\alpha_{2} \lambda \sigma_{\epsilon y}^{2} \\
\operatorname{var}\left(\eta_{z}\right)=\sigma_{\epsilon_{z}}^{2}+\alpha_{2}^{2} \sigma_{\epsilon y}^{2}  \tag{28}\\
\operatorname{var}\left(\eta_{y^{\prime}}\right)=\sigma_{\epsilon y^{\prime}}^{2}+\lambda^{2} \sigma_{\epsilon y}^{2} \tag{29}
\end{gather*}
$$

The reduced-form equations (21) and (22) can be estimated by OLS (for continuous $Z$ ) and either logit or probit analysis, respectively, providing estimates of $\gamma_{0}, \gamma_{1}, \theta_{0}, \theta_{1}, \operatorname{cov}\left(\eta_{z}, \eta_{y^{\prime}}\right)$, var $\left(\eta_{z}\right)$, and $\operatorname{var}\left(\eta_{y^{\prime}}\right)$. These estimates, however, yield seven equations, (23)-(29), in eight unknown structural parameters: $\alpha_{0}, \alpha_{1}, \alpha_{2}, \beta_{0}, \beta_{1}, \lambda, \sigma_{\epsilon_{2}}$, and $\sigma_{\epsilon_{\gamma}}$. None of these parameters is identifiable. Note, however, that if $\lambda=1$, model II reduces to model I and all parameters can be estimated as for the latter model.

Model II can, nonetheless, be identified in its own right with additional information. In particular, if there exists another exogenous variable, say $W$, that affects $Y^{*}$ but not $Z$, model II can be identified. Alternatively, if there are two observed dichotomous variables that index $Y^{*}$, say $d_{y_{1}}$ and $d_{y_{2}}$, instead of just one, then, too, the model can be identified. The following shows how an instrumental variable $W$ can be used to identify model II. The use of multiple discrete indicators is outlined in the discussion for model IV below.

Modify model II by replacing (19) with

$$
\begin{equation*}
Y^{*}=\beta_{0}+\beta_{1} X+\beta_{2} W+\epsilon_{y} \tag{19*}
\end{equation*}
$$

but allowing (18) and (20) to remain as above. Then the reduced forms become

$$
\begin{align*}
& Z=\gamma_{0}+\gamma_{1} X+\gamma_{2} W+\eta_{z}  \tag{*}\\
& Y^{\prime}=\theta_{0}+\theta_{1} X+\theta_{2} W+\eta_{y^{\prime}} \tag{*}
\end{align*}
$$

where equations (23)-(29) hold as before and, in addition,

$$
\begin{align*}
& \theta_{2}=\lambda \beta_{2}  \tag{30}\\
& \gamma_{2}=\alpha_{2} \beta_{2} . \tag{31}
\end{align*}
$$

Equations (23)-(31) now provide nine independent equations in the nine unknown structural parameters. These equations, along with the scaling assumptions on $Y^{*}$ and $Y^{\prime}$, yield the following solutions for the structural parameters:

$$
\begin{aligned}
& \lambda=\sqrt{\left[1-\operatorname{var}\left(\eta_{y^{\prime}}\right)+\frac{\theta_{2}}{\gamma_{2}} \operatorname{cov}\left(\eta_{z}, \eta_{y^{\prime}}\right)\right]}=k ; \\
& \beta_{0}=\frac{\theta_{0}}{k} ; \quad \beta_{1}=\frac{\theta_{1}}{k} ; \quad \beta_{2}=\frac{\theta_{2}}{k} ; \\
& \alpha_{0}=\gamma_{0}-\frac{\gamma_{2} \theta_{0}}{\theta_{2}} ; \quad \alpha_{1}=\gamma_{1}-\frac{\gamma_{2} \theta_{1}}{\theta_{2}} ; \\
& \alpha_{2}=\frac{\gamma_{2}}{\theta_{2}} k ; \quad \sigma_{\epsilon_{y}}=\sqrt{\left[\frac{\theta_{2}}{\gamma_{2}} \operatorname{cov}\left(\eta_{z}, \eta_{y^{\prime}}\right] / k\right.} ; \\
& \sigma_{\epsilon_{z}}=\sqrt{\operatorname{var}\left(\eta_{z}\right)-\frac{\gamma_{2}}{\theta_{2}} \operatorname{cov}\left(\eta_{z}, \eta_{y^{\prime}}\right)} .
\end{aligned}
$$

Thus the introduction of an instrumental variable $W$ that affects $Y^{*}$ but not $Z$ allows the identification of all structural parameters. The single restriction that $W$ does not affect $Z$ compensates for the single additional parameter $\lambda$ included in model II but not model I.

## 4. Model III

Recall that in model III the observed discrete response $d_{y}$ is related deterministically to a latent continuous variable $Y^{*}$ and has a direct impact on the endogenous variable $Z$ (see fig. 5). That is, $Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}$ $+\epsilon_{z}$ and $Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y}$, where var $\left(Y^{*}\right)=1, \operatorname{cov}\left(\epsilon_{2}, \epsilon_{y}\right)=0$, and all notation is as defined above. Since all the independent variables are observed, model III can be estimated by the usual single-equation methods; that is, OLS for continuous $Z$ or logit or probit analysis for discrete $Z$ and logit or probit analysis for $Y^{*}$. Subject to the scale restrictions on $Y^{*}$, the model is identified directly and presents no special problems.

## 5. Model IV

Finally, consider model IV, which differs from model III only in that the relationship between the observed discrete variable and the latent con-
tinuous variable to which it corresponds is stochastic. This model, diagramed in figure $6 B$, is written as above:

$$
\begin{gather*}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}+\epsilon_{z}  \tag{32}\\
Y^{*}=\beta_{0}+\beta_{1} X+\epsilon_{y}  \tag{33}\\
Y^{\prime}=\lambda Y^{*}+\epsilon_{y^{\prime}} \tag{34}
\end{gather*}
$$

where $d_{y}=1$ if $Y^{\prime} \geqslant M, d_{y}=0$ if $Y^{\prime}<M, \operatorname{cov}\left(\boldsymbol{\epsilon}_{z}, \boldsymbol{\epsilon}_{y}\right)=\operatorname{cov}\left(\boldsymbol{\epsilon}_{y}, \boldsymbol{\epsilon}_{y^{\prime}}\right)=$ $\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y^{\prime}}\right)=0$, $\operatorname{var}\left(Y^{\prime}\right)=\operatorname{var}\left(Y^{*}\right)=1$, and all other notation is as described above. Equation (32) can be estimated directly by OLS if $Z$ is continuous or by logit or probit analysis if $Z$ is discrete. Equations (33) and (34), however, are not identifiable. To see this, consider the reducedform equation for $Y^{\prime}, Y^{\prime}=\theta_{0}+\theta_{1} X+\eta_{y^{\prime}}$, where $\theta_{0}=\lambda \beta_{0}, \theta_{1}=\lambda \beta_{1}$, and $\operatorname{var}\left(\eta_{y^{\prime}}\right)=\sigma_{\epsilon y^{\prime}}{ }^{2}+\lambda^{2} \sigma_{\epsilon_{y}}{ }^{2}$. Since cov $\left(\eta_{y^{\prime}}, \epsilon_{z}\right)=0$, there are only three equations from which to estimate the four parameters $\lambda, \beta_{0}, \beta_{1}$, and $\sigma_{\epsilon y}{ }^{2}$. A key feature of this model is that, although the measurement parameter $\lambda$ cannot be separated from the structural parameter $\beta_{1}$, the effect of $X$ on $Z$ via $Y^{*}$ can nonetheless be calculated from the reduced-form parameter $\theta_{1}$. This will be shown in the next section.

Unlike model II, which is also underidentified without additional information, model IV cannot be identified by resort to instrumental variables, that is, variables affecting $Y^{*}$ but not $Z$. An alternative method that does permit identification, however, is to obtain additional categorical indicators of $Y^{*}$. Muthén (1979) shows that repeated observations on $Y^{*}$ can be used to identify models similar to model IV. Consider an extension of model IV which retains (33) but replaces (32) and (34) with the three equations:

$$
\begin{gather*}
Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y_{1}}+\alpha_{4} d_{y_{2}}+\epsilon_{z},  \tag{32*}\\
Y_{1}^{\prime}=\lambda_{1} Y^{*}+\epsilon_{y^{\prime} 1},  \tag{35}\\
Y_{2}^{\prime}=\lambda_{2} Y^{*}+\epsilon_{y^{\prime} 2} ; \tag{36}
\end{gather*}
$$

where $d_{y_{1}}=1$ if $Y^{\prime}{ }_{1} \geqslant M_{1}, d_{y_{1}}=0$ if $Y^{\prime}{ }_{1}<M_{1}, d_{y_{2}}=1$ if $Y^{\prime}{ }_{2} \geqslant M_{2}$; $d_{y_{2}}=0$ if $Y^{\prime}{ }_{2}<M_{2} ; \operatorname{var}\left(Y_{1}^{\prime}\right)=\operatorname{var}\left(Y^{\prime}{ }_{2}\right)=1 ; \epsilon_{2}, \epsilon_{y^{\prime} 1}$, and $\epsilon_{y^{\prime}, 2}$ are uncorrelated; $M_{1}$ and $M_{2}$ are threshold parameters; and

$$
\operatorname{var}\left(\epsilon_{y^{\prime}{ }_{1}}\right)=\sigma_{\epsilon y_{1}^{\prime}}{ }^{2} \quad \text { and } \quad \operatorname{var}\left(\epsilon_{y^{\prime}{ }_{2}}\right)=\sigma_{\epsilon y^{\prime}{ }_{2}}{ }^{2}
$$

This model, which is diagramed in figure 7, contains two observed dichotomous indicators, $d_{y_{1}}$ and $d_{y_{2}}$, of the underlying construct $Y^{*}$. As in
the single-indicator case, $Y^{\prime}{ }_{1}$ and $Y^{\prime}{ }_{2}$ are related linearly but stochastically to $Y^{*}$ but related deterministically to $d_{y_{1}}$ and $d_{y_{2}}$, respectively. This model might be applied to an extension of the robbery victimization-gun ownership example discussed above. Let $X$ denote personal background characteristics, $Y^{*}$ denote neighborhood climate, $d_{y_{1}}$ denote whether the individual has recently been robbed, $d_{y_{2}}$ denote whether or not the individual knows someone else who has recently been robbed, and $Z$ denote gun ownership. Model IV then models the effects of personal experiences with robbery on ownership.

This model can be identified as follows. Again the equation for $Z$ can be estimated directly using a method appropriate to the way that $Z$ is measured. To obtain the remaining parameters, solve (35) and (36) to obtain the reduced-form equations for $Y^{\prime}{ }_{1}$ and $Y^{\prime}{ }_{2}: Y^{\prime}{ }_{1}=\theta_{0}+\theta_{1} X+$ $\eta_{y^{\prime} 1}$ and $Y^{\prime}{ }_{2}=\psi_{0}+\psi_{1} X+\eta_{y^{\prime},}$, where

$$
\begin{gathered}
\theta_{0}=\beta_{0} \lambda_{1} ; \quad \theta_{1}=\beta_{1} \lambda_{1} ; \quad \psi_{0}=\beta_{0} \lambda_{2} ; \quad \psi_{1}=\beta_{1} \lambda_{2} ; \\
\operatorname{cov}\left(\eta_{y^{\prime} 1}, \eta_{y^{\prime} 2}\right)=\lambda_{1} \lambda_{2} \sigma_{\epsilon_{y}}{ }^{2} ; \quad \operatorname{var}\left(\eta_{y^{\prime} 1}\right)=\sigma_{\epsilon \epsilon_{1}^{\prime} 1}{ }^{2}+\lambda_{1}{ }^{2} \sigma_{\epsilon_{y}}{ }^{2} ; \\
\operatorname{var}\left(\eta_{y^{\prime} 2}\right)=\sigma_{\epsilon_{y^{\prime}}{ }^{2}}{ }^{2}+\lambda_{2}{ }^{2} \sigma_{\epsilon^{2}}{ }^{2} .
\end{gathered}
$$

These equations can be solved for the parameters of interest; that is,


Fig. 7.-Threshold representation of model IV with multiple indicators

$$
\begin{aligned}
\lambda_{1} & =\sqrt{1-\operatorname{var}\left(\eta_{y^{\prime} 1}\right)+\frac{\theta_{1}}{\psi_{1}} \operatorname{cov}\left(\eta_{y^{\prime}}, \eta_{y^{\prime} 2}\right)}=k_{1}, \\
\lambda_{2} & =\sqrt{1-\operatorname{var}\left(\eta_{y^{\prime} 2}\right)+\frac{\psi_{1}}{\theta_{1}} \operatorname{cov}\left(\eta_{y^{\prime} 1}, \eta_{y^{\prime} 2}\right)}=k_{2}, \\
\beta_{0} & =\frac{\theta_{0}}{k_{1}} ; \quad \beta_{1}=\frac{\theta_{1}}{k_{1}} ; \quad \sigma_{\epsilon_{y}}{ }^{2}=\frac{\operatorname{cov}\left(\eta_{y^{\prime}}, \eta_{y^{\prime} 2}\right)}{k_{1} k_{2}}, \\
\sigma_{\epsilon_{\prime^{\prime}}{ }^{2}} & =1-k_{1}{ }^{2} ; \quad \sigma_{\epsilon y^{\prime} 2}{ }^{2}=1-k_{2}{ }^{2} .
\end{aligned}
$$

Thus multiple indicators of $Y^{*}$ permit model IV to be identified.
The foregoing discussion has shown that the four basic recursive models vary considerably in their ease of identification. The alternative avenues to identification for these models are summarized in table 1.

Models I, II, III, and IV, of course, are not the only possible recursive models. An important type of model is one that combines the features of models I and III or those of models II and IV. That is, the effects of a discrete variable result from both the discrete variable, per se, and a latent continuous variable of which the discrete variable is an indicator. Indeed, such models are necessary to assess the relative importance of the features of models I and III or those of II and IV. It can be shown that a model that combines the features of models I and III can be identified under the same conditions as model I. That is, simple singleequation estimates will not suffice to identify the model, but using an estimate of the reduced-form error covariance ( $\operatorname{cov}\left[\eta_{z}, \epsilon_{y}\right]$ ), or an instrumental variable that either affects $Y^{*}$ but not $Z$ or has multiple indicators of $Y^{*}$, allows the model to be identified. Similarly, it can be shown that a model that combines the features of models II and IV can be identified under the same conditions as model IV. That is, multiple indicators of $Y^{*}$ identify the model. These procedures are illustrated in Section IV below.

## III. PATH ANALYSIS IN RECURSIVE MODELS WITH DISCRETE ENDOGENOUS VARIABLES

This section shows that the same principles of path analysis that have been applied to models with continuous dependent variables (Alwin and Hauser 1975; Duncan 1966) can be applied to the models considered in this article. That is, the total effect of a predetermined variable, say $X$, on an endogenous variable, say $Z$, can be apportioned into a component due to the indirect effect of $X$ on $Z$ through an intervening variable, say
$Y$, and a direct effect of $X$ on $Z$ net of $Y$. The "calculus of paths" is slightly more complex when $Z$ or $Y$ is discrete than when both are continuous because not all the relationships in the model are linear. Stolzenberg (1979), however, shows that such calculations are feasible for nonlinear models in general, and this section applies his methods to nonlinearities arising in models with discrete variables.

## 1. Continuous Endogenous Variables

Consider again the two-equation model for the $i$ th observation: $Z=\alpha_{0}$ $+\alpha_{1} X+\alpha_{2} Y+\epsilon_{z}$, and $Y=\beta_{0}+\beta_{1} X+\epsilon_{y}$, where $\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0$. If both $Z$ and $Y$ are continuous, the direct and indirect effects of $X$ and $Z$ are given by

$$
\underset{\text { (total) }}{b_{z x}=} \underset{\text { (direct) }}{\alpha_{1}}+\underset{\text { (indirect) }}{\alpha_{2} \beta_{1},}
$$

where $b_{z x}$ is the zero-order (and reduced-form) regression of $Z$ on $X$. This relationship holds whether $Z$ and $Y$ are observed continuous variables or latent variables with dichotomous indicators, say $d_{z}$ and $d_{y}$. Thus (37) is an appropriate decomposition of the direct and indirect effects of $X$ on $Z$ for models I and II (see figs. 3 and 4), in which the effect of $Y$ is hypothesized to be that of a latent continuous variable.

## 2. Continuous Intervening Variable; Discrete $Z$

The decomposition (37) is measured in units of the continuous variable $Z$, whether observed or unobserved. In any of models I through IV, however, when $Z$ is a latent variable corresponding to a discrete variable $d_{z}$, the analyst may wish to calculate the effects of $X$ on $Z$ in terms of the discrete variable $d_{z}$ rather than the continuous variable itself. It may, for example, be more meaningful to determine the effects of $X$ on the probability that $d_{z}=1$ than on the logit or probit transform of that probability. In this case, and in models III and IV, where the effect of $Y$ is hypothesized to be that of an observed discrete variable $d_{y}$, (37) must be modified to take into account the nonlinear relationships between the discrete and continuous variables.

By elementary calculus, a dependent variable $Z$ may be decomposed by its total differential $d Z=(\partial Z / \partial X) d X+(\partial Z / \partial Y) d Y$, which implies the general formula

$$
\begin{equation*}
\frac{d Z}{d X}=\frac{\partial Z}{\partial X}+\frac{\partial Z}{\partial Y} \frac{d Y}{d X} \tag{38}
\end{equation*}
$$
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of which (37) is a special case (Stolzenberg 1979). Now let $Z$ be a latent variable indicated by an observed dichotomous variable $d_{z}$ and let $Y$ be a continuous variable. This is again model I or II. It is possible to calculate the expected effects of $X$ on $d_{z}$, that is, the effects of $X$ on the expected values of $d_{z}$ (given $X$ ). ${ }^{14}$ The expected values of $d_{z}$ are given by the equation $p\left(d_{z}=1\right)=F\left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)$, where, as before, $F$ is a general function that is typically the logistic or cumulative normal. Then the total effect of $X$ on $p\left(d_{z}=1\right)$ is, using (38), decomposed as

$$
\begin{array}{rc}
\frac{d p\left(d_{z}=1\right)}{d X}= & \alpha_{1} f\left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)+\alpha_{2}\left[f\left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)\right] \frac{d Y}{d X} \\
& =\alpha_{1} f\left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)+\alpha_{2}\left[f\left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)\right] \beta_{1},  \tag{39}\\
\text { (total) } & \text { (direct) }
\end{array}
$$

where $f$ is the derivative of $F$, that is, the probability density function corresponding to $F$ (Hanushek and Jackson 1977). If $F$ is the logistic function,

$$
\begin{align*}
\frac{d p\left(d_{z}=1\right)}{d X} & =\frac{\alpha_{1} \exp \left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)}{\left[1+\exp \left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right]^{2}\right.}+\frac{\alpha_{2} \beta_{1} \exp \left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)}{\left[1+\exp \left(\alpha_{0}+\alpha_{1} X+\alpha_{2} Y\right)\right]^{2}}  \tag{40}\\
& =\alpha_{1} p_{z}\left(1-p_{z}\right)+\alpha_{2} \beta_{1} p_{z}\left(1-p_{z}\right),
\end{align*}
$$

where $p_{z}=p\left(d_{z}=1\right)$ is the probability that $d_{z}=1$. If $F$ is the cumulative normal distribution function,

$$
\begin{equation*}
\frac{d p\left(d_{z}=1\right)}{d X}=\frac{\alpha_{1} \exp \left(-t^{2} / 2\right)}{\sqrt{2 \pi}}+\frac{\alpha_{2} \beta_{1} \exp \left(-t^{2} / 2\right)}{\sqrt{2 \pi}} \tag{41}
\end{equation*}
$$

where $t$ is the standardized normal variable corresponding to $p\left(d_{z}=1\right)$ under the probit transformation. The key feature of these decompositions

[^10]is that they depend on the observations being considered; that is, the effects of $X$ on $d_{z}$ depend on the level of $X$. This is, of course, exactly what the nonlinear hypothesis of the probit or logit model requires. In practice, therefore, one should calculate the effects of $X$ for a range of values of $X$ or $p$ to chart the nonlinear relationship. Among other values, perhaps the most useful summary calculation is to choose the sample proportion of cases for which $d_{z}=1$. This proportion can be substituted for $p_{z}$ in (40) or its normal probability transform $t$ can be substituted in (41). Note, however, that the relative importance of the direct and indirect effects is invariant under the choice of $X$ or of $p$ because $f\left(\alpha_{0}+\alpha_{1} X+\right.$ $\alpha_{2} Y$ ) is simply a constant of proportionality in (39). Moreover, for models I and II, the relative importance will be the same whether the effects of $X$ are decomposed in the scale of the latent continuous variable $Z$ as in (37) or in the scale of $p\left(d_{z}=1\right)$ as in (39).

## 3. Discrete Intervening Variable

The preceding discussion assumed that the intervening variable $Y$ affected $Z$ as a continuous variable, either latent or observed. Now consider the decomposition for models III and IV (figs. 5 and 6) where the discrete variable $d_{y}$ affects $Z$ directly. The model is $Z=\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}+\epsilon_{z}$, and $Y=\beta_{0}+\beta_{1} X+\epsilon_{y}$, where $\operatorname{cov}\left(\epsilon_{z}, \epsilon_{y}\right)=0$.

Model III.-For decomposition it is necessary to take account of the nonlinear relationship between $d_{y}$ and $X$. The expected value of $d_{y}$ is $p\left(d_{y}=1\right)=F\left(\beta_{0}+\beta_{1} X\right)$, where $F$ is typically the logistic or cumulative normal function, and thus the expected effect of $X$ on $d_{y}$ is given by $d p\left(d_{y}\right.$ $=1) / d X=\beta_{1} f\left(\beta_{0}+\beta_{1} X\right)$, where $f$ is the probability density function, either extreme value or normal, corresponding to $F$ (Hanushek and Jackson 1977). Now if $Z$ is continuous, the effect of $X$ on $Z^{15}$ is

$$
\begin{align*}
& \frac{d Z}{d X} \quad=\quad \alpha_{1} \quad+\frac{\alpha_{3} d p\left(d_{y}=1\right)}{d X} \\
& =\alpha_{1}+\alpha_{3} \beta_{1} f\left(\beta_{0}+\beta_{1} X\right) .  \tag{42}\\
& \text { (direct) (indirect) }
\end{align*}
$$

If $F$ is logistic, $d Z / d X=\alpha_{1}+\alpha_{3} \beta_{1} p_{y}\left(1-p_{y}\right)$, where $p_{y}=p\left(d_{y}=1\right)$ and $p_{y}=\exp \left(\beta_{0}+\beta_{1} X\right) /\left[1+\exp \left(\beta_{0}+\beta_{1} X\right)\right]$. If $F$ is the cumulative normal function, $d Z / d X=\alpha_{1}+\alpha_{3} \beta_{1}\left[\exp \left(-t^{2} / 2\right) / \sqrt{2 \pi}\right]$. If $Z$ is a discrete

[^11]variable and the effects of $X$ on the expected values of $d_{z}$ are required, the decomposition is
\[

$$
\begin{array}{cc}
\frac{d p\left(d_{z}=1\right)}{d X}= & \alpha_{1} f\left(\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}\right) \\
\text { (total) } & \text { (direct) }  \tag{43}\\
& +\alpha_{3} f\left(\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}\right) \beta_{1} f\left(\beta_{0}+\beta_{1} X\right) . \\
& \text { (indirect) }
\end{array}
$$
\]

As before, $f$ is the extreme value density function under a logit model or the standard normal density function under the probit model. In the former case, for example, the decomposition is $d p\left(d_{z}=1\right) / d X=\alpha_{1} p_{z}(1$ $\left.-p_{z}\right)+\alpha_{3} p_{z}\left(1-p_{z}\right) \beta_{1} p_{y}\left(1-p_{y}\right)$, where specific values of $p_{z}=p\left(d_{z}=\right.$ 1) and $p_{y}=p\left(d_{y}=1\right)$, say the sample proportions for which $d_{z}=1$ and for which $d_{y}=1$, must be chosen.

Model IV.-In addition to the structural equations given above, model IV includes the measurement equation $Y^{\prime}=\lambda Y+\epsilon_{y^{\prime}}$, indicating that the link between $Y$ and $d_{z}$ is stochastic as well as nonlinear. Under this model, $d p\left(d_{y}=1\right) / d X=\left[d p\left(d_{y}=1\right) / d Y\right] d Y / d X=\beta_{1} \lambda f\left(\beta_{0}+\beta_{1} X\right)$. If $Z$ is continuous, the decomposition of direct and indirect effects of $X$ on $Z$ is

$$
\begin{gathered}
\frac{d Z}{d X}=\alpha_{1}+\alpha_{3} \beta_{1} \lambda f\left(\beta_{0}+\beta_{1} X\right) . \\
\text { (total) } \\
\text { (direct) } \\
\text { (indirect) }
\end{gathered}
$$

If the effects of $X$ on $d_{z}$ are required, the decomposition is

$$
\begin{aligned}
\frac{d p\left(d_{z}=1\right)}{d X}= & \alpha_{1} f\left(\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}\right) \\
& \text { (direct) } \\
\text { (total) } & +\alpha_{3}\left[f\left(\alpha_{0}+\alpha_{1} X+\alpha_{3} d_{y}\right)\right] \beta_{1} \lambda\left[f\left(\beta_{0}+\beta_{1} X\right)\right] . \\
& \text { (indirect) }
\end{aligned}
$$

Here and in (42) and (43) the relative sizes of the direct and indirect components are unchanged whether one calculates the effects on $Z$ or on $p\left(d_{z}=1\right)$. Note also that for model IV it is unnecessary to identify the measurement parameter $\lambda$ to calculate the path decomposition. It suffices to be able to identify $\beta_{1} \lambda$ since only this product is used in the calculations. Thus the decomposition for model IV is feasible under broader circumstances than those in which the model itself can be identified.

## IV. EMPIRICAL EXAMPLES

This section illustrates the models and methods presented above with two numerical examples. The first applies models I and III to the effects of social background and parental factors on college plans of high school seniors. The second applies models II and IV to the effects of state Fair-Employment-Practices Legislation and other social factors on the relative earnings of black and white workers.

## 1. Social Background, Parental Encouragement, and College Plans

Using a sample of high school seniors, Sewell and Shah (1968) and Fienberg (1980) examine the effects of social background factors, including sex, socioeconomic status, and intelligence, on the extent to which their parents encourage them to attend college, and the effects of both social background and parental encouragement on whether the seniors themselves plan to attend college. The researchers apply a simple recursive model with two endogenous variables: parental encouragement and college plans. Encouragement is interpreted as intervening causally between social background and plans. Both endogenous variables are measured discretely. Whether or not the senior plans to attend college is coded yes or no. Parental encouragement to attend college is coded as high or low. Previous analyses of these data have examined the effect on college plans of a dummy variable for parental encouragement, with the social background variables controlled, and the effects of the background variables on parental encouragement. This two-equation model, therefore, is an instance of either model III or model IV discussed above. Parental encouragement, however, may be better modeled as resulting from variation on an unmeasured continuous variable indicating that degree of encouragement is a continuum from none to a great deal, than as a simple binary difference between those coded as experiencing "high" or "low" encouragement. In this case, the recursive model of choice is either model I or model II discussed above since these models allow the effects of discrete intervening variables to result from continuous latent variables. These models do not necessarily fit the data equally well. Nor do they have the same implications for the degree to which parental encouragement mediates the effect of social background on college plans.

Data.-The data are a cross-classification of the characteristics of 10,318 Wisconsin high school seniors in 1957. The characteristics and their measurement are as follows: socioeconomic status ( $S$ ) (high, upper-middle, lower-middle, low), intelligence $(Q)$ as measured by the Hammon-Nelson Test of Mental Ability (high, upper-middle, lower-middle, low), sex ( $X$ ) (female, male), parental encouragement $(P)$ (high, low), and college plans
(C) (yes, no). The data are reported by Sewell and Shah (1968) and by Fienberg (1980, p. 130). ${ }^{16}$ In the models estimated here, both IQ and socioeconomic status are coded as continuous variables scaled to have means of zero and variances of unity. ${ }^{17}$

Models.-As noted above, it is of interest to contrast alternative roles of parental encouragement in recursive models of background effects on college plans. To carry this out, models I and III and a model that combines the effects of models I and III are estimated. Models I and III are nested within the latter model, and thus their relative fits to the data can be derived from the three models. Models I and III rather than models II and IV are considered here because the former are identifiable without additional assumptions, whereas the latter are not. In modeling parental encouragement, moreover, models I and III are substantively plausible. That is, the continuous underlying variable for parental encouragement may be reasonably assumed to be classified perfectly by the observed dichotomous variable. That is, there are no individuals with high scores on the unmeasured encouragement measure who are coded "low" on the observed variable or vice versa. Measurement error is, of course, always possible, but there is no other substantive reason for modeling the link between the continuous and discrete variables as stochastic.

For models I, III, and their combination, the effects of social background can be modeled as $P^{*}=\beta_{0}+\beta_{1} X+\beta_{2} Q+\beta_{3} S+\epsilon_{p}$, where $\epsilon_{p}$ is a normally distributed stochastic disturbance, $P^{*}$ is an unmeasured continuous variable, and $P=$ "high" if $P^{*} \geqslant L, P=$ "low" if $P^{*}<L$, where $L$ is an unobserved threshold. For model I the effects of background and parental encouragement can be written $C^{*}=\alpha_{0}+\alpha_{1} X+\alpha_{2} Q+$ $\alpha_{3} S+\alpha_{4} P^{*}+\epsilon_{c}$, where $\epsilon_{c}$ is a normally distributed disturbance, $C^{*}$ is an unmeasured continuous variable, and $C=$ "yes" if $C^{*} \geqslant N, C=$ "no" if $C^{*}<N$, where $N$ is an unobserved threshold. For model III the effect of $P$ on $C$ is discrete, and the model can be written $C^{*}=\alpha_{0}+\alpha_{1} X+$ $\alpha_{2} Q+\alpha_{3} S+\alpha_{5} P+\epsilon_{c}$. Finally, the combined model is $C^{*}=\alpha_{0}+$

[^12]$\alpha_{1} X+\alpha_{2} Q+\alpha_{3} S+\alpha_{4} P^{*}+\alpha_{5} P+\epsilon_{c}$. For all models, $\epsilon_{c}$ and $\epsilon_{p}$ are assumed to be uncorrelated.

Identification and estimation.-Models I, III, and their combination are identifiable by the arguments presented above. Model III can be identified directly from the parameters of single-equation estimates of the determinants of parental encouragement and college plans. Model I and the model that combines the effects of models I and III can be identified and estimated from the parameters of the equation for parental encouragement, a reduced-form equation for college plans, and the disturbance covariance for the two reduced-form equations. Given the normality assumption of the errors in the structural equations, the models were estimated by maximum likelihood probit analysis (see Appendix). ${ }^{18}$

Results.-Table 2 presents the log likelihood statistics for four models estimated by maximum likelihood probit analysis. From these models can be derived the structural parameters for the models of interest. The four include a model in which (1) there is no effect of parental encouragement

TABLE 2
Log Likelihoods and Likelihood Ratio $\chi^{2}$ Tests for Alternative Models of Effects of Social Background on Parental Encouragement and College Plans
A. Log Likelihoods

| Model* | Log Likelhood |
| :---: | :---: |
| A. No effect of parental encouragement on college plans. | -10,903 21 |
| B. Effect of observed dummy variable for high parental encouragement on college plans (model III) | -10,078.14 |
| C. Effect of unobserved continuous variable for parental encouragement on college plans (model I). | - 10,069.75 |
| D. Effect of both unobserved continuous and observed dummy variables on college plans (models I and III). | - 10,069.06 |


| B. Likelihood Ratios |  |  |  |
| :---: | :---: | :---: | :---: |
| Model Comparison | Likelhhood Ratio $\chi^{2} \dagger$ | Degrees of Freedom | $P$ |
| B vs. A | 1,650.1 | 1 | <. 001 |
| C vs. A | 1,666.9 | 1 | <. 001 |
| D vs. B | 18.2 | 1 | $<.001$ |
| D vs. C | 1.4 | 1 | . $2<P<.3$ |

[^13]on college plans, (2) the dummy variable for encouragement affects college plans but the reduced-form disturbance covariance is assumed to be zero (model III), (3) the dummy variable for encouragement does not affect college plans but the disturbance covariance is nonzero (model I), and (4) the disturbance covariance is nonzero and there is a dummy variable effect of encouragement on college plans (models I and III combined).

The log likelihoods in table 2 indicate the relative fits of alternative models for the parental encouragement effect on college plans. When the log likelihood of a model is subtracted from the log likelihood for a model within which the first model is nested, -2 times the difference is distributed as $\chi^{2}$ with degrees of freedom ( $d f$ ) equaling the difference in numbers of parameters between the two models (e.g., Hogg and Craig 1970). The lower panel of table 2 contrasts several pairs of models. The first two lines show the improvement in fit of the model when the two types of parental encouragement effects on college plans are added separately to a model that includes only background effects on college plans and on parental encouragement. The dummy and continuous latent variable effects reduce $\chi^{2}$ by 1,650 and 1,667 , respectively, both highly significant improvements in fit. To see whether both types of effects are necessary, a model that combines the effects of models I and III is contrasted with the models that include either the dummy variable or the latent continuous variable for parental encouragement. These contrasts, shown in the last two lines of table 2 , show that whereas the elimination of the continuous latent variable from the model significantly weakens the fit of the model $\left(\chi^{2}=18.2\right.$ with $\left.1 d f\right)$, the exclusion of the dummy variable has no significant impact on the fit of the model ( $\chi^{2}=1.4$ with $1 d f$ ). Thus, relative to the combined model, model I, which includes the effect of a latent continuous variable for encouragement and excludes the dummy variable, cannot be rejected, but model III, which includes the encouragement effect as a dummy variable and excludes the latent variable, is rejected.

Table 3 presents the reduced-form probit coefficients for the determinants of parental encouragement and college plans under alternative models. These coefficients are expressed in raw form under the assumption that the disturbance variances of the equations are unity. As indicated by the asymptotic normal statistics, both the effects of the dummy variable for parental encouragement in model III and the disturbance correlation, from which is derived the effect of the latent variable for encouragement in model I, are highly significant (see the third and fourth columns). When both the error correlation and the dummy variables are included in the model, as shown in the last column, the error correlation remains highly significant, but the dummy variable coefficient is negative and insignificant. This is consistent with the goodness-of-fit results reported in table
TABLE 3
Reduced-Form Maximum Likelihood Probit Parameter Estimates for Effects of

| Independent Variable | Dependent Variable |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | College Plans |  |  |  |
|  |  | Corresponding Structural Model |  |  |  |
|  | Parental Encouragement* | No Parental Encouragement Effect | III | I | I and III |
| Sex (female) | -. 359 | -. 255 | -. 121 | -. 254 | -. 283 |
|  | ( -13.3 ) | (-9.0) | (-3.9) | (9.0) | (7.7) |
| IQ. | . 334 | . 452 | . 370 | . 450 | . 447 |
|  | (24.1) | (30.6) | (23.0) | (30.8) | (26.6) |
| SES | . 538 | . 489 | . 302 | . 485 | . 514 |
|  | (37.3) | (32.5) | (17.8) | (32.5) | (19.6) |
| Parental encouragement (observed dummy variable) | $\ldots$ | $\ldots$ | 1.372 | ... | -. 383 |
|  |  |  | (38.1) |  | (-1.1) |
| $\rho$ (correlation of errors in reduced-form equations). | $\ldots$ | $\ldots$ | $\ldots$ | . 695 | . 846 |
|  |  |  |  | (57.2) | (6.2) |
| Constant | . 250 | . 441 | 1.360 | . 438 | . 127 |
|  | (12.1) | (21.6) | (39.2) | (21.6) | (.41) |

Note —Coefficients are unscaled raw probit estimates which need to be rescaled if error variances are not assumed to be unity Numbers in parentheses are asymptotic
normal statistics ( $\boldsymbol{Z}$-scores)
$\quad$ * Parental encouragement coefficients are invariant under chorce of model
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2. These results suggest that parental encouragement is better modeled as a latent continuous variable in its effects on college plans than as the discrete variable that is directly measured.

Table 4 presents the structural parameters that are derived from the coefficients in table 3 through the identification methods presented in Section II. The first column presents the parental encouragement equation, and the second, third, and fourth columns present the coefficients for the reduced form and models III and I, respectively. ${ }^{19}$ To obtain the coefficients for the parental encouragement equation in table 4, the raw coefficients are rescaled under the assumption that the latent variable for encouragement has variance of unity. This requires an estimate of the error variance which is, using the results of Section II.1,

$$
\begin{aligned}
\sigma_{\epsilon_{p}}{ }^{2}= & 1 /\left[b_{1}{ }^{2} \operatorname{var}(X)+b_{2}{ }^{2} \operatorname{var}(Q)+b_{3}{ }^{2} \operatorname{var}(S)+2 b_{1} b_{2} \operatorname{cov}(X, Q)\right. \\
& \left.+2 b_{1} b_{3} \operatorname{cov}(X, S)+2 b_{2} b_{3} \operatorname{cov}(Q, S)+1\right],
\end{aligned}
$$

TABLE 4
Structural Coefficients for Effects of Background Factors on Parental Encouragement and College Plans under Models I and III

| Independent Variable | Dependent Variable* |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Parental Encouragement | College Plans |  |  |
|  |  | Model |  |  |
|  |  | Reduced Form | III | I |
| Sex (female) | $\begin{gathered} -.290 \\ (-13.3) \end{gathered}$ | $\begin{gathered} -.203 \\ (-9.0) \end{gathered}$ | $\begin{gathered} -.083 \\ (-3.9) \end{gathered}$ | $\begin{gathered} -.004 \\ (-0.2) \end{gathered}$ |
| IQ | $\begin{gathered} .269 \\ (24.1) \end{gathered}$ | $\begin{aligned} & .360 \\ & (30.6) \end{aligned}$ | $\begin{gathered} .254 \\ (23.0) \end{gathered}$ | $\begin{gathered} .175 \\ (17.6) \end{gathered}$ |
| SES | $\begin{gathered} .434 \\ (37.3) \end{gathered}$ | $\begin{gathered} .389 \\ (32.5) \end{gathered}$ | $\begin{aligned} & .208 \\ & (17.8) \end{aligned}$ | $\begin{gathered} .091 \\ (8.2) \end{gathered}$ |
| Parental encouragement (observed dummy) | ... | ... | $\begin{gathered} .942 \\ (38.1) \end{gathered}$ | $\ldots$ |
| Parental encouragement (unobserved continuous) | $\ldots$ | $\ldots$ | ... | $\begin{gathered} .686 \\ (57.2) \end{gathered}$ |
| Constant | $\begin{gathered} .202 \\ (12.1) \end{gathered}$ | $\begin{aligned} & .351 \\ & (21.6) \end{aligned}$ | $\begin{gathered} .934 \\ (39.2) \end{gathered}$ | $\begin{gathered} .251 \\ (17.7) \end{gathered}$ |
| Error variance | . 650 | . 633 | . 472 | . 327 |

[^14]where $\beta_{1}, \beta_{2}$, and $\beta_{3}$ are the raw coefficients reported in the first column of table 3. The variances and covariances of the observed independent variables are as follows:

|  | $X$ | $Q$ | $S$ | $P$ |
| :---: | :---: | :---: | :---: | :---: |
| $X$ | .250 | -.006 | -.008 | -.031 |
| $Q$ |  | 1.000 | .278 | .162 |
| $S$ |  |  | 1.000 | .214 |
| $P$ |  |  |  | .250 |

Thus

$$
\begin{aligned}
\sigma_{\epsilon_{p}}{ }^{2}= & 1 /\left[(-.359)^{2}(.250)+(.334)^{2}+(.538)^{2}+2(-.359)(.334)(-.006)\right. \\
& +2(-.359)(.538)(-.008)+2(.334)(.538)(.278)+1] \\
= & .650 .
\end{aligned}
$$

With this estimate in hand, the rescaled coefficients can be obtained directly. For example, the rescaled coefficient for sex is $(-.359)(\sqrt{.650}$ $=-.290$. The coefficients for IQ, socioeconomic status, and the constant are similarly calculated as the products of $\sigma_{\epsilon_{p}}$ and the unscaled coefficients in table 3. The structural coefficients and error variances for the reducedform and model III college-plans equations are derived by the same method.

The derivation of the structural parameters for model I, shown in the last column of table 4, follows the method outlined in Section II.2. The reduced-form error covariance for the parental encouragement and col-lege-plans equation is

$$
\rho \sqrt{\sigma_{\eta_{c}}{ }^{2} \sigma_{\eta_{p}}{ }^{2}},
$$

where $\rho$ is the disturbance correlation and $\sigma_{\epsilon_{p}}{ }^{2}$ and $\sigma_{\eta_{c}}{ }^{2}$ are the error variances of the reduced-form equations for parental encouragement and college plans, respectively. Thus $\operatorname{cov}\left(\eta_{c}, \epsilon_{p}\right)=.695 \sqrt{(.650)(.633)}=.446$. Then the structural coefficient for the effect of the latent variable for parental encouragement on college plans is $.446 / .650=.686$ reported in the final column of table 4. The remaining structural coefficients for the social background effects in model I are calculated from the reducedform equations using the formulas in Section II.2. The coefficient for sex, for example, is $(-.203)-(-.290)(.686)=-.004$. The IQ, SES, and constant coefficients are calculated similarly. Finally, the error variance for the college-plans equation under model I is $\sigma_{\epsilon_{c}}{ }^{2}=\sigma_{\eta_{c}}{ }^{2}-\alpha_{3}{ }^{2} \sigma_{\epsilon_{\rho}}{ }^{2}=$ $.633-(.686)^{2}(.650)=.327$.

The structural coefficients for the college-plans equation differ sub-
stantially between models I and III. The coefficients of the social background factors are smaller in model I, indicating weaker net effects than in model III. The coefficients for the two parental encouragement variables are not comparable inasmuch as they are measured in different scales: In model III the coefficient indicates that, for a latent variable indexing intention to attend college, there is a . 942 standard deviation (SD) difference between individuals coded as high and those coded as low on parental encouragement. Under model I, the coefficient indicates that a 1 SD change in parental encouragement yields a .686 SD change in the latent variable for college plans. Finally, the error variance for model I is approximately $30 \%$ smaller than for model III, indicating that the model in which parental encouragement is treated as continuous is more successful in explaining college plans.

Direct and indirect effects of social background.-Models I and III have different implications for the allocation of the effects of social background on college plans into direct effects and indirect effects through parental encouragement. The decomposition of direct and indirect effects under the two models is shown in table 5. The top panel of the table shows the effects in SD units of the latent continuous variable for college plans. The bottom panel expresses the direct and indirect components as proportions of the total (reduced-form) effects of social background on

TABLE 5
Decomposition of Effects of Sex, IQ, and Socioeconomic Status on College Plans under Alternative Models

| Variable | Model I |  |  | Model III |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Total | Direct | Indırect via Parental Encouragement | Total | Direct | Indirect via Parental Encouragement |
| Absolute effects: |  |  |  |  |  |  |
| Sex | -. 203 | -. 004 | -. 199 | $-.192$ | $-.083$ | -. 109 |
| IQ | . 360 | . 175 | . 185 | . 345 | . 254 | . 100 |
| SES | . 389 | . 091 | . 298 | . 371 | . 208 | . 163 |
| Relative effects: |  |  |  |  |  |  |
| Sex | 1.000 | . 020 | . 980 | 1.000 | . 432 | . 568 |
| IQ | 1.000 | . 486 | . 514 | 1.000 | . 726 | . 290 |
| SES | 1.000 | . 234 | . 766 | 1.000 | . 561 | . 439 |

Note - College plans are measured in probit transformed scale of probabilities of planning to attend college, that is, $\phi^{-2}(p)$, where $\phi$ is the cumulative normal function and $p$ is the probability of planning to attend college To obtain decomposition of the actual probability of attending college, multiply each entry by $(1 / \sqrt{2 \pi}) \exp \left(-z^{2} / 2\right)$, where

$$
p=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} \exp \left(\frac{-u^{2}}{2}\right) d u
$$

for a selected value of $p$ (Hanushek and Jackson 1977, p 189) At $p=327$, the overall sample proportion planning to attend college, $z=-448$ and $(1 / \sqrt{2 \pi}) \exp \left(-z^{2} / 2\right)=361$ Relative effects, however, are invariant under this transformation
college plans. For model I, the absolute effects are calculated using the basic methods of path analysis. The direct effects are simply the structural coefficients for the background variables reported in the last column of table 4. The indirect effects are the products of the social background coefficients in the parental encouragement equation and the structural parameter for encouragement in the model I college-plans equation. For model III, the direct effects are again the structural coefficients for the social background factors obtained under that model and reported in the third column of table 4. The indirect effects are the products of three factors: the coefficient for the independent variable in the encouragement equation, the coefficient for the dummy variable for encouragement in the college-plans equation, and a factor $\exp \left(-z^{2} / 2\right) \sqrt{2 \pi}$, where

$$
p=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} \exp \left(\frac{-u^{2}}{2}\right) d u
$$

for a selected value of $p$. This last factor is simply the ordinate of the normal curve corresponding to the "area" under the curve measured by $p$. Taking $p$ to be the sample proportion with "high" parental encouragement, $p=.5188, z=.0471$, and $\exp \left(-z^{2} / 2\right) / \sqrt{2 \pi}=.3985$. Then, for example, the indirect effect of sex on college plans is $(-.290)(.942)(.3985)$ $=-.1089$.

The table of relative effects shows that under model I, a much larger proportion of the social background influences on college plans occurs through differential parental encouragement than under model III. For example, according to model I, three-fourths of the effect of parental socioeconomic status on college plans can be attributed to the effects of SES on parental encouragement and the effect of the latter on college plans. Under model III, however, less than one-half of the SES effect on college plans is due to the intervening mechanisms of parental encouragement. These results reflect the more powerful influence of the continuous latent variable for encouragement relative to that of the observed dichotomous variable.

## 2. Fair-Employment-Practices Legislation and Relative Wages

Landes (1968) and Heckman (1976) examine the possible effects of statelevel Fair-Employment-Practices Legislation (FEPL) on the relative wages of blacks and whites. The correlation between the existence of FEPL and the level of black wages relative to that of whites is positive, but such a correlation may arise through several mechanisms. The legislation itself may have an active effect by deterring employers who would otherwise discriminate against blacks in wages. Alternatively, the law itself may
have no effect; it may be symptomatic of other social and historical factors that lead states not only to pass progressive laws but also to treat the races equally in the labor market. Under this Durkheimian view of the law, the accumulated sentiments in a state, not their legal manifestations, affect the relative wages of blacks and whites. For the purposes of this discussion, this factor will be termed "progressive sentiment." A third hypothesis is that neither the law nor progressive social conditions but other characteristics of states correlated with the existence of FEPL explain the positive zero-order correlations between the existence of FEPL and the relative standing of blacks.

These competing views can be represented in models II and IV. Under model IV, FEPL affects relative wages directly. Under model II, an unmeasured variable, of which FEPL is an indicator, affects relative wages, but FEPL itself does not. This latent variable can be interpreted as degree of progressive sentiment. In these models, the relationship between sentiment and FEPL is stochastic; that is, despite the positive association between FEPL and progressive sentiment, some progressive states may lack FEPL and, conversely, states where sentiments favoring discrimination are widespread may have FEPL. Under both models II and IV, progressive sentiment intervenes causally between other social factors and the relative wage levels of blacks and whites. Model IV cannot be identified with only a single indicator of the unmeasured variable. Moreover, progressive sentiment is better modeled as having several indicators. Thus a second indicator of progressive sentiment, based on state voting behavior, is included in the models discussed below.

Data and models.-The data for this example derive from published sources for the 48 continental United States during the 1950s and 1960s. ${ }^{20}$ The relative wages of blacks and whites are measured as the ratio of wages of black males to those of white males in 1959 (B). Progressive sentiment $\left(P^{*}\right)$ is indicated by two binary variables: (1) whether a state had a Fair-Employment-Practices Law before 1959 (F), and (2) whether a state gave less than $10 \%$ of its vote to George Wallace in the 1968 presidential election $(W) .{ }^{21}$ Progressive sentiment is assumed to arise from past and contemporary social conditions. To reflect this, two independent variables are assumed to affect sentiment, the percentage of the civilian labor force that was unionized in $1953(N)$ and the percentage of the white work force with more than 12 years of schooling in $1959(E)$. Both vari-
${ }^{20}$ For further documentation of the variables discussed below, see Landes (1968). The data are available from us.
${ }^{21}$ The $10 \%$ cutoff point on the Wallace vote is arbitrary. Two dichotomous indicators of progressive sentiment are used in this example to follow the general form of model IV as discussed in Section II. A better formulation, which could be estimated by simple extensions of the methods discussed here, would treat the Wallace vote as a continuous indicator of progressive sentiment.

## Discrete Data

ables are assumed to affect progressive sentiment positively and to increase the likelihood of FEPL and a low Wallace vote. As discussed thus far, the model is $P^{*}=\beta_{0}+\beta_{1} N+\beta_{2} E+\epsilon_{p}$, where $\epsilon_{p}$ is a normally distributed disturbance and $\operatorname{var}\left(P^{*}\right)=1$. In addition, $F^{\prime}=\lambda_{F} P^{*}+\epsilon_{F}$, and $W^{\prime}=\lambda_{W} P^{*}+\epsilon_{W}$, where $\operatorname{var}\left(F^{\prime}\right)=\operatorname{var}\left(W^{\prime}\right)=1 ; \epsilon_{p}, \epsilon_{F}$, and $\epsilon_{W}$ are mutually uncorrelated; $F=1$ if $F^{\prime} \geqslant M_{1} ; W=1$ if $W^{\prime} \geqslant M_{2} ; F=$ 0 if $F^{\prime}<M_{1} ; W=0$ if $W^{\prime}<M_{2}$; and $M_{1}$ and $M_{2}$ are unobserved thresholds. This part of the model is similar to the relationships among $X, Y^{*}, Y_{1}$, $Y_{2}, d_{y_{1}}$, and $d_{y_{2}}$ in figure 7 .

In addition to FEPL and progressive sentiment, several other variables are assumed to affect relative wages. These include the ratio of nonwhite to white males in the civilian labor force in $1959(L)$; the ratio of the percentage of the nonwhite male population living in urban areas to the corresponding percentage for white males in $1959(R)$; the percentage of the total male population living in urban areas in $1959(U)$; and the ratio of nonwhite male to white male mean years of schooling completed in $1959(S)$. Then a general equation for the relative wages can be written $B=\alpha_{0}+\alpha_{1} L+\alpha_{2} R+\alpha_{3} U+\alpha_{4} S+\alpha_{5} F+\alpha_{6} P^{*}+\epsilon_{B}$, where $\epsilon_{B}$ is a normally distributed disturbance that is uncorrelated with $\epsilon_{p}, \epsilon_{F}$, and $\boldsymbol{\epsilon}_{B}$. Under model II, $\alpha_{5}=0$, whereas under model IV, $\alpha_{6}=0$. If neither FEPL nor the sentiment that it indicates affects relative wages, then $\alpha_{5}$ $=\alpha_{6}=0 .{ }^{22}$

Identification and estimation.-These models are identified using the methods discussed in Section II. 5 for model IV. The measurement and structural equations for progressive sentiment can be identified separately from the relative wage equation. The models estimated here are overidentified inasmuch as each endogenous variable is affected by several exogenous variables that do not affect each other. Because no computer software that imposes the overidentifying restrictions is available, the estimates reported below are not unique but instead depend on the equations used in the solution. Moreover, since the sentiment and wage equations are estimated separately, no global goodness-of-fit statistics for the models are available. The $R^{2} s$ of the alternative relative wage equations are compared in the discussion below, but they do not provide valid tests of the fits of the models.

Results.-Table 6 contains the reduced-form estimates for the equations predicting the two indicators of progressive sentiment. These estimates

[^15]
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are scaled such that their corresponding latent variables $F^{\prime}$ and $W^{\prime}$ have variances of unity. From these parameters the measurement and structural parameters for progressive sentiment are obtained. Thus, from the formulas given in Section II.5, and arbitrarily using the coefficient on schooling, measurement parameters are given by

$$
\begin{aligned}
& \lambda_{F}=\sqrt{1-.572+\frac{(.140)}{(.141)}(.620)(.756)(.856)}=.909, \\
& \lambda_{W}=\sqrt{1-.731+\frac{(.141)}{(.140)}(.620)(.756)(.856)}=.820,
\end{aligned}
$$

and

$$
\begin{gathered}
\sigma_{\epsilon_{F}}{ }^{2}=1-(.909)^{2}=.173 ; \quad \sigma_{\epsilon_{W}}{ }^{2}=1-(.820)^{2}=.328, \\
\sigma_{\epsilon_{p}}{ }^{2}=\frac{(.620)(.756)(.856)}{(.909)(.820)}=.538 .
\end{gathered}
$$

Given the measurement parameters, consistent estimates of the structural equations for $P^{*}$ can be obtained by arbitrarily focusing on the parameter for FEPL: $\beta_{0}=-5.897 / .909=-6.487 ; \beta_{1}=.109 / .909=.120 ; \beta_{2}=$ $.140 / .909=.154$. These are reported in the first column of table 7 .

TABLE 6
Reduced-Form Maximum Likelihood Probit Parameter Estimates for Effect of Levels of Schooling and Unionization on Indicators
of Progressive Sentiment

| Independent Variables* | Dependent Variables |  |
| :---: | :---: | :---: |
|  | FEPL ( $F$ ) | Wallace Vote ( $W$ ) |
| Unionization ( $N$ ) | . 101 | . 056 |
|  | (3.3) | $(21)$ |
| Schooling (E) | . 140 | . 141 |
|  | (1.3) | (1.3) |
| Constant | $-5.897$ | $-3.716$ |
|  | $(-2.5)$ | $(-1.8)$ |
| Error variance | . 572 | . 731 |
| Disturbance correlation | . 620 |  |
|  | (2.4) |  |
| Log likelihood | -48.39 |  |
| $N$. | 48 |  |

[^16]The equations for relative wages in which neither $F$ nor $P^{*}$ has an effect and in which only $F$ has an effect are estimated directly by OLS. The results are reported in the second and fourth columns of table 7. The equations for relative wages that include an effect for progressive sentiment and that include both sentiment and FEPL effects are estimated as follows. First, estimated values of $P^{*}$ are obtained using the structural parameters reported in the first column of table 7, that is, $\hat{P}^{*}=-6.487$ $+.120 N+.154 E$ for each observation. Then the $\hat{P}^{*}$ s are entered into the relative wage equations in place of the unobserved $P^{*}$. These equations are estimated by OLS and yield estimates for model II and the combined effects for models II and IV which are reported in the third and fifth columns of table $7 .{ }^{23}$

TABLE 7
Structural Coefficients for Effects of Social Factors on Progressive Sentiment and Relative Wages under Models II and IV

| Independent Variables* | Dependent Variables |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Progressive Sentiment | Relative Wages ( $B$ ) |  |  |  |
|  |  | Model |  |  |  |
|  |  | No Effect of Law | II | IV | II and IV <br> Combined |
| Unionization ( $N$ ) | . 120 | $\ldots$ | $\ldots$ | $\ldots$ |  |
| Schooling (E) | . 154 | $\ldots$ | $\ldots$ | $\ldots$ |  |
| Relative labor force participation $(L)$. . | ... | $\begin{gathered} -.651 \\ (.126) \end{gathered}$ | $\begin{gathered} -.563 \\ (.115) \end{gathered}$ | $\begin{gathered} -.688 \\ (.115) \end{gathered}$ | $\begin{gathered} -.608 \\ (.110) \end{gathered}$ |
| Relative schooling ( $S$ ) | $\ldots$ | $\begin{gathered} .115 \\ (.146) \end{gathered}$ | $\begin{gathered} .081 \\ (.130) \end{gathered}$ | $\begin{gathered} -.010 \\ (.139) \end{gathered}$ | $\begin{gathered} -.009 \\ (.128) \end{gathered}$ |
| Relative urbanization ( $R$ ) | $\ldots$ | $\begin{gathered} .099 \\ (.032) \end{gathered}$ | $\begin{gathered} .095 \\ (.029) \end{gathered}$ | $\begin{gathered} .108 \\ (.030) \end{gathered}$ | $\begin{gathered} .103 \\ (.027) \end{gathered}$ |
| Urbanization ( $U$ ) | ... | $\begin{gathered} -.033 \\ (.062) \end{gathered}$ | $\begin{array}{r} -.134 \\ (.062) \end{array}$ | $\begin{gathered} -.164 \\ (.070) \end{gathered}$ | $\begin{array}{r} -.216 \\ (.067) \end{array}$ |
| FEPL (F) | $\ldots$ | ... | ... | $\begin{gathered} .073 \\ (.023) \end{gathered}$ | $\begin{gathered} .056 \\ (.022) \end{gathered}$ |
| Progressive sentiment ( $P^{*}$ ) | . ${ }^{\text {a }}$ | $\cdots$ | $\begin{gathered} .026 \\ (.008) \end{gathered}$ | ... | $\begin{gathered} .022 \\ (.007) \end{gathered}$ |
| Constant | -6.487 | $\begin{gathered} .524 \\ (.128) \end{gathered}$ | $\begin{gathered} .628 \\ (.118) \end{gathered}$ | $\begin{gathered} .678 \\ (.127) \end{gathered}$ | $\begin{gathered} .723 \\ (.118) \end{gathered}$ |
| Error variance | . 545 | . 165 | . 128 | . 134 | . 111 |
| $R^{2} \dagger$ | ... | . 749 | . 806 | . 797 | . 832 |

[^17]${ }^{23}$ This procedure is equivalent to the method of solving overidentified models from reduced forms given in Section II. 3 .

Although these calculations preclude rigorous tests of significance, they suggest that both FEPL and progressive sentiment affected the relative economic standing of blacks in 1959. With neither effect present, the remaining variables explain approximately $75 \%$ of the variance in relative wages, whereas FEPL and progressive sentiment each add approximately $5 \%$ to explained variance when added separately, and together add $8 \%$ explained variance. The results suggest that simply looking at the effect of FEPL alone gives an overestimate of its impact: when progressive sentiment is controlled, the coefficient for FEPL drops by almost $25 \%$, although it remains substantial.

## V. CONCLUSION

This article has reviewed alternative formulations of the role of discrete variables in recursive structural equation models. Discrete variables arise in many ways in empirical social science, and structural equation models that are sensitive to these varying substantive contexts are available. In particular, discrete variables may enter structural equations as measures of inherently discrete processes or as indicators of unmeasured continuous variables. When discrete variables are dependent, they are best modeled as having underlying continuous counterparts, but these latent variables may be related either deterministically or stochastically to the observed discrete variables. This article has illustrated the alternative substantive contexts in which the various combinations of discrete variable characteristics may be appropriate. In addition, it has discussed a set of recursive models in which discrete and continuous dependent variables can be considered within single models. Thus, models with discrete variables have the same flexibility as structural equation models with only continuous dependent variables. Finally, this article has shown that methods of path analysis for continuous variables can be applied with little additional difficulty to systems of variables in which some endogenous variables are discrete.

## APPENDIX

## Methods of Estimation

As shown in Section II, model identification can be achieved typically through solving the structural equations for reduced-form equations, obtaining reduced-form estimates, and using these estimates to derive the structural parameters. For model III this step is unnecessary; structural estimates are estimable directly without resort to the reduced form. Models

I, II, and IV, however, in the absence of other overidentifying restrictions, require not only reduced-form coefficients but also an estimate of the covariances between the disturbances in the two equations of the model. The following discussion reviews procedures for estimating the reducedform parameters and the disturbance covariance which yield the structural parameters through the steps outlined above. It first reviews methods for estimating single equations with binary response variables and then discusses methods for jointly estimating pairs of equations in which one or both of the dependent variables is discrete. These latter methods provide estimates of covariances among disturbances required for identifying models I, II, and IV. ${ }^{24}$

## I. SINGLE-EQUATION ESTIMATION

As is well-known, logit and probit models estimated by maximum likelihood are suitable methods for estimating the effects of independent variables on a dichotomous dependent variable (Cox 1970; Finney 1971; Hanushek and Jackson 1977; Nerlove and Press 1976). These methods are briefly reviewed here. Recall equation (2), for the effects of an independent variable on a latent continuous variable $Y^{*}$ of which $d_{y}$ is an observed dichotomous indicator:

$$
\begin{equation*}
Y_{i}^{*}=\beta+\beta X_{2}+\epsilon_{y_{\imath}} \tag{2}
\end{equation*}
$$

where $i$ denotes the $i$ th observation $(i=1, \ldots, N)$ and all other notation is as defined above. Let $c_{y_{t}}=\left(\beta_{0} / \sigma_{\epsilon_{y}}\right)+\left(\beta_{1} / \sigma_{\epsilon_{y}}\right) X_{\nu}$. Then

$$
p\left(d_{y_{i}}=1\right)=\int_{-\infty}^{c_{i}} f\left(\frac{\epsilon_{y}}{\sigma_{\epsilon}}\right) d \epsilon_{y}
$$
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$$
=\int_{-\infty}^{c_{y_{2}}} f(t) d t
$$

and

$$
p\left(d_{y_{t}}=0\right)=\int_{c_{y_{v}}}^{\infty} f(t) d t
$$

where $f$ is the probability density function for the distribution followed by $\boldsymbol{\epsilon}_{y_{i}}$ and $t=\boldsymbol{\epsilon}_{y} / \sigma_{\epsilon_{y}}$. Then if $f$ is the density function of the extreme value distribution,

$$
\begin{align*}
p\left(d_{y_{t}}=1\right) & =\int_{-\infty}^{c_{y}} \exp (t) /[1+\exp (t)]^{2} d t  \tag{A1}\\
& =\exp \left(\frac{\beta_{0}}{\sigma_{\epsilon y}}+\frac{\beta_{1}}{\sigma_{\epsilon y}} X_{\imath}\right) /\left[1+\exp \left(\frac{\beta_{0}}{\sigma_{\epsilon y}}+\frac{\beta_{1}}{\sigma_{\epsilon y}} X_{\imath}\right)\right],
\end{align*}
$$

and

$$
p\left(d_{y_{i}}=0\right)=1 /\left[1+\exp \left(\frac{\beta_{0}}{\sigma_{\epsilon y}}+\frac{\beta_{1}}{\sigma_{\epsilon,}} X_{i}\right)\right],
$$

which defines the logistic model. Then the likelihood is

$$
L=\prod_{\imath=1}^{N}\left\{\exp \left(\frac{\beta_{0}}{\sigma_{\epsilon y}}+\frac{\beta_{1}}{\sigma_{\epsilon,}} X_{i}\right) d_{y} /\left[1+\exp \left(\frac{\beta_{0}}{\sigma_{\epsilon y}}+\frac{\beta_{1}}{\sigma_{\epsilon y}} X_{2}\right)\right]\right\},
$$

and maximum likelihood estimates are obtained by picking values of $\beta_{0} / \sigma_{\epsilon,}$ and $\beta_{1} / \sigma_{\epsilon, y}$ that make $L$ as large as possible (Cox 1970; Hanushek and Jackson 1977).

Alternatively, if $\epsilon_{y}$ follows a normal distribution,

$$
\begin{align*}
& p\left(d_{y_{t}}=1\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{c_{y}} \exp \left(\frac{-t^{2}}{2}\right) d t \\
& p\left(d_{y_{t}}=0\right)=\frac{1}{\sqrt{2 \pi}} \int_{c y_{t}}^{\infty} \exp \left(\frac{-t^{2}}{2}\right) d t \tag{A2}
\end{align*}
$$

which define the probit model. Then

$$
L=\prod_{2}^{N}\left[\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{c_{y_{2}}} \exp \left(-t^{2}\right) d t\right]^{d_{y_{2}}}\left[\frac{1}{\sqrt{2 \pi}} \int_{c_{y_{1}}}^{\infty} \exp \left(-t^{2}\right) d t\right]^{\left(1-d y_{y_{2}}\right)},
$$

and maximum likelihood estimates are obtained by picking values of $\beta_{0} / \sigma_{\epsilon y}$ and $\beta_{1} / \sigma_{\epsilon_{y}}$ that make $L$ as large as possible (Finney 1971; Hanushek and Jackson 1977). Computer programs for estimating logit and probit models by maximum likelihood are widely available (e.g., Baker and Nelder 1978).

## II. LOGIT VERSUS PROBIT

For the estimation of single-equation models with dichotomous dependent variables, logit and probit models are virtually interchangeable. In specialized circumstances, mathematical models of scientific phenomena may imply one or the other model (Berkson 1951), but in most applications, logit and probit models differ only in their underlying distributional assumption. This is a trivial difference given the similarity of the logistic and cumulative normal functions (Hanushek and Jackson 1977). Logit models are attractive because they can be derived from log-linear models for frequency data (Fienberg 1980) and provide a closed-form expression for probabilities (compare [A1] and [A2]), but this feature provides no advantage or disadvantage in the analysis of binary data per se.

For multiequation models, in contrast, the choice of logit or probit models is more consequential. As noted above, the main complication in estimating multiequation structural models with discrete endogenous variables is the estimation of the covariance of the disturbances in the reducedform equations. When the logit model is extended to more than a single dichotomous dependent variable, in its $\mu$ sual form it fails to yield an estimate of the disturbance covariance. In the multinomial logit model, the most common extension of the binary logit model in use, the disturbance covariance is assumed to be zero (McFadden 1974). Naturally, this precludes estimation of the cross-equation dependence implied by the models discussed here. ${ }^{25}$ In contrast, the probit model is more easily generalized to a multiequation problem. For a pair of probit equations, the disturbances are bivariate normal, and their covariance can be estimated from the parameter for correlation in the bivariate normal model. Moreover, the assumption of normally distributed disturbances in the probit model facilitates estimation of models with both discrete and continuous dependent variables. Models for the latter typically assume normality of disturbances, and thus two-equation models with one continuous

[^19]and one discrete response variable can be estimated under the assumption of bivariate normality of the disturbances when the discrete equation is specified as a probit model. In the following discussion, therefore, the multivariate normal model, based on extensions of probit analysis, is employed to estimate the reduced-form error covariance required for the identification of the models discussed above. ${ }^{26}$

The following discussion of the multivariate probit model first presents the likelihood equations for two equations with discrete dependent variables and for two equations when one has a discrete and the other a continuous dependent variable. Then it turns to alternative methods for estimating the coefficients and disturbance covariance for such models when computer software for maximum likelihood estimation for multiequation systems is unavailable.

## III. MAXIMUM LIKELIHOOD FOR TWO-EQUATION MODELS

## 1. Two Discrete Dependent Variables

Recall that the identification of model I is based on two equations, the structural equation for $Y^{*}$ and the reduced-form equation for $Z$ :

$$
\begin{align*}
& Y_{\imath}^{*}=\beta_{0}+\beta_{1} X_{i}+\epsilon_{y_{i}}  \tag{11}\\
& Z_{\imath}=\gamma_{0}+\gamma_{1} X_{\imath}+\eta_{z_{i}} \tag{12}
\end{align*}
$$

where $i$ denotes the $i$ th observation. The maximum likelihood procedure can be illustrated for this reduced-form model, but the identical estimation problem arises for model II (for the reduced forms for $Y^{\prime}$ and $Z$ ) and for model IV (for reduced forms for $Y^{\prime}{ }_{1}$ and $Y^{\prime}{ }_{2}$ ). Let $Z$ be a latent continuous variable that is indicated by an observed dichotomous variable $d_{z}$. Assume that $\epsilon_{y}$ and $\gamma_{z}$ follow a bivariate normal distribution with var $\left(\epsilon_{y}\right)=$ $\sigma_{\epsilon_{y}}{ }^{2}, \operatorname{var}\left(\eta_{z}\right)=\sigma_{\eta_{z}}{ }^{2}$, and $\operatorname{cov}\left(\epsilon_{y}, \eta_{z}\right)=\rho \sigma_{\epsilon y} \sigma_{\eta_{z}}$. Define $t_{y}=\epsilon_{y} / \sigma_{\epsilon y}$ and $t_{z}$ $=\sigma_{\eta_{z}}$ as standardized normal variables. Then the probability density function for $t_{y}$ and $t_{z}$ is the bivariate normal density (e.g., Hogg and Craig 1970):

$$
\begin{equation*}
g\left(t_{y}, t_{z}\right)=\frac{1}{2 \pi \sqrt{1-\rho^{2}}} \exp \left[-\left(t_{y}^{2}-2 \rho t_{y} t_{z}+t_{z}^{2}\right) /\left(1-\rho^{2}\right)\right] \tag{A3}
\end{equation*}
$$

[^20]For this model there are four possible outcomes on the dependent variables, namely (1) $d_{y}=d_{z}=1$; (2) $d_{y}=1, d_{z}=0$; (3) $d_{y}=0, d_{z}=1$; (4) $d_{y}=d_{z}=0$. Let $c_{y_{t}}=\left(\beta_{0} / \sigma_{\epsilon,}\right)+\left(\beta_{1} X_{i} / \sigma_{\epsilon,}\right)$ and $c_{z_{t}}=\left(\gamma_{0} / \sigma_{\eta_{z}}\right)+\left(\gamma_{1} X_{i} /\right.$ $\sigma_{\eta_{2}}$ ). Given the bivariate normal model, then

$$
\begin{aligned}
& p\left(d_{y_{t}}=1, d_{z_{i}}=1\right)=\int_{-\infty}^{c_{y_{2}}} \int_{-\infty}^{z_{z}} g\left(t_{y_{i}}, t_{z_{i}}\right) d t_{z} d t_{y}, \\
& p\left(d_{y_{t}}=1, d_{z_{1}}=0\right)=\int_{-\infty}^{c_{y_{2}}} \int_{c_{z}}^{\infty} g\left(t_{y_{2}}, t_{z}\right) d t_{z} d t_{y}, \\
& p\left(d_{y_{1}}=0, d_{z_{1}}=1\right)=\int_{c_{y}}^{\infty} \int_{-\infty}^{c_{z}} g\left(t_{y_{1}}, t_{z_{1}}\right) d t_{z} d t_{y}, \\
& p\left(d_{y_{t}}=0, d_{z_{t}}=0\right)=\int_{c_{y}}^{\infty} \int_{c_{z t}}^{\infty} g\left(t_{y_{1},} t_{z_{t}}\right) d t_{z} d t_{y} ;
\end{aligned}
$$

and the likelihood is

$$
\begin{aligned}
L= & \prod_{\imath=1}^{N}\left[p\left(d_{y_{t}}=d_{z_{t}}=1\right)\right]^{d_{v_{v}} d_{z_{2}}}\left[p\left(d_{y_{t}}=1, d_{z_{t}}=0\right)\right]^{d_{y_{2}\left(1-d_{z_{i}}\right)}} \\
& {\left[p\left(d_{y_{t}}=0, d_{z_{t}}=1\right)\right]^{d_{z}\left(1-d_{y_{l}}\right.}\left[p\left(d_{y_{t}}=d_{z_{t}}=0\right)\right]^{\left(1-d d_{y^{2}}\left(1-d_{z_{2}}\right)\right.} . }
\end{aligned}
$$

Maximum likelihood estimates are obtained by picking values of $\beta_{0} / \sigma_{\epsilon_{y}}$, $\beta_{1} / \sigma_{\epsilon y}, \gamma_{0} / \sigma_{\eta y}, \gamma_{1} / \sigma_{\eta_{2}}$, and $\rho$ that make $L$ as large as possible. The error variances $\sigma_{\epsilon y}{ }^{2}$ and $\sigma_{\eta y}{ }^{2}$ can be derived through scale restrictions on $Y^{*}$ and $Z$, and thus the disturbance covariance can be obtained from the equation

$$
\begin{equation*}
\operatorname{cov}\left(\eta_{z}, \epsilon_{y}\right)=\rho \sigma_{\epsilon_{y}} \sigma_{\epsilon_{z}} \tag{A4}
\end{equation*}
$$

## 2. One Continuous and One Discrete Dependent Variable

Now consider model I again but allow $Z$ to be an observed continuous variable instead of a latent variable. Identical estimation problems arise for model II (for the reduced forms for $Y^{\prime}$ and $Z$ ). As before, define $t_{y}=$ $\epsilon_{y} / \sigma_{\epsilon y}$, but define $t_{z}=\left(Z-\gamma_{0}-\gamma_{1} X\right) / \sigma_{\eta_{z}}$, which indicates that $Z$, unlike $Y^{*}$, is observed. Again, let $g\left(t_{y}, t_{z}\right)$ be the bivariate normal density defined above (A3). Then the likelihood is

$$
L=\prod_{z=1}^{N}\left[\int_{-\infty}^{\left(y_{z}\right.} g\left(t_{y}, t_{z}\right) d t_{y}\right]^{d_{y}}\left[\int_{c_{y}}^{\infty} g\left(t_{y}, t_{z}\right) d t_{y}\right]^{\left(1-d_{y}\right)} .
$$

Maximum likelihood estimates are obtained by picking values of $\beta_{0} / \sigma_{\epsilon y}$, $\beta_{1} / \sigma_{\epsilon \vartheta}, \gamma_{0}, \gamma_{1}, \sigma_{\eta_{2}}$, and $\rho$ that make $L$ as large as possible. The error variance $\sigma_{\epsilon, y}{ }^{2}$ can be derived through a scale restriction on $Y^{*}$ (no such restriction is required to identify $\sigma_{\eta_{2}}{ }^{2}$ since $Z$ is observed). As before, the disturbance covariance is obtained from (A4).

## IV. NONLINEAR WEIGHTED LEAST SQUARES ESTIMATORS

The methods just discussed provide efficient estimates of the reducedform parameters and the disturbance covariances, from which the structural parameters may be derived. These methods are computationally expensive and difficult to implement in the absence of reliable computer software. Most critically, when the number of discrete endogenous variables exceeds two or three, the computation of multivariate normal probabilities becomes intractable inasmuch as each iteration of calculation requires the evaluation for each observation of a probability which is a multiple integral of the same order as the number of discrete endogenous variables (e.g., Muthén 1979). Fortunately, alternative methods are available that hold the promise of allowing consistent (though not efficient) estimation of overidentified structural equation models with discrete variables as well as correct estimation of parameter standard errors and suitable test statistics. These methods, noted briefly here, are discussed more fully elsewhere (Avery, Hansen, and Hotz 1981; Avery and Hotz 1981).

The alternative estimation methods, which employ a nonlinear least squares procedure, use only a subset of the information available about the joint distribution of the discrete endogenous variables that is used in maximum likelihood. In particular, they use the univariate and bivariate moments of the discrete variables but ignore the higher-order moments, thereby avoiding the calculation of higher-order multiple integrals. The estimation strategy is as follows. First, solve the structural equation model for its reduced form and consider the nonlinear functions for each dichotomous dependent variable and for each pair of dependent variables, that is, for the $j$ th dichotomous endogenous variable $d_{y_{j}}(j=1, \ldots, p$ ) (excluding a subscript for individual observations),

$$
d_{y_{j}}=\int_{-\infty}^{\Sigma_{m}^{\Pi_{m} X_{m}}} \phi\left(t_{j}\right) d t_{\jmath}+v_{j}
$$

and, defining $d_{y_{k l}}=d_{y_{k}} d_{y_{e}}(l<k \leqslant p)$,

$$
d_{y_{k l}}=\int_{-\infty}^{\bar{m} \Pi_{m k} \mathrm{X}_{m}} \int_{-\infty}^{\Sigma_{m} \Pi_{m 1} \mathrm{X}_{m}} g\left(t_{k} t_{l}\right) d t_{k} d t_{l}+w_{k l}
$$

where $d_{y}$ is a dichotomous variable taking the value 1 or $0, \Pi_{m}$ is the reduced-form parameter for the effect of the $m$ th exogenous variable $X_{m}$ on the $j$ th endogenous variable $d_{y}, \phi\left(t_{j}\right)$ and $g\left(t_{k} t_{l}\right)$ are the standard univariate and bivariate normal probability density functions, respectively, and $v_{j}$ and $w_{k l}$ are residuals.

Second, apply a weighted nonlinear least squares criterion to estimate the structural parameters from the system of $p+p(p-1) / 2$ reducedform equations by minimizing the weighted sums of squares of the residuals $v_{j}$ and $w_{k l}$ with respect to the structural parameters. The weighting procedure takes account of the differential variances associated with different sums of squared residuals and provides a rigorous method of combining overidentifying restrictions to yield unique estimates. The minimization and the solution of the resulting system of nonlinear equations can be carried out using standard methods for nonlinear estimation (e.g., Goldfeld and Quandt 1972). The procedure leads straightforwardly to estimates of the variances and covariances of the estimated parameters (Avery and Hotz 1981). Although these methods are not yet in wide use, they have been applied in special cases (Avery et al. 1981). Computer software soon to be available will allow their application to the general set of models discussed in this article (Hotz, personal communication, 1982).
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[^0]:    ${ }^{1}$ An earlier version of this paper, entitled "Structural Equation Models for Discrete Data," was presented at the meetings of the American Sociological Association at Toronto, Canada, August 25, 1981. This research was supported by National Science Foundation grant

[^1]:    SOC7912648 ("Social and Demographic Sources of Change in the Youth Labor Force"). Computations were performed on the VAX 11/780 at the University of Wisconsin Center for Demography and Ecology, supported by grant HD05876-11 from the National Institute of Child Health and Human Development. We are grateful to Ann Kremers and Warren Kubitschek for research assistance, to William Bielby for helpful comments on an earlier draft of this paper, to William Landes for providing us his data on state characteristics, and to David Wise for giving us his program for bivariate probit analysis. Requests for reprints should be sent to Christopher Winship, Department of Sociology, Northwestern University, Evanston, Illinois 60201.
    ${ }^{2}$ Davis (1975) proposes a path analysis for discrete data based on the linear probability model. Unlike logit models and the other approaches discussed here, however, this approach assumes that the effects of independent variables are constant over the entire $(0,1)$ range of the dependent variable The shortcomings of this model are well-known (Hanushek and Jackson 1977, pp. 183-86).

[^2]:    ${ }^{3}$ The possibility that discrete variables are indicators of latent categorical variables ("latent

[^3]:    ${ }^{4}$ Here and elsewhere models are presented with a single independent variable $X$. Adding additional independent variables to the models raises no new issues beyond those discussed for single independent variables. An alternative equivalent specification of the threshold model is to regard the threshold $L$ as random, rather than fixed, and the latent continuous variable $Y^{*}$ as a deterministic rather than stochastic function of $X$. That is, $L=\bar{L}+\epsilon_{L}$, and $Y^{*}=\beta_{0}+\beta_{1} X$; where $L$ is now a random threshold, $\bar{L}$ is the mean of $L$, and $\epsilon_{L}$ is a stochastic disturbance. If $\epsilon_{L}=\epsilon_{y}$, this model is equivalent to the one discussed above. Although the model presented here postulates a stochastic relationship between $d_{y}$ and $Y^{*}$, it differs from the stochastic model presented below in which $Y^{*}$ is not only stochastically related to $d_{y}$ but also a function of $X$ and a stochastic disturbance (see n. 7 below). To simplify the exposition, the random threshold formulation is not adopted in the text.

[^4]:    where $f$ is a probability density function and $F$ is its corresponding distribution function. For symmetric $F$, this expression simplifies to (4).
    ${ }^{6}$ The logistic function is the cumulative density function of the extreme value distribution (Johnson and Kotz 1970, pp. 272-89).

[^5]:    ${ }^{8}$ This discussion draws much from Heckman (1978).

[^6]:    ${ }^{9}$ The models discussed by Goodman (e.g., 1979) are equivalent to model IV if $\epsilon_{y}=0$ and $Y^{*}$ is viewed as a transformed unobservable probability $p$ that has no substantive content beyond that contained in $p$ itself. Model III can also be estimated as a log-linear or logit model, but here $Y^{*}$ is viewed as an unobserved continuous variable with discrete indicator $d_{v}$. This is a different formulation from that of Goodman.

[^7]:    ${ }^{10}$ In practice, issues of identifiability and the treatment of the stochastic disturbances in these models are not addressed explicitly. Typically, it is assumed in the notation of model IV that $\lambda=1$ and $\epsilon_{y}=0$. Given the binomial trials interpretation that underpins such models, however, the parameters estimated under these systems of logit equations for the effect of $X$ on $Y$ are best interpreted as $\lambda \beta$, i.e., the product of the structural and measurement parameters. With sufficient information, however, the measurement and structural parts of model IV can be identified.

[^8]:    ${ }^{11}$ This discussion has used the notation of the threshold model (eqq. [1] and [2]). The same issue of scale identification arises in the binomial trials model (eqq. [3]-[9]), although the additional parameter $\lambda$ in the latter model raises additional identification problems (see below).
    ${ }^{12}$ A further requirement for the identification of single-equation models is that the dichotomous dependent variable does not classify perfectly any of the independent variables or linear combinations of the independent variables; i.e., there can be no value of an independent variable above which all values of $d_{y}$ are 1 and below which all values are 0 (Heckman 1978).

[^9]:    ${ }^{13}$ We are unaware of any research on the robustness under alternative distributional assumptions of the models considered here. As is well-known, maximum likelihood estimates are inconsistent if they rest on incorrect distributional assumptions, and it is usually preferable to adopt methods that are robust. Although it is applied to models quite different from those considered here, recent work by Heckman and Singer (1981) and by Goodman (1981) explores the implications of varying distributional assumptions and may lead to more robust methods.

[^10]:    ${ }^{14}$ The motivation for examining "expected effects" of independent variables on dichotomous dependent variables differs somewhat under the binomial trials and threshold views of discrete variables. In the binomial trials model, where each observation has an unobserved probability, say $p$, that it will take the value 1 on $d_{y}$, the expected effect can be interpreted as the expected change in $p$ from observation to observation for a change in the value of $X$. In the threshold model, in contrast, changes in $X$ change $d_{y}$ only when $Y^{*}$ is at its threshold $L$; i.e., $d\left(d_{y}\right) / d Y^{*}=0$ if $Y^{*} \neq L, d\left(d_{y}\right) / d Y^{*}= \pm \infty$ if $Y^{*}=L$. In this case the expected effect can be interpreted as the effect an observer might expect for a group of observations with a common value on $X$; i.e., the effect is the average for the population of observations with the same values on $X$. If the observations refer to individuals, then, in the binomial trials model, the estimated effects are those that can be expected for both the individual and the investigator. In the threshold model, the estimated effects are expected only by the investigator who examines a group of individuals with a common value on $X$.

[^11]:    ${ }^{15}$ More precisely, this formula gives the expected effect of $X$ on $Z$, i.e., $d E(Z) / d X$, inasmuch as the indirect effect of $X$ on $Z$ includes the effect of $X$ on $p\left(d_{y}=1\right)$. For expository convenience, this mathematical nuance is ignored in the formulas presented in this section.

[^12]:    ${ }^{16}$ The data are also available from us on request.
    ${ }^{17}$ Fienberg's (1980) reported results as well as additional analyses of the data show that some of the effects of socioeconomic status and intelligence in the model are nonlinear. Fienberg also reports significant three-way interactions among pairs of the background variables and the endogenous variables. The models reported here assume both linearity of the background effects and additivity of all effects in the model. These simplifications clarify the exposition and yield substantively plausible results. The models presented here do not fit the data as well as the more complex models estimated by Fienberg, and the differences in fit between models I and III reported below may result in part from failure to fit higher-order interactions to the data. It is nonetheless straightforward to incorporate nonlinearities and higher-order interactions into the models presented here. However, in practice, models with higher-order interactions and models with latent continuous variables may be empirically indistinguishable without prior conceptions of which specification is more plausible.

[^13]:    * All models include effect of sex, IQ, and parental socioeconomic status on both parental encouragement and college plans See text for discussion of data and measurement
    + Likelihood ratio $\chi^{2}$ statistics are computed as -2 times the differences of the appropriate log likelihoods
    ${ }^{18}$ A computer program for estimating two reduced-form equations with binary dependent variables and correlated disturbances by maximum likelihood probit analysis is available from us.

[^14]:    Note.-Numbers in parentheses are asymptotic normal statistics ( $Z$-scores)

    * Calculations assume that unmeasured contınuous variables for parental encouragement and college plans have variances of unity
    ${ }^{19}$ Structural coefficients for the model combining the effects of models I and III are similar to those for model I.

[^15]:    ${ }^{22}$ The rationale for these independent variables is discussed in Landes (1968). Heckman (1976) investigates the possible effects of FEPL and of progressive sentiment using somewhat different models from those investigated here His models treat FEPL as related deterministically to the latent variable for sentiment; in this they are similar to models I and III. Heckman also explores, however, the possible simultaneity of legislation and relative wages, an issue not considered here.

[^16]:    NOTE - Coefficients are scaled under assumption that latent variables for FEPL and Wallace vote have variance of unity FEPL denotes whether or not a state had a Fair-Employment-Practices Law before 1959 Wallace vote denotes whether or not a state gave less than $10 \%$ of its popular vote to George Wallace in the 1968 presidential election Numbers in parentheses are asymptotic normal statistics ( $Z$-scores)

    * For discussion of independent variables, see text

[^17]:    Note - Numbers in parentheses are estimates of coefficient standard errors under the assumption of OLS For model II and the combination of models II and IV, the assumption of homoscedasticity is not met and thus estimated standard errors are not unbiased (Heckman 1978)

    * For discussion of independent variables, see text
    $\dagger R^{2}$ is calculated under assumptions of OLS

[^18]:    ${ }^{24}$ This discussion emphasizes methods that are computationally feasible at the present time. There is no reliable general computer program for maximum likelihood estimation of structural equations with discrete variables that parallels LISREL for continuous variables (Jöreskog and Sörbom 1978; Jöreskog 1973). The methods for calculating reduced-form equations discussed below include both maximum likelihood and less efficient methods. Maximum likelihood estimation of reduced-form equations, however, does not, in general, yield maximum likelihood estimates of corresponding structural parameters inasmuch as overidentifying restrictions on the structural form of the model are not always imposed and may lead to multiple solutions for the same structural parameter. An alternative strategy, not used here, is to compute tetrachoric correlation coefficients between pairs of discrete variables and biserial correlations between discrete and continuous variables and to estimate structural equation models based on the resulting correlation matrix using LISREL (Jöreskog and Sörbom 1981). This method provides unique estimates of coefficients in overidentified models if the estimated correlation matrix is positive definite. The latter condition is not guaranteed by pairwise estimation of tetrachoric and biserial correlations, nor does this procedure yield correct estimates of coefficient standard errors or of test statistics.

[^19]:    ${ }^{25}$ There are other bivariate distributions than the multinomial that possess logistic marginals and allow disturbances to be correlated. Gumbel (1961) discusses two such distributions, but they have the disadvantage that the correlation is either restricted to a specific value or varies over a limited range. McFadden $(1978,1980)$ considers a generalization of the extreme value distribution that allows for correlated errors, but this distribution has yet to achieve wide acceptance.

[^20]:    ${ }^{26}$ This argument implies that when the disturbance covariance is unnecessary to achieve identification, as in the modification of model I in which there is an instrumental variable that affects $Y^{*}$ but not $Z$, the logit model may still be used. For an example of this approach, see Duncan and Duncan (1978, pp. 287-96). Nonetheless, when $Z$ is continuous, it remains attractive to estimate both equations under the assumption of normally distributed errors.

