NEUROLOGICAL IMAGING AND
THE EVALUATION OF
COMPETING THEORIES

Dustin Tingley

INTRODUCTION

In recent years, social scientists have begun exploring the neurological
foundations of behavior in an attempt to gain a more complete under-
standing of decision-making in the realms of both politics and economics
(see Cacioppo & Viser, 2003; Fowler & Schreiber, 2008; McDermott, 2009;
Caplin & Schotter, 2008).

However,' it is still unclear to many how an approach focused on the
brain’s operation can reach beyond a description of the biological process
generating some behavior to predicting when and why such behavior occurs,
Observing a pattern of brain activity “x” alongside behavior “z”” does not in
itself give us a better understanding of why “z” happened, or why
departures from “z” happen, beyond simply providing a more mechanical
description of the process leading to “z.” Even if we identify a sequence of
connections from neurological activity and environmental stimulation to
cognitive and psychological processes to political behavior, we must
consider how much each component contributes to the political behavior
under investigation. If the neuroscience is not doing any real work, that is,
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generating specific and testable hypotheses that build on and critique our -

current understanding of political behavior, then it is hard to see how
neuroscience informs political science. If neuroscientific data does provide
novel insights, or will develop in a way that will, then political science might
have much to learn.

There are ample reasons to suspect that neuroscience and related
disciplines can help @Hoimw a more accurate and expansive understanding
of choice behavior of interest to political scientists. In line with an earlier
article on the topic, I continue to hold a certain sense of caution in how
political science proceeds in the use of neuroscience data for several reasons.
While neuroscience and related disciplines continue to make significant

progress, these fields continue to have considerable conceptual and,

methodological debates. Researchers should be aware of how unsettled
disputes and problems migrate into their own studies. Assuming (perhaps
optimistically) that these debates are irrelevant or of subsidiary importance
" to political science, there is also a critical question of exactly how to best use
neurological imaging data. I advocate a particular approach to using
neurological data that emphasizes comparative theoretical testing (Clarke,
2007) via the demonstration of particular neurological mechanisms
associated with competing theories of political behavior. If different theories
developed by political science suggest different neurological mechanisms,
then data on which mechanisms are actually operative, and under what
conditions, can be used to help test the competing theories. Such practice

would be, I believe, an ideal way for political scientists to directly use

neurological data.

I structure the remainder of the chapter as follows. First, I review several
recent discussions on the use of neuroimaging in economics that helps
illustrate the types of debates likely to emerge in political science. The debate
will be most helpful if competing theories that make different predictions on
what neural mechanisms will be involved are tested. Next, I review a
neurological imaging technique, functional magnetic resonance imaging
(fMRI),> and how it is already being used and published by political
scientists and economists today. This motivates a discussion on how
particular theories within political science might suggest different
approaches to using neurological imaging. I argue that understanding the

_causal role of particular neural mechanisms can help adjudicate between
competing theories of behavior. I provide an example of this usage of {MRI

from recent work in neuroeconomics as a template for interested political’

scientists and review an earlier example from the political science literature.
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IMAGING AND NEURAL MECHANISMS IN SOCIAL
SCIENCE

Why should social scientists be interested in the activity of the brain?
Interested political scientists and economists offer similar rationales (e.g.,
McDermott, 2004, 2009; Camerer, Loewenstein, & Prelec, 2004). First, many
political and economic decisions are made automatically without conscious
reflection or calculation. This is important for many reasons, but foremost
because it calls into question the decision maker postulated in rational choice
models.> Second, emotions influence decisions. A number of prominent
studies in political science have implicated the affective system in decision-
making (e.g., Brader, Valentino, & Suhat, 2008; Marcus, Neuman, &
MacKuen, 2000). The common theme here is that many decisions occur at
an automatic level until some stimulus is unexpected or novel. The emotional
system assists in being able to “turn on” higher-level conscious systems that
analyze and deal with the novelty at hand (Marcus et al., 2000; Lieberman,
Schreiber, & Ochsner, 2003). Third, the same behavior can be generated by
multiple motivations with different neurological mechanisms, which then have
different substantive implications.* In sum, these arguments imply that
neurological data can play a role in political science.

More recently, the championing of neurological evidence to explain or
predict economic decision-making has been challenged by several leading
microeconomic theorists. For example, Gul and Pesendorfer (2008) argue
that economics is a study of revealed preferences. The process that leads to
these preferences simply is not of interest to economics. Insofar as there exist
multiple psychological processes that could- give rise to the same choice
behavior, studying these processes has little bearing on the study of
economic choices. This perspective, and various challenges to it, appears in a
recently published and fascinating volume that interested political scientists
should consult (Caplin & Schotter, 2008). In my experience, there are many
political scientists who share Gul and Pesendorfer’s position. Others are less
willing to ex ante demarcate what political science is or is not, but hold a
“proof is in the pudding” mentality. Below I sketch out how neuroimaging
studies can test competing theories that each suggests different neurological
mechanisms. If adjudication between competing theories using neuroima-
ging data is successful, proponents of the Gul and Pesendorfer position will
likely have fewer adherents in political science.

Given my argument that neuroscience could be useful if it lets us measure
the operation of different hypothesized neural mechanisms, I briefly review
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understanding the BOLD
govern blood flow and the

signal are the physiological mechanisms that
establishment of a “baseline” rate of oxygen

flow predicts that EQ.o will be an initial dip in the BOLD signal, followed _uw
a peak above baseline level as the system overcompensates for oxygen cmmmn.

before returning back to baseline level (Lo 1
. ] gothetis, 2003; Heeger & Ress,
2002; Beauchamp, 2002). The fMRI technique is neither foolproof nor

universally interpreted, and below I discuss some of these limitations,
Hw‘o use of fMR] r.mm been much more common in economics than E,
politics, perhaps leading to the push back led by Gul and Pesendorfer

%:om.s.o:m about concepts like rewards and bargaining (Montague & Berns
l/w%wu Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003), mQSwEE.smf
(Wells, 2003; Thompson, 2003), and mentalization (the ability to consider

the intentions/perceptions of others; Ramnani & Miall, 2004: Blakemore &

Decety, 2001; Bhatt & Camerer, 2005) have been studied using fMRI

HoovE@:ow. Social cooperation (Rilling et al., 2002; McCabe, Houser, Ryan
Smith, & Trouard, 2001) and the role of moral judgment on amﬁaomu

making (Greene, Sommerville, Nystrom, Darley, & Cohen, 2001), which are
Hoy.o,\m:ﬁ to @oﬁw economists mba political scientists, have also been evaluated
using fMRI imaging. Similarly, fMRI imaging in experiments on the -

Em.:w:on of race on judgment formation (Phelps & Thomas, 2003: for
review, see Ochsner & Lieberman, 2001, pp. 720-721) m:uml@omc.o&
sophistication (Schreiber & Tacoboni, 2004) have yielded interesting results

A recent use of fMRI in economics by Delgado, Schotter Ozbay mma.
Phelps (2008) provides a good example of how we sdmr#vavmﬁ use m/\bﬁ
am.;m. A omdoEn& puzzle in' economics is the “Winner’s Curse,” where
winners of auctions frequently pay more than they should urmﬁ in
equilibrium (Thaler, 1993). One explanation is that individuals are risk
averse. .>w m. result, individuals bid- more than they should. A second
Ewo‘rmEmB is that a “joy in winning” motivates individuals. The joy in
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beating other individual bidders drives overbidding as opposed to holding a
strong desire to avoid the feeling of losing. A final explanation, and the one
ultimately supported by the experimental results, is that contemplation over
losses in a social situation drives overbidding. Key here is that individuals
especially want to avoid losing against another person. One way to test
these different explanations is to deduce different neurological mechanisms
that each explanation would suggest as well as experimental designs that
put the appropriate environmental conditions into place, such as whether
social competition is present. Earlier work (Knutson, Fong, Bennett,
Adams, & Hommer, 2003) suggested that one region of the brain associated
with losses and gains is the striatum. In the Delgado experiment, both a

- lottery and auction task were conducted, with only the latter involving any

social competition. The authors found a differential response in the right
striatum between lottery losses and auction losses, but no such difference
between lottery and auction wins. In explaining their results, the authors
write:
The lack of an enhanced BOLD response in the striatum to wins (in the auction
compared with the lottery) suggests that the ‘joy of winning’ may not be mediating
overbidding in experimental auctions. In contrast, the stronger BOLD response to losses
in the auction game suggests that a fear of losing a social competition may be linked to
overbidding. The fear of losing the social competition of an auction may lead to a striatal
response similar to that observed in loss aversion. However, because no actual losses
occurred in this experiment, it would appear that the ‘fear of losing’ the social
competition was a factor independent of pure loss aversion. (p. 1851)

While a follow-up discussion on the merits of Delgado paper suggested
some doubts in their findings and the novelty* of their preferred explanation
of contemplation of losses in a social context (Maskin, 2008), the chapter
nicely demonstrates ways to use neurological data to adjudicate between

social science theories.
¢

COMPARATIVE THEORY TESTING IN POLITICAL
SCIENCE WITH NEUROSCIENTIFIC DATA

We have briefly seen how neuroimaging studies can supplement investiga-
tions of how people behave politically and economically. Let us now delve
into more detail about how different approaches to studying political
decision-making suggest different types of neurological evidence.

Camerer et al. (2005, p. 16) suggest a heuristic that sees brain operations
explained by whether they are controlled or automatic, and whether they are
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cognitive or affective (visualized as a 2 x 2 diagram). Controlled/cognitive

vowmﬁoﬁ is the traditional domain of economic rational choice, where actors
consciously attempt to satisfy some utility function that they can explicitly
.o<m.E.m$. For example, one perspective on vote choice assumes that
individuals consciously evaluate how a candidate will satisfy their values
and material needs. This is a controlled and cognitive process, and, in
theory, more likely to activate an executive region of the brain such as the
_m:r.mam:. prefrontal cortex (Knight & D’Esposito, 2003). Controlled/affective
Gnrm:.:oH 1s what “methods actors” use who consciously elicit emotional
reactions. Campaigning politicians who strategically use nonverbal &m@:&\m
(or.body .Hmdmz.mm@v to elicit emotions provide a concrete example in politics:
Automatic/cognitive processes are immediate responses to factual H.:mozsm,.

tion. Finally, automatic/affective responses include feelings associated with.

@xmwawnoom Amﬁ.ﬂow as fear or elation) or biological feelings like hunger and
sex drive. Quite plausibly, voters might also prefer candidates, in part,
because they are physically attractive (Stolberg, 2004; Tingley, 2007;

Schubert & Curran, 2001; similarly, see Zebowitz, 1994) or based on other
womESm of a candidate’s appearance (e-g., Ballew & Todorov, 2007:

w»an.wmobu Enos, & Hill, 2009). Because each of these oﬁnmoaﬁvwm Bmu“.
implicate different regions of activation in the brain, or patterns of ..

mo.s.<mmou across .Rmmoum, different types of neurological imaging evidence
might be necessarily dependent on what is being studied.

C/X and Affective b&mg.wgnm Models of Politics

In the Winner’s Curse example discussed above, there were rival theories
that sought to explain why auction winners often overbid. To adjudicate
.@oﬁéwg 5@. theories, the authors isolated particular neurological mechan-
Isms in conjunction with different elements of the experimental design. In
what follows I construct a contrast between two Qa«w_o?um literatures: the
:N,wm@oﬁw\@\aomox?o systems” model (Lieberman et al., 2003) mua‘ the
“Affective Intelligence” model (Marcus et al., 2000). While these are
related, they suggest slightly different approaches to the role of cognition
and mm)o.oﬁ in human political behavior. In what follows I develop these
oou:mm:.:m view and discuss how neurological imaging information can
:m_m adjudicate between the competing perspectives. The comparative
Homﬂ:mu I believe, represents a key component of a productive research
design linking neuroscience and political science.
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Reflexive and Reflective Processing: The C/X Model

Lieberman et al.’s (2003) model posits two different neurocognitive systems:
the X-system and the C-system.

The X-system (named for the ‘x’ in reflexion), consisting of the lateral temporal cortex,
amygdala, and basal ganglia, spontaneously and often nonconsciously integrates current
goals, context, perceptions, and activated cognition into a coherent whole that guides the
stream of consciousness and current behavior. The C-system (named for the ‘¢’ in
reflection), consisting of the prefrontal cortex, anterior cingulate cortex, and medial
temporal lobes, is recruited when the X-system fails to create coherent outputs from the

different sources of input. (p. 689)

According to this model, the X-system guides behavior by incorporating a
large range of information (e.g., sensory and motor processing, emotional
and social information) until the C-system recognizes a problem in_ the
X-system processes. It then “interrupts” or “overrides” and attempts to
resolve the task at hand. In neurophysiological terms that illustrate the
complexities of the process, the C-system is monitored by the anterior
cingulate, which upon detecting a problem sends a signal to the prefrontal
cortex, where a serial processing system resolves the situation.

Essentially this is the same distinction between automatic and controlled
processes discussed above (Camerer et al., 2005, p. 16), but with a speci-
fication of how and why the brain modulates between the two. In their
application of this model, Schreiber and Iacoboni (2004) show that, relative
to the unsophisticated, politically sophisticated subjects are more likely to
have elements of the X-system activated when asked political questions. This
is because political “sophisticates,” who have facility with names, dates, or
political concepts and have habits of “associative links formed through
extensive learning histories” (Lieberman et al., 2003, p. 689), are well
accustomed to the processing of political topics. Thus, this model considers
the activation/deactivation of reflexive and reflective processes in the brain
and how this is mediated by (1) actual familiarity with a set of political topics
(which captures the degree of familiarity/novelty of the situation) and (2)
emotional feedback that unconsciously provides motivation to “‘analyze”
increasingly unfamiliar situations that generate feelings of unease.

“Affective Judgment”

Marcus et al. (2000) emphasize the role of affect much more centrally. Their
approach builds upon Gray’s model of behavioral approach and behavioral
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inhibition.® “The Behavioral Approach System gauges the success or failure
of Hoom.:o& actions, contemporary experience, and anticipated activities that
fall within the category of previously learned behaviors” (Marcus &
Zmoﬁwgv 2001, pp. 45-46). Emotions implicated by this system range from
oiwcmﬂ.mma to .depression, and assist in evaluating the success/failure of
strategic action. The behavioral inhibition system “generates moods of
ow:.dmomm and relaxation when the match of incoming sensory signals against
anticipated normal execution of plans indicates nothing of concern. It
mgowmﬁﬂ moods of increasing nervousness and anxiety when the
comparison of environmental information and what would be expected
from .boﬁzmﬂ execution of plans indicates a mismatch” (p. 47). The
ooE@.Emaos of the approach and inhibition systems, which are chiefly
oonm.cz:oa by the limbic system of the brain, helps E&Sm:&m navigate the
myriad uncertainties of politics.® While the Affective Intelligence approach

to my w.boé_wmwmo has yet to utilize neuroimaging techniques like fMRI, the-
neuroscience literature it builds from has certainly begun to. Because this -

m@ﬁ:.vmow posits a particular set of neurological processes, fMRI and other
mmaging techniques will provide a better delineation of what these processes
are and how they-change under various conditions.

Similarities and Differences

The C/X and Affective Intelligence approaches share some mmm:wmomdﬁ.
conceptual similarities. All emphasize the role of habits, automatic
responses, and controlled processes. The main difference is that the
Affective Intelligence approach more explicitly theorizes the way affective
systems modulate and engage controlled decision-making; the approach
offered _UM.\,.EonHBmu and colleagues is much more focused on information
and cognitive processing. Lieberman et al. (2003) do not explicitly theorize
roé. the C system “detects” inconsistencies in the X system beyond
%nQQEm that the anterior cingulate is activated. They suggest a
combination of (1) logical coherency of the decisions and behaviors being
produced by the X-system and (2) dynamic system of feedback with
~ affective processes like anxiety that are generated through interaction with
the external environment and mediated through some part of the limbic
system. For example, Schreiber and Iacoboni (2004) use this model to
explore agree/disagree responses to political and nonpolitical statements.
While both models recognize the difference between controlled and
automatic processes, cognitive elements modulate the interaction between

N
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the two more centrally in- Lieberman et al.’s account, whereas affective
systems do much more work for Marcus and colleagues. Both models leave
the interaction between cognitive and affective forces relatively unspecified,
perhaps because their interaction is not well understood in the neuroscience
literature in the first place (LeDoux, 2000, p. 129). SRR

Each also attaches their results to particular conceptions of democratic
politics that reflect these differences. Marcus clearly sees the problem of low
political participation as a result of too little emotion, the result of a
dominant intellectual and cultural perspective that sees “passion as the
enemy of reason.” “‘(t)he most serious damage is done by continuing:to °
endorse the normative conception of citizenship as a singularly cerebral
reflection on justice and the common good” (2002, p. 135). Of course this is
somewhat qualified by a previous statement: “to say that negative
campaigns and sensationalized presentations by candidates, activists, and
the media create the conditions for reason does not mean that we should
automatically endorse any use of emotion. The particular circumstances and
particular choices must, as with all particulars, be judged on the individual
merits” (p. 134). The central theme, nevertheless, is that people do not care
about politics not because they lack some sort of cognitive ability or
exposure, but instead because prevailing notions of democracy discourage
the role of affect.

This.is quite different from the story Schreiber (a co-author of the
Lieberman et al.’s paper) tells. Political novices need “models of how experts
connect their values to policy choices™ (Schreiber & Iacoboni, 2004, p. 8).
That is, novices need exposure to the way people familiar with politics, from
armchair Sunday morning junkies to D.C. policy makers, connect what they
value to how they participate democratically. Thus, political novices “are
not at recess” when thinking about politics beyond their immediate social
context, and what is needed to help them is some way to familiarize
themselves with the cognitive components of the political process.”

_ .

A Comparison, A Test? .

A comparative theory approach to testing these models would examine a
particular political choice and record localized neural activity in the brain.
The “Affective Judgment” perspective predicts that anxiety is increased
when actors are in an unfamiliar context. This anxiety is then postulated to
motivate conscious, rational, decision-making, and ““considered judgment.”
The cognitive nature of the C system in the Lieberman’s model suggests that
the role of emotion is less important in the actual “override” process. The
brain’s focus, during the override process, is on resolving the cognitive
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details of the decision task at hand, a

nd thus difficulty in resolving these
details is what drives the “override”

process. An example of a study that

contrasts the approaches taken in the “A ffective Judgment” and “reflective/.

reflexive” (C/X) models is Pochon et al. (2002) who investigate reward.
systems in the brain and the cognitive difficulty of a task. They suggest that
with increasing cognitive complexity, the limbic system (which controls
affective processes) is “gated,” possibly so as not to interfere (distract) the -
operation of higher level cognitive areas like the dorsolateral prefrontal

cortex. “We suggest that a dynamic interplay is created between activated

cognitive areas necessary to maintain 2 high level of cognitive performance

(the network for WM (working memory) and attention) and affective areas:
deactivated because they may process counter productive signals interfering

with performance” (p. 5673). The evidence suggested by Pochon et al. is that

a gating mechanism occurs to reduce interference from the paralimbic
system on cognitive systems like the dorsolateral prefrontal cortex. This
gating process is related to the cognitive complexity of the task and the-
stakes at hand. The “override” process is initiated by emotional disturbance
but then is gated and regulated depending on the cognitive demands of the
task. Such a result fits the contours of the C/X model more clearly than it
does in the Affective Intelligence perspective, which sees motivation for
cognitive reasoning coming from the limbic system. A more defined

comparative research program would be needed to more concretely test the

theories. The results also suggest need for theorizing about the interrelation-

ship between the srakes and the complexity in decision environments.

LIMITATIONS ON COLLECTING AND
INTERPRETING NEUROSCIENTIF IC DATA IN
A POLITICAL SCIENCE ‘

The previous section argued that different “social’ science theories could
suggest different patterns of neurolo gical activation and highlighted potential
shortcomings in current neuroscience models. While the ability to use
neurological imaging to discriminate between competing social science theories
is exciting, it is important to be cautious about limitations in both the
technology and the current state of consensus in the neuroscientific disciplines.
In other words, “conceptual problems (can) migrate” between academic
disciplines (Johnson, 2002). A more exhaustive discussion is contained
elsewhere (Tingley, 2006) and so I provide only a short summary here.
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Modular versus Distributed N:\E‘SQ,E: Processing

Withi uroscience there is a continuum of womomnor. perspectives on MW@l
estion | f oaiww (specific functions—specific brain H.banwmv ow i
@mowcoz X Q.Hmo functions—many brain regions) processing in the brain.
Edﬂwa N dies focus on finding the functional properties of Qm.s.sﬁuw
o BNMWMMMH Hanmmosmp there is conflicting 988&0& .NEQ mﬁﬁ?,ﬁowmm
Mwmwhowm& their existence (Cohen & Tong, MoomH ﬁ Fwnwoéw%%w mMMcwHMMmMH n

i in vi i tudies, see Steriade, ;
,M,\o&wwm Mwowwﬁ%ﬁmwﬁwa%%wﬁwﬂ mmwwmﬁom regarding the role of MMM .mmmw\mmww
ﬁomﬁﬁowio several political scientists], see Adolphs, NMSU @H.o Bm:wmmowﬁoa
2002: Ochsner & Lieberman, 2001, p. qwmv.. mo facee
KES% 1d s:wa the various functions of specific brain regions, suc o
SQM@MMW HW%WQ debate about modularity has a very long history ( tar,
am .

1989).

(Illusory) Images

A i t of neural processes is &mw.oc: even
O.@\EEEm.m .M_W@mu M_%WW MM%WMMHMMDWQSH%@E should be wmﬁﬂocm H%L Hw
e e omﬁn measurements of decreases or increases in the wO H
o.och . sﬂu\m.g ared to a “baseline” level that assumes a lack of a:.@oH
mpmw& fon w ooaxmombmw stimulus. This poses a difficult @moEoB on. mw<owmm
moswmhwowﬁ%awﬁ appears that the “baseline” level of dﬂsmowo%m: MMHHMMWN m :
aiready. tunc i i rizing the wor
o Esw%w o MWMVQWMMM WMMMSMMWWM%QWW neural wﬁ?mﬁwb must
Qwa&vr.mu o ﬁm @h.hdmowwﬁocbm: activities of other regions also oomawmﬁo 8ﬁ
M wOéﬁ Mmsm Establishing this “baseline” can be complicate .soM
o @Hoowmm mmS ox@.oaB@E is actually set up (in SH.Bm of Ea d@wm,%ohm“
o AUM osw\ooﬁoa as the “baseline”) but also _uu.\ Smwlaao@gﬁ Mz:
Seactivation f particular Ho%osm by precise mechanisms that are sM HEM
Qnmoﬁ<w:hw5m% mwma & Raichle, 2001, similarly see Overgaard, 200 v.. o
wuaﬂ.ﬁoo %aw the typically small level of EWTS@ER@ BOLD mﬂmbw :
M<MMNM0M mewzsw (Raichle & Gusnard, 2002; o.m.m m@o.mﬁowmwvwmw MM HMHMM ° Mu bm
me theorists do, 1ot
200 W:M ﬁmm%%mwfww W%MM MW@ MowSzm of political Em.uibm;won MRM
Bo&EmﬂM m@m\wwnwg et al. (2000, chap. 4) make an mwmcﬁ%sou W ou 2
basehme _ el of monitoring that changes amwou%sm on fee Bﬁmm?os
MMMWMMmMA\OH anxiety. Unfortunately, such theories of politics do no




198 “
DUSTIN TINGLE 195

coalition formation, with theories ranging from individualistic rational
oice to institutional effects, has long been a principal focus for political
.ntists. Accessing the neurological and psychological dimensions of
formation would be a welcome avenue of research. What are the
eurological substrates of screening potential partners? As coalitions
ecome more salient, are there changes in how the brain monitors possible
isruptions/deviations? Is the decision by someone with political experience
0 join a coalition identiecal in process to what a political novice would use?
More generally, the prospect of social cooperation (such as in the prisoner’s
“dilemma) is a central theme in political science. The political decision-
‘making underlying coalition formation and cooperation involves (to name
just a few) trust, monitoring, reputation, reciprocation, evaluation of the
intentions of others, and estimation of payoffs/rewards. Neuroscientific

..v,,\o% that probes these traditionally central concepts is illustrated by a
ecent study .of altruistic norm enforcement (de Quervain et al., 2004). Both
in from working together

,, political scientists and neuroscientists stand to ga

to better explicate many crucial features of modern political science, just as
increasing numbers of economists have begun to explore neuroscientific
" methods. But such collaborations will be most fruitful if they are done in an
_environment that tests theories comparatively. If competing explanations of
al behavior suggest different neurological mechanisms, then fMRI

8 « .
Soial il ook ke veras et o oncning i respon
happening” functioning. éhﬁwoﬁyﬁwswmw t fs is not what is expected to b
of “baseline” activity understanding of the contributiof
m::mﬁ.oMMWMMQ NMMWMMMMMHMMM% b:ﬁbmn @doﬁ.oidm in response to diverse
be %Moowmwﬁ:% vague in terms om mwwm_ﬂ MMMWMMM%W of neural mom<maoc@§=

o . :
oo:%:omaww HWM mowmo may vary due to normal aging processes, moreove
cronms. or ext Joﬂunoﬂmcos of ,ch:m that use subjects that span age
(D’Esposito Umwwm_mmaom of studies from one age group to anothe
like ommv&swu can oo&wco%wwmwm M%MMV%Mwb.owWoa ow common substances
variati . . urienti et al., 2002). Individual
g‘mmw %Mmo mﬁm wwmmwmmzwﬂosv\ pose a challenge for functional _owmmod in MM
made i Honsuiab M: e, & Os,\@:v. 2002). While significant steps have been.
the functional o g nﬁmw localization, a better understanding is required of
oo sunctional mmwoﬂw:aw of parts of the brain that are being localized. Thi
beyond the @S.BM gly acute as localization moves to higher order functions- ,
fMRI does have Hw\ motor and sensory cortical areas (Way, 2003). Finally ,
between 1 and 4 mwmgo%\ hat limited degree of time resolution, cm:m:vw
Additionally, higher tempor, due to signal/noise problems that emerge,
BOLD wwmnmu_ . %& . oB@oH&.zwmQ:aoum have revealed nonlinearities in the
and 20 oo o oHooﬁ.bowB.m:.Nmzo: of the BOLD signal takes between- av
zoﬁwzocmr <m5 awm vwcw similar 85%9.& resolution problems (Pfeuffer
(echniques s\wg ™ oortele, GW:HE» & Hu, 2003). While other mEmmEm,
EMRL. such as cv MH w_wB@oH.a meo.E:oz can be used in conjunction with
@Somwa iestes 6 ent-related potential (ERP) measurements, a number of-
fstes inolade EBona due to the use .ow strong magnetic fields. Additional
Chung, Song %«a %@Wowzmﬁ@ statistical procedures to use (Lee, Yoon
wmmimoumsoo om”_oimﬁ.ma u mofvu, analysis design for acceptable statistical
transcranial ma lons A a:odmr 2001), and necessity of lesion studies or
imaging data (A %%@No wwwsﬁmﬁos to rule out spurious relationships in
that these met roaomv S | w p-6; OmEQ@.ﬂ etal., 2005). It warrants restating
scientifio theories W%om problems can migrate into the evaluation of social
ments in th . ommw&.ommu <mﬂ no:ow@EE and technological improve-
1 the recent past point to similar progress in the future °

oalition

politic
will be particularly useful.
Our understanding of the human brain, and its relation to higher levels of
he study of humans, will come from both the development of
ction of evidence. fMRI and related technologies give
nomists ‘an expansive new source of raw data.
o focus on conceptual, as opposed to empirical,
science “pre-neuropolitics” (Johnson, 2002,
e development of “‘neuropolitics.” To
ts, and neuroscientists need to work

“explanation in t
theory and the colle
political scientists and eco
However, just as a failure t
progress undermines political
2003), similar problems apply to th

this end, political scientists, economis
with each other in ways that explicitly acknowledge limitations in. their

conceptual framework and measurement techniques and hence preventing
alarms about the role of neuroscience 1n the study of politics (e.g.,
Wahlberg, 2004; Editorial, 2003, 2004).

Given that political science is currently discussing the merits of different
“geientific” approaches to political science, such as rational choice theory,
neuroscience may be able to provide fresh perspectives on seemingly
incommensurable research traditions. Lupia’s (2002) efforts to bring formal
modeling ‘of psychological processes into political explanation, Bueno de
Mesquita and McDermott’s (2004) recent statement on prospect theory, and

)

CONCLUSION

The ibiliti : .. )
o %M%&:Mam for Gﬁoﬁomcum interdisciplinary work between @o:mo&
§ and neuroscientists are immense. For example, the study of

> )

)
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7.. Schreiber acknowledges that such a reading of Mmm .<<an M Ewcwwwww MWMMMW MM
intai 1 : both effective and cogn:
aintains more of an agnostic stance here: e e
i itical * > and arguments. Further, how
: ly modulate responses to political “facts™ an
,,ww.mwmw%\w%maﬁm do this is not well understood, largely because .Ecor. Om. 9.@ WEAM%MM
effect in relation to politics is too oriented toward the study of disaffiliative effec

Blank’s (2003a) discussions on public policy all suggest that the my.otba& '
fertile for novel approaches to inquiry in political science. Politics offers an
incredibly rich source of information about human emotion, oomE.D.oF..mﬁm.
behavior: alliance formation, provision of public goods, use of force, and

partisanship, to name just a few. Further scientific exploration of these

and other political behaviors should tread slowly yet surely.

NOTES

1. A substantially earlier version of this chapter appears in Tingley (2006).
2. I do not focus on other imaging technologies, such as positron emission

because many of my general arguments will cross apply.

3. Of course, rational choice theory does not specify that people must. be
““conscious” or in “control” of their decision-making process in order to be rational,
or even modeled as being rational (Ordeshook, 1995, p- 178). However, rational
choice theory often used in explanations where the posited actors gqre conscious and
Acling intentionally. This stems from the intentionalist form of explanation being
used (Tingley, 2007; Elster, 1983). Of course, the neuroscience program explored here
8 trying to build those mechanisms instead of relegating them to the black box that
‘ational choice theorists purportedly try to avoid (Boudon, 1998).

4. Camerer (2003a, 2003b), citing Romer (2000), give the example of two people
vho do not eat peanuts. One person likes the taste of peanuts but consciously does
10t eat them because of an-allergy. The other person had an adverse experience with
eanuts but can still eat them; not eating peanuts is a habit formed from a harsh
nemory. Each method of explaining not eating peanuts suggests different economic
onsequences like differences in price elasticity. Darren Schrieber and colleagues
uggest a similar example from political science: responses to political questions can
¢ habit based due to a high degree of familiarity with the issue (sophistication) or
1 result of a highly conscious effort to construct a response, given a very low level
[ familiarity with the subject (Lieberman et al., 2003; Schreiber & Tacoboni, 2004).

5. Interestingly, Marcus and MacKuen (2001) find that the third piece of Gray’s
«odel, relating to “fight—flight”-type interactions, is “of limited application” to the
udy of politics, presumably because of the primitiveness that such a situation
volves (p. 44). Morikawa, Hanley, and Orbell’s (2002) analysis of cognitive
quirements in “hawk-dove” games paints a more central picture for “fight-flight”
tuations in political interaction.

6. Another well-developed theory, which I do not cover here only for simplicity’s
ke, is known as the “hot-cognition” model. It argues, among other things, that
litical concepts are stored in memory with effective associations attached to them.
s, exposure to these concepts generates automatic affective impressions upon
v :all (Morris, Squires, Taber, & Lodge, 2003; Lodge & Taber, 2000). For a general
r siew of the role of emotions in politics, see Marcus (2000, 2002, 2003).

fear, and anxiety (Schreiber, personal conversation).
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