
Optoelectronic properties of single-layer, double-layer, and bulk tin sulfide:
A theoretical study
Georgios A. Tritsaris, Brad D. Malone, and Efthimios Kaxiras 
 
Citation: J. Appl. Phys. 113, 233507 (2013); doi: 10.1063/1.4811455 
View online: http://dx.doi.org/10.1063/1.4811455 
View Table of Contents: http://jap.aip.org/resource/1/JAPIAU/v113/i23 
Published by the American Institute of Physics. 
 
Additional information on J. Appl. Phys.
Journal Homepage: http://jap.aip.org/ 
Journal Information: http://jap.aip.org/about/about_the_journal 
Top downloads: http://jap.aip.org/features/most_downloaded 
Information for Authors: http://jap.aip.org/authors 

Downloaded 18 Jun 2013 to 140.247.123.161. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jap.aip.org/about/rights_and_permissions

http://jap.aip.org/?ver=pdfcov
http://oasc12039.247realmedia.com/RealMedia/ads/click_lx.ads/www.aip.org/pt/adcenter/pdfcover_test/L-37/932441298/x01/AIP-PT/JAP_CoverPg_0513/AAIDBI_ad.jpg/6c527a6a7131454a5049734141754f37?x
http://jap.aip.org/search?sortby=newestdate&q=&searchzone=2&searchtype=searchin&faceted=faceted&key=AIP_ALL&possible1=Georgios A. Tritsaris&possible1zone=author&alias=&displayid=AIP&ver=pdfcov
http://jap.aip.org/search?sortby=newestdate&q=&searchzone=2&searchtype=searchin&faceted=faceted&key=AIP_ALL&possible1=Brad D. Malone&possible1zone=author&alias=&displayid=AIP&ver=pdfcov
http://jap.aip.org/search?sortby=newestdate&q=&searchzone=2&searchtype=searchin&faceted=faceted&key=AIP_ALL&possible1=Efthimios Kaxiras&possible1zone=author&alias=&displayid=AIP&ver=pdfcov
http://jap.aip.org/?ver=pdfcov
http://link.aip.org/link/doi/10.1063/1.4811455?ver=pdfcov
http://jap.aip.org/resource/1/JAPIAU/v113/i23?ver=pdfcov
http://www.aip.org/?ver=pdfcov
http://jap.aip.org/?ver=pdfcov
http://jap.aip.org/about/about_the_journal?ver=pdfcov
http://jap.aip.org/features/most_downloaded?ver=pdfcov
http://jap.aip.org/authors?ver=pdfcov


Optoelectronic properties of single-layer, double-layer, and bulk tin sulfide:
A theoretical study

Georgios A. Tritsaris,1 Brad D. Malone,1 and Efthimios Kaxiras1,2,a)

1School of Engineering and Applied Sciences, Harvard University, Cambridge, Massachusetts 02138, USA
2Department of Physics, Harvard University, Cambridge, Massachusetts 02138, USA

(Received 2 May 2013; accepted 3 June 2013; published online 18 June 2013)

SnS is a metal monochalcogenide suitable for use as absorber material in thin film photovoltaic

cells. Its structure is an orthorhombic crystal of weakly coupled layers, each layer consisting of

strongly bonded Sn-S units. We use first-principles calculations to study model single-layer,

double-layer, and bulk structures of SnS in order to elucidate its electronic structure. We find that

the optoelectronic properties of the material can vary significantly with respect to the number of

layers and the separation between them: the calculated band gap is wider for fewer layers (2.72 eV,

1.57 eV, and 1.07 eV for single-layer, double-layer, and bulk SnS, respectively) and increases with

tensile strain along the layer stacking direction (by �55 meV/1% strain). VC 2013 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4811455]

I. INTRODUCTION

Thin film photovoltaic (PV) cells is a technology of

increasing importance for direct conversion of solar energy

into electricity.1,2 The conversion efficiency of the PV

depends critically on the optoelectronic properties of the

absorber layer,3 and PV cells based on the chalcogen-

containing CuInGaSe2 (CIGS) and CdTe materials currently

have the highest efficiencies for this type of materials

exceeding 15%.4,5 SnS (Refs. 6–10) is also being considered

as absorber material for thin film PV cells:11–15 it is a semi-

conductor with a layered structure, an optical band gap of

�1.3 eV, which is in the optimal range for solar cells

(1.1–1.5 eV), and high absorption in the visible (absorption

coefficient>104 cm�1). Moreover, SnS is based on nontoxic

elements in contrast to CIGS and CdTe. Although theory

indicates that the efficiency of solar cells based on SnS could

match that of CIGS and CdTe-based cells, in practice much

lower efficiencies have been achieved (<2%), leaving room

for improvement in the absorber and the design of the PV

device.13,16–20 General strategies for tuning the properties of

the material, also relevant to the fabrication of novel

electronic devices, include the use of atomically thin

compounds21–24 and the application of mechanical

strain.25–27 SnS has been extensively investigated in its bulk

form28–34 but few-layer and single-layer structures remain

largely unexplored.8,35

The measured properties of SnS samples depend on the

synthesis route.9,36–39 Theory and atomistic simulation can

contribute significantly in clarifying how the properties of

SnS and other layered semiconductors depend on the atomic-

scale structural features.12,25,27,30,32,40,41 Here, we use first-

principles calculations based on density functional theory

and the GW approximation to the electron self-energy to

study trends in the electronic and optical properties of model

single-layer, double-layer, and bulk structures of SnS.

Specifically, we calculate the indirect and direct band gaps

and the dielectric functions, which depend on the number of

layers and the separation between them: the direct band gap

narrows in going from single-layer to bulk SnS or by apply-

ing tensile strain along the layer stacking direction. Tensile

strain also results in a dramatic increase in the electron effec-

tive mass for the double-layer and bulk SnS. These findings

point to possible approaches for tuning the electronic struc-

ture of SnS for improved performance in optoelectronic

applications.

II. MODELS AND METHODS

We used an orthorhombic unit cell with 4 Sn and 4 S

atoms to model the bulk structure of SnS (Fig. 1), which is in

the space group Pnma. The layers are arranged perpendicular

to the a-axis and are held together by weak forces in contrast

to strong intralayer bonds.42 For the model double-layer

structure of SnS, the unit cell of bulk SnS was augmented by

a region of vacuum with width 8 Å in the direction perpen-

dicular to the layers, and for the model single-layer structure

of SnS the unit cell consists of one layer of SnS with 5 Å of

vacuum on each side. The choice of vacuum regions between

the slabs was guided by the requirement that the wave func-

tions vanish smoothly at the edge of the unit cell, as would

be required in a model of the isolated system in each case.

For total energy calculations we used the GPAW code,43

a grid-based approach using the projected augmented-wave

FIG. 1. Structural model of orthorhombic tin sulfide (SnS). Gray and yellow

balls represent Sn and S, respectively. (a) Unit cell, repeated twice in the

bc-plane, and (b) corresponding Brillouin zone.a)e-mail: kaxiras@physics.harvard.edu
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method (an all-electron method using the frozen core

approximation).44 For structural optimization, we elected to

use the local density approximation (LDA) for the descrip-

tion of exchange and correlation (GPAW setup release v0.8).

This approach has been shown to describe SnS with satisfac-

tory (albeit fortuitous) accuracy compared to experiment12

and with much less computational effort compared to

approaches that aim at higher accuracy, for instance with the

use of hybrid functionals.12,30,32,45 Thus, it provides a rea-

sonable way to address the elastic properties of the material

in the various forms we considered here. On the other hand,

LDA typically underestimates the fundamental band gap of

semiconductors and insulators. To obtain reliable band

structures, we calculated the relaxed structures using the

GLLB-SC functional, an orbital-dependent functional based

on the Gritsenko-Leeuwen-Lenthe-Baerends potential46,47

modified with elements from the revised Perdew-Burke-

Ernzerhof functional, PBEsol (SC: solid and correlation).48

This functional accounts explicitly for the discontinuity in

the derivative of (semi-)local exchange-correlation function-

als such as LDA, and it has been successfully used to predict

the band gap of prototypical bulk and low-dimensional semi-

conductors and insulators.47,49,50 The discontinuity depends

on the space coordinate but a constant value is obtained by

first-order perturbation theory. More details on the formalism

are given in the work of Kuisma et al.47 For k-space integra-

tion, a Monkhorst-Pack mesh of 1 � 8 � 8 k-points was used

for the single-layer and double-layer structures and a mesh

of 4 � 8 � 8 k-points was used for the bulk structure. The

correction to the Kohn-Sham single-particle energies is

applied as a rigid shift in the valence band energies by the

calculated discontinuity. For example, for crystalline dia-

mond this method predicts an indirect band gap of 5.46 eV

(5.5 eV in experiment) from a Kohn-Sham band gap of

4.17 eV and discontinuity Dxc ¼ 1:29 eV. To validate this

simple approach for the case of SnS, we have performed cal-

culations for the electronic structure based on the GW

approximation to the electron self-energy, which gives reli-

able results across a very wide range of materials.51,52 These

calculations were performed using the BerkeleyGW pack-

age53 with wavefunctions and energies obtained from the

Quantum-ESPRESSO code.54 The calculation of the self-

energy was performed on a uniform grid of size 2 � 6 � 5 in

the Brillouin zone. The unshifted grid of 2 � 6 � 5 was used

both in the summation over q-vectors as well as the k-grid on

which the quasiparticle energies were computed. A quasipar-

ticle calculation was also performed on a shifted grid of

k-vectors so as to represent accurately the valence band max-

imum (VBM), which is not contained in the unshifted grid.

Particular care was taken to achieve adequate convergence

for the slowly-converging summations over empty states.

Our calculations use 2600 empty states in the evaluation of

the Coulomb-hole contribution to the self-energy, 1500

empty states in the evaluation of the polarizability, and a

static dielectric matrix with cutoff-energy of 26 Rydberg was

extended to finite-frequencies using a plasmon-pole model.51

Dielectric functions were calculated within the frame-

work of time-dependent density functional theory55 using the

bootstrap approach of Sharma, Gross and co-workers,56

which is based on an approximate expression for the

exchange-correlation kernel and its self-consistent numerical

derivation. This approach has been demonstrated to give op-

tical absorption spectra in good agreement with experiment,

capturing excitonic features with small computational effort

compared to methods based on the GW/Bethe-Salpeter for-

malism.56,57 For these calculations, we used the corrected

Kohn-Sham single-particle energies that were obtained with

the GLLB-SC approach mentioned earlier. Empty electronic

bands up to 50 eV above the Fermi level were included and

the dielectric function was calculated using a planewave ba-

sis with an energy cut-off of 150 eV. The position and over-

all shape of the main features of the dielectric function such

as shoulders and peaks were converged with respect to the

mentioned parameters as well as the k-point mesh.

III. RESULTS AND DISCUSSION

For the bulk structure of SnS, after optimization of the

unit cell with fixed scaled atomic positions, the lattice con-

stants are a0¼ 11.12 Å, b0¼ 3.95 Å, and c0¼ 4.24 Å, in rea-

sonable agreement with experiment (the measured lattice

constants at 295 K are a0¼ 11.20 Å, b0¼ 3.99 Å, and

c0¼ 4.33 Å).58 Optimization of the atomic positions reduces

the total energy per atom by only 1 meV. The distance

between the closest two Sn atoms in two neighboring layers

in the optimized cell, projected on the a-axis, is 2.62 Å. The

unit cell of the model single-layer structure of SnS consists

of one layer. To confirm that the single-layer structure is sta-

ble in its own right when separated from the rest of the sys-

tem, we calculated the phonon frequencies at the C-point

using the frozen phonon approximation and we found no

imaginary values. As a check of stability at room tempera-

ture, we performed a molecular dynamics simulation for 1.0

ps in the microcanonical ensemble (N, V, and E) using the

relatively high temperature of 600 K and a time step of 1.5

fs, and obtained the average Sn-Sn, S-S, and S-Sn bond

lengths in a single unit cell from configurations in the last

0.5 ps with a sampling of 1/50 fs�1. Compared to the ground

state, the deviations for Sn-Sn, S-S and S-Sn bond lengths at

600 K are 2%, 2%, and 6%, respectively.

Fig. 2(a) shows the band structure of our model single-

layer SnS, calculated along the high-symmetry directions

Y-C-Z-T-Y in the Brillouin zone. There are 40 electrons in

the unit cell, which are accommodated by 20 bands but only

bands that lie within a few eV from the band gap are shown

here. The contributions of Sn- and S-orbitals are shown in

separate panels in Fig. 2(a). In Figs. 2(a)–2(c), the energy

eigenvalues are color-coded with respect to the relative con-

tribution of the s-, p-, and d-levels of Sn, and s- and p- levels

of S, and the symbol size is proportional to the relative total

contribution of the element. For each element, the contribu-

tion of its orbital is calculated from the overlap between the

corresponding projector functions and the pseudo wavefunc-

tion at each k-point.43 For instance, both Sn and S contribute

to the electronic states close to the valence band maximum,

which is located along the C-Z direction. We will refer to

this k-point as �Zv, following the notation �Kb, where “ �K” sig-

nifies the direction in Brillouin zone along which the k-point
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is located, namely “X”, “Y,” or “Z” for C-X, C-Y, or C-Z

direction, and the subscript “b” denotes the valence (v) or

conduction (c) band. There are two competing k-points for

the conduction band minimum (CBM), both dominated by p
Sn-levels: one is C and the other is located along the C-Y

direction, �Yc, both within a small energy range of 3 meV.

The calculated minimum Kohn-Sham band gap, the deriva-

tive discontinuity, and the (corrected) indirect band gap are

1.78 eV, 0.79 eV, and 2.57 eV (Table I). The minimum direct

band gap is 2.72 eV, located at C (along the C-Y and C-Z

directions the direct band gaps are 2.93 eV and 2.77 eV,

respectively). These large band gaps suggest that single-

layer SnS is transparent for the largest wavelengths in the

visible.

We consider next a model double-layer structure of SnS.

We calculate the binding energy of the two layers, or equiva-

lently the energy needed to separate them, to be 56 meV per

unit cell. Fig. 2(b) shows the band structure of the double-

layer. In going from the single-layer to the double-layer SnS

the electronic bands split: for instance, the band splitting

obtained from the energy difference between the bands

located at �3 eV near T is �0.5 eV. The valence band maxi-

mum lies at Z, and as in the case of the single-layer there are

two competing k-points very close in energy for the conduc-

tion band minimum, namely C and �Yc, with �Yc lower in

energy than C by 20 meV. The calculated indirect band gap

is 1.57 eV (Dxc ¼ 0:47 eV), 1.50 eV lower than the band gap

of the single-layer SnS. Finally, the minimum direct band

gap, located at �Z, is 1.98 eV, that is, 0.74 eV lower than that

for the single-layer (along the C-Y direction the direct band

gap is 2.11 eV).

To understand better the origin of the band gap but also

to relate our study to previous experimental and theoretical

work in the literature, we calculated the bulk structure of

SnS. The binding energy of the layers is 56 meV per unit

cell. The binding energy is equal to that for the double-layer

showing that the interaction is strictly between nearest neigh-

bor layers. The hybridization of bands in bulk SnS [Fig.

2(c)] is much more pronounced than in the double-layer

structure: compare for example the dispersion of bands in

the C-Y directions between the two different structures. The

valence band maximum for the bulk structure is identified as

a sharp peak at �Zv and consistent with the single-layer and

double-layer SnS the two competing k-points for the conduc-

tion band minimum are C and �Yc. The difference in energy

between these k-points is only 40 meV, with the value at C
lying lower in energy. Previous theoretical studies have

reported �Yc as the conduction band minimum.12,30 A possi-

ble reason for this discrepancy is that spin-orbit interactions

are not treated in our model, the inclusion of which has been

suggested to redefine the location of the band gap.30

However, as we show later, the shapes of the conduction and

valence bands are highly sensitive to the interlayer distance,

therefore, we expect strain effects to dominate spin-orbit

interaction.

We proceed to calculate the effective mass of electrons

at C and at �Yc [Figs. 2(d)–2(f) and Table I]. For the bulk

structure, the effective mass at �Yc is 0.45m0 (the LDA value

is 0.35 m0), 0.16 m0 (0.16), and 0.20 m0 (0.18) along the a-,

b-, and c-axis, where m0 is the bare electron mass. At C the

effective masses are 0.10 m0 (0.09), 0.91 m0 (0.94), and 1.36

m0 (1.45). Assuming that the conduction band minimum is at
�Yc, our calculations are in very good agreement with previ-

ous experimental and theoretical work.11,12,42,59 For instance,

Vidal, Zunger and co-workers12 report 0.5 m0, 0.13 m0, and

0.20 m0 for the effective mass of electrons using calculations

based on the GW method. We also find that the electron

effective mass along the b- and c-axis at �Yc among all struc-

tural models varies little, being 0.23 m0 and 0.20 m0 for the

single-layer, and 0.19 m0 and 0.23 m0 for the double-layer.

For the bulk structure of SnS, the indirect band gap

is 1.07 eV (Dxc ¼ 0:32 eV), which is lower by 1.50 eV

and 1.00 eV than the band gap of the single-layer and

FIG. 2. Band structure for model (a) single-layer, (b) double-layer and (c)

bulk SnS, and [(d)–(f)] corresponding Brillouin zone and constant energy

surfaces close to the edge of the conduction (purple) and valence (yellow)

band. In [(a)–(c)] the band structure is shown along the path that traces the

edge of the Brillouin zone in a clock-wise fashion. At each k-point the

energy eigenvalues are color-coded with respect to the relative contribution

of the s- (red), p- (blue), and d- (green) levels of Sn (top panel), and s- and

p-levels of S (bottom panel), and the symbol size is proportional to the rela-

tive total contribution of the element. The shaded horizontal strip delimits

the band gap. The lowest-energy level of each band structure is shifted to

�17 eV (level is not shown).

TABLE I. Kohn-Sham band gap (EKS), derivative discontinuity (Dxc), indi-

rect (EðiÞg ), and direct (EðdÞg ) band gaps, all in eV, and the electron ( �me) and

hole ( �mh) effective masses in units of bare electron mass at k-points

involved in indirect transitions along the b- and c-direction (see also Fig. 2).

EKS Dxc EðiÞg EðdÞg

�m
ðbÞ
e �m

ðcÞ
e

at �Y

�m
ðbÞ
e �m

ðcÞ
e

at C
�m
ðbÞ
h �m

ðcÞ
h

at �Z

Single-layer 1.78 0.79 2.57 2.72 0.23 0.20 1.11 0.77 0.31 0.27

Double-layer 1.11 0.47 1.57 1.98 0.19 0.23 1.06 1.13 0.23 0.55

Bulk 0.75 0.32 1.07 1.32 0.16 0.20 0.91 1.36 0.19 0.36
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double-layer structure, respectively. Corrections of 0.38 eV

(Ref. 29) and 0.32 eV (Ref. 12) have been reported in studies

based on the GW method. The band gap calculated with

LDA is 0.58 eV, which amounts to almost half of the quasi-

particle band gap calculated with GLLB-SC. In order to

check the validity of the magnitude of the quasiparticle gap

calculated with the GLLB-SC functional and the validity of

a wave vector-independent rigid shift of eigenvalues, we

also performed a calculation of the quasiparticle gap within

the GW approximation to the self-energy. The GW calcula-

tions find that the LDA band gap of 0.59 eV, calculated with

the plane-wave basis, is increased to 1.17 eV upon the addi-

tion of the quasiparticle corrections. This quasiparticle gap is

similar to that calculated using the GLLB-SC functional.

Furthermore, an analysis of the size of the valence and con-

duction band GW corrections over the unshifted 2 � 6 � 5

grid reveals that the individual quasiparticle shifts for wave-

vectors in the valence and conduction band are tightly clus-

tered within 650 meV of the average shift of the valence and

conduction band, respectively. This fact gives us confidence

that the rigid gap correction applied using the GLLB-SC

functional provides a reasonable representation of the quasi-

particle spectrum. Finally, the minimum direct band gap is

calculated to be 1.32 eV at �Yc (along the C-Z direction the

direct band gap is 1.62 eV). Overall, the calculated band

gaps are in very good agreement with previously published

values.12,17,29,30,34

In order to better understand the bonding chemistry

within a layer of SnS, we analyze the maximally-localized

Wannier functions of the valence band manifold, which has

proven useful in analyzing the bonding in extended systems

from the viewpoint of molecular orbitals.60,61 The Wannier

functions obtained from the 20 occupied valence states in

bulk SnS are organized into three distinct types, shown in

Figs. 3(a)–3(c), providing a useful picture of the type of

chemical bonding present in the system: out of the 40

electrons in the unit cell, 8 of them are accommodated in

a lone-pair type state that is present on Sn [Fig. 3(a)], 24 in a

bonding type state between Sn-S pairs [Fig. 3(b)], and 8 in a

state which is localized around S [Fig. 3(c)]. The Wannier

analysis can yield further insight by examining how the

Wannier functions project onto the Bloch band structure. In

Fig. 3(d), we illustrate the division of the Bloch bands into

states which predominately project onto the Sn lone-pair and

states which project onto the other two types of Wannier

functions. The Sn lone-pair states contribute strongly to the

states at the top of the valence band and states 5 to 8 eV

below the top of the valence band, whereas the other Bloch

states are dominated by the bonding states and S-states.

To summarize, the electronic band structure and related

electronic properties such as band gaps vary significantly

with respect to the number of layers: as the number of layers

is decreased, the splitting of the bands that delimit the band

gap becomes less pronounced, the valence band maximum

and conduction band minimum shifts lower and higher in

energy, respectively, and the band gap widens. The reason

for the gap increase is the reduced interaction between

layers, which is mainly due to the interaction of p orbitals

across the interlayer region: less interaction of these orbitals

leads to smaller band dispersion and larger band gap. This is

mostly evident in the valence bands, which shows signifi-

cantly less dispersion near the top in the monolayer than in

bulk. As shown in Fig. 3, the Sn lone-pair states are directed

outward into the interlayer region. These states should be

quite sensitive to the presence of additional layers, the

increased interaction between such states causing more dis-

persion and thus a smaller band gap as the number of layers

is increased. A similar trend has been reported for transition

metal dichalcogenides,25 although in that case an indirect-to-

direct band gap transition has also been identified, which is

not observed in our models for SnS. For SnS, the indirect

band gap is reduced by 1.50 eV in going from the single-

layer to the bulk.

Another approach for tuning the properties of SnS is the

application of strain. As a starting point, we study the elastic

properties of the unstrained bulk structure. The bulk modulus

and pressure derivative are 43 GPa and 4.3, respectively,

using a stress-strain approach (tension/compression of the

unit cell up to 0.5%). The corresponding measured values

are 36.6 GPa and 5.5,33 and the values of 35 GPa and 41 GPa

have been reported for the bulk modulus in previous theoreti-

cal studies.12,28 However, these values do not readily

FIG. 3. Maximally-localized Wannier

functions constructed from the occu-

pied valence states in bulk SnS,

describing (a) Sn lone-pair states of

which there are 4, one for each Sn

atoms, (b) bonding states of which are

12, three for each Sn-S pair, and (c)

states localized around the S atoms, of

which there are 4. (d) Projection of the

Wannier functions onto the Bloch band

structure. At each k-point, the energy

eigenvalues are color-coded with

respect to the relative contribution of

the Sn lone-pair states (red), and the

bonding and S-states states (blue).
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describe the anisotropy in tension/compression of the crystal:

the measured33 linear compressibilities parallel to the a-, b-,

and c-axis are 12, 36, and 80 in units of 10�4 GPa�1, respec-

tively. To understand better how tensile and compressive

strain along the a-axis affects the structural properties of

SnS, we compare two sets of structures where the a-axis has

been elongated or compressed equally: in one set the a-coor-

dinate of the atomic positions is scaled accordingly, and in

the other set the relative positions of the atoms within each

layer are fixed so only the interlayer spacing is varied. We

define the strain as �¼ a/a0 � 1, where a and a0 are the lattice

constants of the a-axis for the strained and unstrained struc-

tures, respectively. By varying the strain in the range

between �0.05 and 0.05, we calculate the total energy of

each structure in the second set of structures to be consis-

tently lower than the energy of the corresponding equal-

volume structure in the first set (the energy difference is

�0.17 eV for � ¼ �0:05 and �0.05 eV for � ¼ 0:05). These

calculations, as well as the values of the linear compressibil-

ities, suggest that strain affects the dimensions of the

structure primarily via the interlayer spacing,33 so in the fol-

lowing we consider only variation in the separation of layers

with fixed atomic positions in each layer and fixed in-plane

lattice parameters. Although the assumption of incompressi-

ble layers is not appropriate for high strains,31,33 it allows us

to make useful predictions for smaller strains.

Starting from the unstrained bulk SnS we compress the

structure by decreasing the spacing between the layers up to

5% strain (� ¼ �0:05). Likewise, we stretch the material by

increasing the interlayer distance until the strain reaches 5%

(� ¼ 0:05). Fig. 4 summarizes the effect of the tension/com-

pression on the direct [Fig. 4(a)] and indirect [Fig. 4(b)]

band gaps. The indirect band gap varies in the narrow energy

range between 0.88 eV and 0.91 eV. Interestingly, the band

gap becomes narrower under either tensile or compressive

strain as two different pairs of k-points define the band gap:
�Zv (VBM) and �Yc (CBM) for compressive stress, and �Zv

(VBM) and C (CBM) for tensile stress. The variation in

energy is larger for the direct band gap, and is equal to

�60 meV/1% strain. Similar to the shift observed between

different indirect transitions, a shift is also found for the

direct band gap at � ¼ 0:05 from �Y to C and the direct band

gap starts to decrease [Fig. 4(a)]. We explain this transition

as follows: as the strain changes from compressive into ten-

sile the interlayer distance is increased and the overlap

between the orbitals of atoms in neighboring layers is

reduced, and vice versa. The effect is pronounced for orbitals

with a significant component parallel to the strain direction

as in the case of C (83% p Sn-levels of mostly pa character,

9% s Sn-levels). The energy level at �Yc (69% p Sn-levels of

mostly pb character, 19% s S-levels) is affected less.

Eventually, a shift takes places close to � ¼ 0 in the relative

position in energy between the two k-points.

The trends in the band gaps of the double-layer SnS can

be explained by similar arguments. The indirect band gap

varies between 1.31 eV and 1.65 eV. The direct band gap

varies by �50 meV/1% strain. In general, the direct band

gaps are more sensitive to strain than the indirect band

gaps.34 Moreover, for both bulk and double-layer SnS the

shift in valence band maximum is accompanied by a dra-

matic increase in the electron effective mass, with the elec-

tron becoming �5 times heavier in structures under tensile

strain [see also Figs. 2(d)–2(f) and Table I].

It is expected that the band gaps approach those of the

single-layer structure as the layers are separated, although

neither the indirect nor the direct band gap becomes as wide

as that of the single-layer within the range of strains studied

here, which suggests that the interaction between the layers

and uniaxial strain is not linear. In conclusion, the electronic

structure of SnS may be tuned not only by controlling on the

number of layers but also using mechanical deformation.

We discuss next how the optical response of SnS

depends on the number of layers and their separation.

We calculate the absorption coefficient, a, for light polarized

in the direction of each structural axis as aðxÞ
¼ e2ðxÞ�hx=nðxÞ, where nðxÞ is the refractive index, calcu-

lated from nðxÞ ¼ e1ðxÞ þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1ðxÞ2 þ e2ðxÞ2

q� �
=2 with

e1ðxÞ and e2ðxÞ the frequency-dependent real and imaginary

parts of the dielectric function. The dielectric function was

calculated within the framework of time-dependent density

functional theory55 using the bootstrap approach of Sharma,

Gross and co-workers.56 Fig. 5 shows the absorption coeffi-

cient for our model structures, averaged over all directions

and for photon energies �hx up to 4.0 eV. The absorption of

each structure is significant (a > 5� 104 cm�1) for photon

energies higher than the corresponding direct band gap. For

photon energies higher than 3 eV, absorption is almost con-

stant for all structures with a ’ 106 cm�1. Since the material

is highly anisotropic, we also investigate the dependence of

FIG. 4. Minimum band gap Eg for (a)

direct and (b) indirect transitions and

associated band extrema in bulk (filled

circles) and double-layer (empty

circles) SnS with respect to strain, �,
applied along the layer stacking direc-

tion. Negative and positive values of �
correspond to compressive and tensile

strain, respectively, (�¼ 0 for the

unstrained SnS). The horizontal dashed

line marks the band gap of single-layer

SnS.
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absorption on polarization. The anisotropy in the optical

absorption of SnS is demonstrated in Fig. 6, which shows the

imaginary part of the dielectric function for light polarized in

the direction of each structural axis separately. The absorp-

tion edge for polarization along the b-axis lies lower in

energy than for polarization along the a- and c-axis, in

accordance with the calculated direct band gaps.30 The maxi-

mum peak positions for polarization along the a-, b-, and

c-axis are �hx ¼ 2:5 eV, 2.9 eV, and 3.9 eV, in agreement

with measured positions at room temperature, that is, 2.8 eV

and 3.8 eV for the b- and c-axis.62 In comparison to the bulk

structure, absorption is weaker for the double-layer SnS. As

for the bulk structure, the absorption edge for polarization

along the b-axis lies at lower energy than for polarization

along the c-axis and the position of the strongest peak for

both the b- and c-axis is at 3.0 eV, whereas two shorter peaks

are found at 2.4 eV.

We also calculated static dielectric constants within the

random phase approximation to illustrate better, by compari-

son, the effects of the electron-hole interaction as they are

captured in the bootstrap approximation (Table II). In all

cases, the corrected Kohn-Sham single-particle energies

were used. Within the bootstrap approximation the mean

value of the dielectric constants corresponding to the a-axis

and c-axis is calculated to be 12.3, in reasonable agreement

with the experimental value of 12.5 at room temperature.10

In comparison, at the level of the random phase approxima-

tion, which neglects the electron-hole interaction, the dielec-

tric constants are found to be systematically lower, for

instance by 0.7 for the bulk SnS. A trend independent of the

chosen approximation is found in the significant increase, by

more than 2.5 times, of the dielectric constant in going from

the single-layer to the bulk.

Our earlier discussion on the relation between uniaxial

strain and the band gap suggest that optical absorption also

depends on the separation between the layers in bulk SnS.

For example, as the band gap of bulk SnS narrows with

increasing compressive strain (Fig. 4), enhanced optical

absorption is expected. Indeed, we calculate stronger absorp-

tion for the compressed SnS (Fig. 5). For � ¼ �0:05, e2ðxÞ
for polarization along the a- and c-axis shows two pro-

nounced peaks below the absorption edge of the unstrained

SnS, and the strongest peaks in e2ðxÞ for polarization along

the b-axis are shifted almost rigidly towards lower energies

(Fig. 6). In general, the peaks become more pronounced with

compressive strain. The double-layer SnS follows the same

trends. On the other hand, tensile strain has a less pro-

nounced effect. To summarize, in both bulk and double-layer

SnS, compressive strain in the range between 0% and 5%

narrows the band gap and enhances the optical absorption.

IV. CONCLUSIONS

We used first-principles total-energy calculations based

on density functional theory to study electronic and optical

properties, such as the indirect and direct band gaps, and the

dielectric functions of structural models of SnS, and how

these properties depend on uniaxial strain. We verified and

complemented previous findings related to bulk SnS, and we

explored the properties of model single-layer and double-

layer SnS: the calculated band gaps are wider for fewer

layers (2.72 eV, 1.57 eV, and 1.07 eV for single-layer,

double-layer, and bulk SnS, respectively) and increase with ten-

sile strain along the layer stacking direction (by �55 meV/1%

strain). We conclude from these results that either a restric-

tion of the number of layers or the application of uniaxial

FIG. 5. Absorption coefficient, a, as a

function of photon energy, �hx, for the

model single-layer, double-layer, and

bulk structures of SnS. Solid, dashed,

and dotted lines correspond to

unstrained structures, and structures

under 5% compressive and 5% tensile

strain along the layer stacking direc-

tion (a-axis in Fig. 1).

FIG. 6. Imaginary part of the dielectric

function, e2, as a function of photon

energy �hx for the model bulk (top) and

double-layer (bottom) structure of SnS

with light polarized in the direction of

each structural axis. Solid, dashed, and

dotted lines correspond to unstrained

structures, and structures under 5%

compressive and 5% tensile strain

along the layer stacking direction (a-

axis in Fig. 1).
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strain could be used to obtain improvements in the perform-

ance of SnS as absorber material. Our findings suggest that

the thickness of the SnS (one or two layers, or bulk) affects

the properties of the material more drastically than applied

strain. We suggest that both effects could be achieved by epi-

taxial growth on a substrate of a different lattice constant or

by careful control of the amount of deposited material during

atomic layer deposition.
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