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First principles studies of interface interactions and their implications for

heterogeneous catalysis and novel electronic devices

Abstract

Nanoscale and surface-mediated materials are of extreme current interest in a
wide range of fundamental fields, from heterogeneous catalysis to molecular electronics.
The properties of these materials frequently differ from well-established bulk properties,
and in particular, are especially sensitive to the nature of their atomic-scale geometry and
electronic structure. In this work, I shall present first principles studies of the electronic
properties of four different surface-related systems. First, we propose an atomic-scale
model for novel commensurate MoOs monolayers on Au(111), and explore the
implications of interface interactions on catalysis. Second, we extend our work to a
model catalyst: Au(110) films on ultrathin titania, where we consider the impact of
changes in interface interactions on O, adsorption. Third, we propose an atomic-scale
model for an incommensurate, ordered, two-dimensional AuS layer on Au(111). Our
model is remarkably robust, reflects the rich coordination chemistry of Au, and
reproduces experimental observations. Finally, we consider cyclopentene on Si(001), a

prototypical organic/Si system which exhibits negative differential resistance (NDR) in
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low temperature STM experiments. We examine the electronic coupling and level
alignment in this and related systems, and discuss general implications for NDR in

silicon-based molecular electronics.
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Chapter 1

Introduction

Advances in experimental techniques have resulted in the growth of many
interesting and novel systems. Examples include surface-mediated metastable phases'™
(materials that are not stable in isolation or as bulk materials, but are stabilized by an
underlying substrate), such as a well-ordered Al;(O;; film that forms on the NiAl(100)
surface.” However, progress is often hampered by the lack of an atomistic-scale
understanding of these materials. In this context, first-principles calculations can play a
role by providing some degree of atomic-scale modeling that can aid in material
characterization or the prediction of new properties.

The content of this thesis centers around two main, complementary, objectives.
One is to determine the atomic structure of novel materials, synthesized by my co-
workers in the Friend lab. The second is to understand why these systems are stable, and
1n some cases, to make predictions on their properties. In conjunction with this work, we
also seek to understand experimental observations in other systems that have potential
applications as catalysts or molecular electronic devices, as well as make predictions on
related materials.

The thesis is divided into six Chapters. Following the introduction in Chapter 1, 1
provide in Chapter 2 an overview of the theoretical concepts employed in this work.
Chapter 3 describes an atomic-scale model for commensurate MoO; monolayers
synthesized on Au(111), and discusses its implications for catalysis. In Chapter 4, I

discuss O, adsorption on a model oxidation catalyst: Au(110) thin films on ultrathin
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layers of titania supported on a molybdenum substrate. In Chapter 5, I return to the topic
of proposing atomic-scale models for novel materials, but this time, for a more complex,
incommensurate system, a AuS layer on Au(111). We introduce fresh approaches within
density functional theory to take into account charge transfer in the incommensurate
system, and the resulting model is consistent with experimental observations and is
remarkably robust. It has previously been proposed that negative differential resistance
(NDR) can occur through a resonant tunneling mechanism in organic/Si systems. Our
focus here is to assess the possibility of resonant tunneling NDR in specific systems, such
as cyclopentene on Si(001) (a prototypical organic/Si system). Through our studies, we
seek to provide guidelines for optimizing the conditions for resonant tunneling NDR in
Si-based molecular electronics.

One unifying theme in Chapters 3-6 is the importance of interface interactions.
For example, we find that the MoO; monolayer on Au(111) (Chapter 3) is remarkably
flexible and can distort to fit the Au surface, suggesting the possibility of tuning the
properties of monolayer transition metal oxides using interface interactions. The resulting
strain in the oxide layer also enhances H adsorption. In Chapter 4, we find that O,
adsorption is stabilized as a result of changes in the Au/titania interface interactions
during the adsorption process, an effect that is related to the flexibility of ultrathin titania
films. On the other hand, even in the incommensurate AuS layer, in which intra-layer
bonds are weaker than bonding with the Au substrate, we find that interface interactions
in the form of charge transfer are important in explaining the robustness of the structure,
as well as the experimentally observed unit cell size. Finally, the nature of electronic

coupling between the organic molecule and its silicon substrate plays a major role in
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affecting the possibility of resonant-tunneling NDR in the system. In particular, we find
that the resonant tunneling mechanism requires the existence of molecular states that are

weakly coupled to the substrate and close enough to the Si band edges.
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Chapter 2
Theoretical Concepts

2.1 Landau Quasiparticles and the single-particle approximation
The electronic structure of a system can only be determined exactly by solving the
many-body Schrédinger equation:
HY = E¥ @.1.1)

where ¥, the many-body wavefunction is a function of the positions r; of each and every

electron in the system, and H, the many-body Hamiltonian, is given by

H = T+Vext +Vmany-—body’ (212)
nt_, (2.1.3)
T=- —V;, o
z:2m !
Vext — Zl/ian(ri)7 (2.14)

(2.1.5)

2
Vmany—bady = ZV(ri’rj) = zl .e

Solving the many-body Schrédinger equation is currently intractable for most
systems. However, considerable insight into the problem can be obtained by
conceptualizing the sea of electrons as a system of weakly-interacting quasiparticles. The
quasiparticles, introduced by Landau, represent some form of collective excitations of the
original strongly-interacting particles (in this case, electrons). Landau’s idea for
describing the properties of a system of strongly-interacting particles with those of

weakly-interacting quasiparticles, has worked remarkably well. The quasiparticles that
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are relevant here can be thought of as ‘dressed’ electrons, or bare electrons that are
surrounded by a cloud of constantly changing holes and electrons.

While the introduction of quasiparticles greatly simplifies the strongly-interacting
many-body problem, it is still difficult to solve for the quasiparticle spectra exactly.
Importantly, however, the weak interactions between quasiparticles make the
quasiparticle problem amenable to perturbation theory.' Specifically, the long-range
inter-electron interaction ¥{(r, ’) can be replaced by a weaker , dynamically screened
Coulomb interaction WAr, r, t ,t’). The quasiparticle energies can then be calculated to
first order in W; this is known as the GW approximation and is described in Section (2.4).

Density-functional Kohn-Sham theory is the work-horse of electronic structure
calculations and is significantly more scalable than the GW approximation. In this case,
however, the corresponding “quasiparticles” are non-interacting, fictitious particles with
no physical interpretation; therefore, the Kohn-Sham eigenvalues have little quantitative
significance. We shall discuss this approach in greater detail in Section (2.3). In the next
section, we briefly review another single-particle approximation (Hartree-Fock) which is

instructive for the present discussion.

2.2 Hartree-Fock approximation

In the Hartree-Fock approximation, the many-body wavefunction W is written as a
Slater determinant of single-particle orbitals ¢. The Slater-determinant is an
antisymmetrized wavefunction (exchanging the positions of any two electrons flips the
sign of ¥), and thus exactly takes into account the Pauli exchange energy. A variational

calculation involving ¢ yields the Hartree-Fock equation:
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(_Zh—zvz + Vexz + VI-I)¢k(r) + Idr'V;‘IF (r,l"')¢k(l") = Ek¢k(r) (221)
m

where

Vur)= 3 [arv (e, r)e; () () (2.2.2)
and

Vi (') =V (er') 24 () (). (2.2.3)

The so-called Hartree potential Vg(r) is the mean-field potential that an electron at » feels
due to Coulomb interactions with all other electrons. V5" (r,r') is the exact exchange
potential for the bare Coulomb interaction.

As we discuss below, the exact exchange term V7" (r,r') captures the exchange-
correlation energy to first order in the bare Coulomb interaction V(r, r’); effects of
electron correlations are completely omitted. Since V(r, r’) is a long-range interaction,
the single-particle orbitals g cannot be thought of as representing weakly interacting
quasiparticles, nor can their eigenvalues Ej represent quasiparticle excitation spectra.
Nonetheless, it can be shown that within the approximation in which correlations are
neglected, the eigenvalue Ej of a filled (empty) orbital is equal to the change in total
energy when an electron is removed from (added to) the system, i.e. decreasing
(increasing) the size of the Slater determinant representing the wavefunction, by
removing (adding) a row and column involving an orbital @, with all other orbitals

unchanged. This is known as Koopman’s theorem.’
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2.3 Density-functional Kohn-Sham approach

The density-functional Kohn-Sham approach is by far the most prevalent
computational tool in electronic structure, because of its tractability for many molecular
and extended systems, and its success in calculating relative total energies. The
successful implementation of this approach follows several key propositions in the 1960s,

the first of which were the Hohenberg-Kohn theorems in 1964.% The theorems state that:

(I) For any system of interacting particles in an external potential V,_(r), the potential
V... (r) is determined uniquely (up to a constant) by the ground state particle density
n,(r) . (II) The total energy of a system can be defined as a universal functional E[n(r)]
of the density, for any external potential V,_,(r). The exact ground state energy of the

system is then given by the global minimum value of this functional; the corresponding

density n(r) is the exact ground state density #,(r) . These theorems greatly simplify the

many-body problem, since the many-body wavefunction does not need to be explicitly
constructed, and in principle, one need only solve for the optimal density n,(r), which 1s
a scalar quantity.

The practical implementation of the Hohenberg-Kohn theorems was, however,
hindered by the difficulty in finding an explicit form of E[n(r)]. For instance, there is no
known formula for obtaining the kinetic energy T in terms of n(r). The widespread
application of density functional theory today arises from an ansatz proposed by Kohn
and Sham in 1965.* The Kohn-Sham approach is to replace the interacting many-electron
system with a different auxiliary system of fictitious non-interacting particles for which
an explicit expression for T can be written. This is accomplished by simultaneously

replacing the original external potential with a new external potential felt by the fictitious
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particles; this new potential in turn captures all the physics of inter-electron interactions.

The many-electron interactions are included in a so-called exchange-correlation
functional of the density EX*[n(r)], and it is this functional which determines the

accuracy of ground state densities and total energies obtained in the Kohn-Sham

approach. Explicitly,
Efcs[n]=<T>—TKS[I1]+<V;M>—EH[I’E], (231)

where <T > and <Vim> are the exact kinetic and potential energy terms respectively,

E, [n] is the energy contribution from the mean-field Hartree potential Vy(r):
1
E [n]= > IdrVH(r)n(r) , (2.3.2)

and

701 = 3 (-1 7]8,). 233

where {¢} is the set of fictitious orbitals and n = ZI o .
k

In the density-functional Kohn-Sham approach, E**[n(r)] is implicitly assumed
to be a local or nearly-local functional of the density, i.e.
EZn) = [dre, (in(r)n(r). (2.3.4)
€..([n(r)]) 1s in turn defined as a local or nearly-local functional of n(r); the local
density approximation (LDA) refers to the approximation of £ _.([n(r)]) as a local

functional of n(r) alone, while the generalized gradient approximation (GGA) refers to

that in which g ([#(r)]) is defined as a functional of n(r) and its gradients.

The resulting set of Kohn-Sham equations is given by:
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(—zh—zv2 +V,, +V, +VE (), (r) = E, 4, (r), (2.3.5)
m

where

VES (] = S(&. ([n(r)ln(r)) (2.3.6)
xe on(r) '

In comparison with the Hartree-Fock equations in (2.2.1), the Kohn-Sham equations

(2.3.5) are much more tractable, since the integral term Idr'V;’F (r,r")4, (r") involving

the exact exchange is replaced by a simpler multiplicative exchange-correlation term
Ve [nlg(r).

The Kohn-Sham approach is designed to give accurate ground state densities and
total energies, subject to the accuracy of EX [n(r)]. Correlation effects typically

constitute the weakest contribution to the total energy,’ and it has been found that relative
total energies can be determined reasonably well within density-functional Kohn-Sham
theory using LDA or GGA. Since GGA takes into account gradients in n(r), it is often
preferred over LDA for finite systems where the spatial variation in n(r) may be large.
Empirical trends indicate that LDA (GGA) tends to result in equilibrium bond lengths
that are shorter (longer) than experiment by a few %. The corresponding cohesive
energies also tend to be slightly larger (smaller) than experiment. As the above trends are
quite systematic, using a consistent exchange-correlation functional allows one to obtain
insights into relative cohesive energies and atomic structures of systems with the same
number and type of atoms. Of course, the Kohn-Sham approach cannot be used to study
phenomena associated with correlations in strongly-correlated electron systems, such as

superconductivity.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The eigenvalues of the Kohn-Sham fictitious single-particle orbitals have no

physical meaning, but for one exception.2 The highest eigenvalue E,q, for an occupied
orbital in a finite system is exact if E [n(r)] is exact. This is because the asymptotic
long-range density of a bound system is determined by the occupied state with the highest
eigenvalue; since the density is assumed to be exact if EX* [n(r)] is exact, so must E gy
Therefore, in principle, the ionization energies of molecules and the work functions of
metal surfaces should be given correctly by exact Kohn-Sham theory, and the accuracy of
these quantities in turn gives an indication of the accuracy of EX*[n(r)]. In practice, it
has been found that LDA and GGA do not yield quantitative values of these properties.
However, the relative values of ionization energies and work functions for similar
compounds, calculated with the same functional for EX’[n(r)], do compare reasonably

well with experiment.™>°

2.4 Electron self-energy: GW approximation

As discussed above, the density functional Kohn-Sham approach does not give
quantitative information on the quasiparticle spectra in a system. Here, we review the
GW approximation’™ to the electron self-energy. The quasiparticle excitations of the
system are then given by the sum of electron self-energies and Kohn-Sham eigenvalues

(excluding the local exchange and correlation contribution EX*[n(r)]). The

implementation employed here has no adjustable parameters and has yielded
quasiparticle spectra in excellent agreement with photoemission experiments, for bulk,

surface and molecular systems involving semiconductors and simple metals.'
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2.4.1 Electon self-energy
The electron self-energy 2(r,¢', E, ) of a quasiparticle with energy E, is defined

as the energy the electron gains by interating with itself via the many-body system,

changing its own energy. The quasiparticle energies and wavefunctions are solutions to
(T +V +V W (1) + [dr'S(rsr' B W, (') = E o0, (r) 2.4.1)

(2.4.1) is analogous to the Hartree-Fock and Kohn-Sham equations above; the self-energy

term X is included in an approximate manner in Hartree-Fock as the exact exchange term

V ¥ (r,r") (excluding correlations) and in the Kohn-Sham theory as the local exchange
and correlation term, V% (r). However, the full many-body self-energy operator is
distinct in that it is non-local and is a function of the quasiparticle energy E, . In general,
E, is complex; the real part gives the excitation spectra and the imaginary part the
inverse-lifetime of the quasiparticle. Notice that the band index » has been included
explicitly in (2.4.1).

In the GW approximation, the self-energy operator is given by

X(rot, ' ")y = iG(r t, ' "YW (r,t +6,r't'"),

(2.4.2)

where 8 =07, G is the dressed one-electron Green’s function, and W is the dynamically
screened Coulomb interaction between electrons. This is the first-order term in the
expansion of X as a function of W. This approximation is equivalent to neglecting the
influence on the self-energy of any variations in the average potential, or neglecting so-
called “vertex corrections™.” It can be shown that the expansion parameter involving W

is strictly < 1 in the electron gas.'" X(r,r', E ) 1s simply given by the Fourier Transform

11
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of Z(r,t,r',t") relative to (z —¢°). In the GW approximation, Z is non-local and energy-

dependent. Fourier transforming (2.4.2) to energy space gives:

(r,r', E) = ij‘;E exp(—-id(E — EY)G(@r,r',E"YW (r,r',E — E") (2.4.3)
/4

It is instructive to compare the GW self-energy term with the corresponding term
in Hartree-Fock. If X is expanded as a function of the bare electron-electron Coulomb
interaction V, instead of the screened interaction W, the analogous first-order expansion

term is in fact the exact exchange in Hartree-Fock.”

T (roty 'y 1) = iG(rotyr' s )W (1,1 (t — £'+6) (2.4.4)

where 8= 0. The Fourier transform of (2.4.4) gives

(@) =~V (1,") ) () (1) =V (1), (2.4.5)

k'#k
In the context of the discussion on Landau’s quasiparticles in Section 2.1, V'

represents the strong long-range interaction between electrons while W represents the
weak interaction between dressed electrons (quasiparticles) in the system. It is therefore
clear that the GW approximation is superior to Hartree-Fock, since the terms neglected in
the respective first-order expansions are much smaller in the former. Computing X in the
GW approximation amounts to finding the best approximations to G and W.
2.4.2 The one-electron Green’s function

Given a system of N electrons in its ground state IN > , the one-electron Green’s

function is defined’ as

G(rst,r' ') = —i(N [Ty (r, 0y " (', 1)) N), (2.4.6)

12
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where the time-dependent field operator w(r,#), which acts to destroy an electron at (r, ?)

is given by
w(r,t)=e™y(r)e™, (2.4.7)

w(r) =Y a,8,(r), (2.4.8)

with @, defined as the annihilation operator on the kth single-particle orbital ¢, (r).

The subscript + denotes the corresponding creation operators (Hermitian conjugates) and
the operator 7, Wick’s time-ordering operator, orders operators so that the smallest times
are on the right. On the basis of time invariance, G depends on time through 7=1¢—¢’.
As an illustration, consider a gas of free non-interacting electrons labeled by
momentum k. Here, translation invariance implies that G’ depends on space through r —

r’. Then

G(k,7)=—-i(1-n,)exp(—ig, 7)O(r) + in, exp(-ig, 7)O(-7), (2.4.9)

where n, is the occupation number of the state with energy &, and © is the Heaviside

function. Fourier transforming from time to energy space yields

1
E—¢, +isgn(g, —p)d~

G(k,E) = (2.4.10)

where = 0". Excitations corresponding to injected electrons or holes in the free electron

gas therefore appear as poles in the Green’s function. The poles are in the upper half

complex plane for injected holes, and in the lower half plane for injected electrons.
Moving on now to the interacting electron gas, the free electron Green’s function

above is generalized through the introduction of a spectral function A(r,r', E), which

13
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can be thought of as serving to mix the mean field states. The resulting dressed Green’s

function is given by’

A(r,r',E")
E-E'

G(r,r',E) = [dE’ (2.4.11)

The contour C runs infinitesimally above the real axis for E’ < g, and infinitesimally
below the real axis for E’> g, with g being the chemical potential. An equivalent

expression’ in the space spanned by a complete orthonormal set of single-particle states

¢k(") is
G(k,k',E) = IdE'M’ (2.4.12)
: E-E
where
A(k, k' E) = [ (1) AGr, 1" EYp, (v drdr. (2.4.13)

It is immediately clear that in the free electron case, the spectral function is
A(k,EY=6(E —¢,). (2.4.14)

The key effects of many-electron interactions are to smear out and shift the delta
functions in the spectral function. Since the spectral function typically remains sharply
peaked in energy, the quasiparticle picture is a meaningful concept.'’ The poles in the
Green’s function give the quasiparticle energies Ey. The real part of Ej corresponds to the
peak position in A4, and the imaginary part the peak width (or inverse lifetime of the
quasiparticle).

An iterative approach is used to calculate G.'! First, the LDA Kohn-Sham

eigenstates @, and eigenvalues g, are obtained (the exchange-correlation term is later

substracted away and replaced by the GW self-energy, so that the final result is not

14
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sensitive to the form of the exchange-correlation potential). Within this single-particle

picture, the Green’s function G is given by

G(r,r' E)=Y g”i(;mfg ) (2.4.15)

where 8= 0" for g < pand 6,,= 0 for g, > p. The corresponding spectral function is

A(r,r'sE) =Y 6,,(1),, (r")S(E -5,,). (2.4.16)

The approximation here is thus that the quasiparticle excitation energies (peaks in A) are
given by the Kohn-Sham eigenvalues &, and that the particle lifetime is infinite. To
improve upon this approximation, &, in (2.4.16) can be iteratively replaced with the
quasiparticle energy E,x calculated using the expression for G in (2.4.15). In practice, it is
found that only a single additional iteration is required to give fairly converged results.
The only remaining assumption is then that the quasiparticle lifetime is long enough to
neglect the imaginary part of the quasiparticle energy E .

2.4.3 The dynamically screened Coulomb interaction

The dynamically screened Coulomb interaction between electrons, W, is given by
W(r,r',t,t')= J'dr”dt"s“ (rsr"st,t" W (r,r"), (2.4.18)

Wee (4,0) = €66 (4,0 (9 +G") (2.4.19)

where the Fourier transform is defined by

W(r,r',t,t') = é zei(q+G).r WGG' (q’w)e—i(q+G').r' . (2420)

4GG'
and similarly for the inverse dielectric matrix £ .

To calculate the full dynamical £, we adopt a generalized plasmon pole model,"!

which extends the static £ to finite frequencies by assuming that

15
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Im & (4,0) = Ao (@1(@ = B (@) = 5@ + B (@) 2.421)

and
Q.
Res L (¢,0) =1+ Z_GG_S_‘I)_ , (2.4.22)

with Q defined below. Realistic calculations indicate that Im £, (g, @) is generally a

peaked function of @. The approximation in (2.4.21) is to replace these peaks by delta
functions at plasmon pole frequencies @ . This amounts to assuming that the spectral

function for the screened interaction is a single narrow peak in frequency for each set of
momentum components. It has been found that (2.4.22) approximates Re&_g.(q,®)
reasonably well for frequencies small compared to @ , which is the important frequency
range for the ¥ calculations. Furthermore, the expression for X involves an average over
Ree.. (¢,0), so that only its average dependence on frequency is important.

The effective bare plasma frequency Q, introduced in (2.4.22) and defined below,
can be calculated from the charge density of the system while @ and A can be

determined exactly from Q and the static £ ! with no adjustable parameters. Specifically,

@ and A are obtained by solving two simultaneous equations:

Rezgh (4,0 = 0) = 8 +—P J'da)-l—lm 2k (q,0) (2.4.23)
/4 0 0]
and
0 , _ ,
[dooTmez (4,0) = -2 0? @GOG+ pG-G) _ T (0 (2424)
0 2 |g+G| p(0) 2
16
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(2.4.23) is the Kramers-Kronig relation and (2.4.24) is an exact sum rule, with @, and Q
being the plasma frequency and effective plasma frequency respectively. The resulting

solutions for @ and A are:

~ o Q(9) 2.4.25)
P 0 =0) (
Ay =-" Qs (9) (2.4.26)

2 D6 (q) .

The static £, which enters the final result for frequency-dependent £ via
(2.4.25), is calculated from first principles within the random phase approximation
(RPA)."? The procedure is first, to use first-order perturbation theory to calculate the
charge density p induced by the total potential ¢ and next, to calculate the induced
potential @ing (Gina = @ — Gexs) from Ping (Pind = P — Pexr) Using Poisson’s equation. The
second step implicitly ignores the contribution to ¢, of the exchange and correlation
effects arising from the induced charge p;.q. It was found that explicitly including this
exchange and correlation effect does not change the result for X significantly. The final

RPA result for a free electron gas is

£(q) = Doe (D) _ 1— 4‘7;—’2 >3 Sk) - fk+q) (2.4.27)

(q) T E(k)-E(k+q)

In a crystal, the RPA result for static gis?’

gGG'(q) = 56'(;' - V(q + G) 2<n,k|e_i(q+c)-’

n,n'k

n',k+ q><n’,k + qki("*o)"'

mk)  (2.428)
S )= [E)

8n',k+q - gnk

where a plane-wave basis set {¢nk = |nk>} is used.
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2.4.4 GW self-energy content
The expression (2.4.3) for the GW self-energy allows the real part of Z to be

broken into two terms, each with a clear physical interpretation.'’ These are:

u

5 gox (r,#'s E) = = [dE'A(r,r',E')ReW (r,r',E ~ E') (2.4.29)
A + pivp (g Bsr'sE") (2.4.30)

% con(ror'> E) = —__‘[dE A(r,r',E )Pa[dE T

Here, A is the spectral function for the Green’s function and B is related to the imaginary

part of Wby:

2E'B(r,r',E") (2.4.31)
E* —(E'-in)*’

W(r,r',E)=V(r,r')+ [dE"
0

where 57 = 0". Zgzx represents the screened exchange, and arises from the poles in the
Green’s function, while oy is the so-called Coulomb hole term, and arises from the

poles in the imaginary part of W. Using the expression (2.4.16) for A, we obtain

occ

Ly (r,r', E)= "Z¢nk (i‘)¢:k #"W(r,r',E -¢,) (2.4.32)
' * [ r ' B( ’ ',E' 4.
% con(rsr's E) = §¢,,k(r)¢,,k(r )P 0jalE #}(_E)' (2.433)

In this form, the interpretation of Xgzx as the dynamically-screened exchange is clear.

To understand the Coulomb hole term Z oy, it is helpful to consider the static limit of

(2.4.33). In this case, it can be shown'' that

% con (131') = éa(r — )W (1" E = 0) =V (r,7")]. (2.4.34)

18
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In this form, it can be seen that oy is the interaction of the quasiparticle with the
induced potential due to the rearrangement of the electrons around the quasiparticle. It is
also worth noting that in this static limit (2.4.34), £coy reduces to a local term.

In the plane wave basis, the matrix elements of Xgzx and Zcoy as given in the GW

approximation are:'"

ei(q+G").r'

(Wk B o (', B k) = =57 3 (ke 01

n gGG'

nk+ q><n1k +q

nk) (2439

X 1 + QZGG'(q)
(E - £n1k+q )2 - a)éG' (q)

:|v(q +G")

<nk lZCOH (ra r',E)In'k> = Z z<nk}e‘i“’+c)" ei(q+G‘).r'
n ¢GG'

1 Qge(9)
2 &g (q)(E — Ephig D6 (q))

nk+ q><n1k +q

n'k> (2.4.36)

:lv(q +G")

Evaluating = Xggx + Lo in principle requires a diagonalization of the the full
matrix. In practice, it has been found that the resulting quasiparticle wavefunction is very

close to the corresponding LDA wavefunction ¢, so that only the diagonal element
<nk|2|nk> is required.'’ The quasiparticle energy EZ is then given by

EZ =& — (nk V' |nk)+(nk[Z(ES)|nk). (2.4.37)

To evaluate (2.4.37), the self-energy operator is expanded to first order in the energy

around £ . This gives:

EanP ___E'(le + AZnk(‘gnk)/AE'
1-A3 ,(¢,,)/ AE

(E—¢,.), (2.4.38)
where
Ey = el —(nk|Vil! |nk)+ (nk|[E(e>* )| nk) .

nk

(2.4.38)
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A second iteration has been found to be unnecessary in most cases.'’
In practice, computing accurate quasiparticle energies within the GW framework

above requires convergence with respect to the size of the static dielectric matrix &
(which enters through @..(q)), as well as the number of unoccupied bands used in

evaluating £ and the Coulomb-hole term. The size of £is related to the importance of
local field effects in screening, as these are captured by the off-diagonal elements of &
These local field effects arise from the microscopic response of the inhomogeneous
charge density to perturbations, and are more pronounced in ionic systems and insulators;
in the extreme limit of a homogeneous free electron gas, £1is a scalar. The number of
unoccupied bands required relates to the plasmon pole excitation energies in the system.
Unoccupied bands are explicitly included in Zcog but not in Xgex, because Loy describes
the self-energy contribution due to an electron interacting with excited electron-hole pairs
around it, while Zgzy 1s the screened exchange. As the band index increases, so does the

corresponding energy denominator in the terms in Xcpy and &, thus allowing convergence.

2.5 Wannier functions

In this section, we return to the density-functional Kohn-Sham framework. The
Hohenberg-Kohn theorem states that the ground state energy of a system is completely
determined by its charge density.> The spatial distribution of electronic charge can
undoubtedly provide substantial information about the physics and chemistry of a system.
However, quantifying charge transfer and charge assignments has been a long-standing
difficulty in electronic structure calculations, because there is no obvious way to assign

charge to any given atom or bond. The problem of charge assignment can be elegantly
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treated using localized Wannier functions, as demonstrated in the application in Chapter

5.
Wannier functions'® are Fourier transforms of Bloch functions, which are
eigenfunctions of operators that are translationally invariant. Specifically, if H commutes

with the translation operator Tg, the eigenstates of H are Bloch functions

W (r)=e*Oe ™ u,, (r), (23.1)
where u,, (r) has the periodicity of H, and k is defined modulo any reciprocal lattice
vector G (e“* =1). The phase ¢, (k) is arbitrary. The corresponding Wannier

functions are given by

| 4
)’

W (r) = [y, (1) Pe R, (2.5.2)
BZ

where V is the volume of the unit cell. ¢, (k) has the periodicity of the Brillouin Zone
(BZ), and is non-unique because ¢, (k) in (2.5.1) is arbitrary. The orthonormality of
Bloch functions carries over to Wannier functions by construction. The formulation
above is general: H can be any periodic operator; we shall focus on the case where H is
the Kohn-Sham Hamiltonian, and y,, (r) are single-particle eigenstates.

For a group of N isolated bands (e.g. valence bands in an insulator), the definition
of Wannier functions is generalized to

V
Qr)®

W,z (1) = [akit,, (r)e"®, (2.5.3)
BZ

N
where 7, = > U®u , for some unitary matrix U%. Since U™ is arbitrary and mixes
nk nm “*mk y
m=1

Bloch states in different bands, Wannier functions can vary significantly in size and
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shape. This severe non-uniqueness was, for a long time, regarded as an obstacle to
practical applications of Wannier functions. The recent interest in the Wannier formalism

stems from two key developments: (a) the identification of gauge-invariant properties of

Wannier functions, such as the sums of all Wannier centers, <wnR lrl me> , In a unit cell,

which are relevant to dielectric properties,” and (b) the formulation of well-defined
criteria for choosing U™. It turns out that the gauge freedom can in fact be exploited to
construct Wannier functions suited to the needs of specific problems. For example, v
can be chosen so that the Wannier functions are maximally localized, or maximally
projected onto chosen real-space functions, which provide an elegant and intuitive
formalism for many problems in condensed matter.
2.5.1 Wannier functions with desired symmetry properties

One of the most successful procedures for obtaining maximally localized
wavefunctions (MLWFs) involves minimizing the spread of Wannier functions.'* > Here,
we focus instead on the approach recently developed by Bhattacharjee and Waghmare,
which yields localized Wannier functions with desired symmetry properties without any
variational procedures.'® !’ The ability to incorporate desired symmetry properties makes
the latter procedure well-suited to the analysis of bonding characteristics, as described in
Chapter 5. Wannier functions obtained in this way can be proven to be maximally
localized in 1D. In higher dimensions, these Wannier functions are typically not
maximally localized, but they can be chosen to have particular symmetry properties, and
can be transformed to MLWFs through a diagonalization procedure.

We shall focus first on the 1D case. It is possible to construct MLWFs in 1D

without any variational calculation, by using the fact that parallel-transported Bloch

22

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



functions (PTBFs) in 1D are Fourier-transformed to give MLWFs.  PTBFs

ikx _n

e™u’, (x)obey the following property:

"
<umk

It is easy to understand the geometric meaning of (2.5.4) in the case of a single band

O\ _ o (2.5.4)
ok

where m = n. The vector u, (x) is transported along k in the BZ such that it is

"

perpendicular to%, so that locally, ., (x) is parallel to u,,,,(x) for small b. This

amounts to eliminating random phases accompanying Bloch functions at different k£ in
the BZ. Intuitively, PTBFs correspond to Bloch functions that are optimally smooth, and
thus will Fourier transform to give Wannier functions that are maximally localized.

It is important to note that although random relative phases between neighboring
k’s are eliminated, the well-known Befry’s geometric phase is immediately recovered
once a closed loop is traversed. Berry’s phase can be generalized in the case of multiple

bands to yield a phase matrix I', defined by

le™ L, = (w2, {eXp(iZT”xj

Non-diagonal elements of I are related to the mixing of different Bloch functions during

" ). (2.5.5)

nky+2z/a

parallel transport. Therefore, the problem of N composite bands (bands that cross) can be
reduced to that of N simple bands (no band-crossing), simply by diagonalizing I' to
decouple the states.

MLWFs can thus be constructed in 1D as follows. First, PTBFs are obtained
from calculated Bloch states by imposing the condition (2.5.4). This can be achieved

using linear response within the gauge in (2.5.4), or through singular value
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decomposition (SVD), as we describe below. Next, the geometric phase matrix I is
computed for these PTBFs, and a unitary transformation is performed on the PTBFs so

~

that the resulting I" is diagonal. The resulting PTBFs #,, (x) are optimally smooth, but

A

typically do not have the lattice periodicity in reciprocal space (because of non-trivial
Berry’s geometric phases in the diagonal elements 3, 0f I'). This can be fixed in the final
step through a simple unitary transformation that gives smooth and periodic BFs v, (x),

given by
v, (%) = exP[— ik };—a}ﬂk (x). (2.5.6)
V4

Wannier functions obtained by a Fourier transformation of v, (x) are orthonormal.

Generalizing the above approach to higher dimensions (D > 1) is non-trivial
because the geometric phase matrices I',, generated for paths along different directions &,
typically do not commute, corresponding to non-trivial phases for closed paths within the
BZ. To circumvent this problem, an auxiliary subspace S, is introduced, so that Bloch
functions at a given k-point ko in the physical subspace S, can be parallel-transported to
another k-point &; in S, through a path that connects 4 to the corresponding point ko in S,,
continues to & in §,, and back to k; in S,. The important difference between S, and S, is
that we can construct, by Fourier transforming highly localized orthonormal real-space

orbitals ¥ x(r), smooth and periodic, non-degenerate Bloch functions v w108, that

satisfy the parallel-transport criterion (2.5.4). In contrast to the complicated Bloch
manifold S,, where closed paths can have non-trivial geometric phases (e.g. due to

degeneracy of Bloch states within the surface enclosed by the closed path), closed paths
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in S, have zero geometric phases by construction. Therefore, the geometric phase
between two points in S, is well-defined and independent of the path taken between them.

It now remains to understand the notion of parallel transport along constant &
paths between S, and S,. It turns out that this is equivalent to making the overlap matrix

between u,, in S, and v, in S,

S, =<V,,k

Uk > ’ (2.5.7)
Hermitian, by a suitable unitary transformation M on u,, . A useful consequence of this

condition is that the resulting Bloch functions,
i =ZM;4'”jk>’ (2.5.8)
J
are Fourier transformed to give Wannier functions @ , () that are maximally aligned

with the localized functions ¥, (r) originally constructed in S,. Thus, one obtains

maximally projected Wannier functions that can potentially provide much insight into the
physics and chemistry of the system.
The proposed construction of Wannier functions thus proceeds as follows. First,

we develop an auxiliary subspace of highly localized, orthnormal orbitals ¥, (r) with
desired symmetry properties. The overlap matrix S*, as defined above, can be written as

§* =R,e™, (2.5.9)
where R, is a positive definite Hermitian matrix, and I', the geometric phase matrix.
Parallel transport is achieved when I', = 0. Determination of R, and I', is achieved by

singular value decomposition (SVD) of $*:

k__ T
ST =U2,V, (2.5.10)
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where Z, is a diagonal matrix with non-negative singular values in its diagonal.

Importantly, this scheme is self-corrective in the sense that a vanishing singular value
suggests that the choice of symmetries in ¥, () is not optimal, and hints for correction.

*

It can be shown that the desired transformation My in (2.5.8) is M, = (U, V,))

Metallic systems can be treated by including occupation numbers f,, in (2.5.8):
ﬁpkzqu)ujk>fnlk/2- (2.5.11)
j

It should be noted that (2.5.11) in fact results in Wannier orbitals that are no longer
orthonormal. Inclusion of occupation numbers is, however, a key concept required for the
bonding analysis in Chapter 5. The occupation numbers essentially weight the
contribution of each Bloch state to the resulting Wannier orbital. Thus, the amount of
charge in each orbital is physically meaningful (without the occupation numbers, each
orbital would carry unit charge). For the application in Chapter 5, it was found that the
resulting orbitals are still roughly orthogonal, and the amount of charge in each orbital
was used for assigning formal oxidation states and relative bond strengths. Wannier
functions obtained as described above are found to exhibit exponential decay in insulators,

and power law decay in metals.
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Chapter 3
MoO; monolayers on Au(111)

3.1 Tuning electronic properties of novel metal oxide nanocrystals using interface
interactions: MoO; monolayers on Au(111)

We report experimental and theoretical investigations of monolayer MoOs
nanocrystals grown on Au(111), in contrast to the bilayered structure of the bulk oxide
crystal. The Au surface acts as the other half of the bilayer by satisfying local bonding
requirements through charge redistribution at the interface. Epitaxy with the Au lattice is
achieved through the ability of the Mo-O bonds to rotate about one another. The oxide
layer becomes semimetallic as it strains to enhance bonding with the Au substrate. This
flexibility of the oxide lattice suggests the possibility of tuning electronic properties of
transition metal oxides via interface interactions. The effects of electronic structure on the
surface chemistry of oxides are in turn illustrated by H adsorption energetics on MoO;.

This work has been published as a letter in Surface Science:

S.Y. Quek, M. M. Biener, J. Biener, C. M. Friend and E. Kaxiras, Surface Science 577,
L71-L77 (2005).
3.1.1 Introduction

Metal oxide nanocrystals on metal surfaces have novel electronic properties due
to interface’ > and nanoscale® effects. The ability to grow such structures in a controllable
fashion can open exciting possibilities for practical applications. A case in point is
molybdenum oxides, the properties of which depend sensitively on their atomic structure

and composition. For example, their catalytic activity is determined by the type of
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oxygen species exposed,” while some oxides exhibit charge density wave instabilities due
to the quasi one- and two-dimensional arrangements of oxide octahedra in these systems.’

MoO; nanocrystals were grown on Au(111) surfaces by both chemical (CVD) and
physical vapor deposition (PVD) of Mo, followed by oxidation using NO,. In the CVD
experiments, the surface was typically exposed to 1 L of Mo(CO)g and 10 L of NO,
alternatively at 450 K, followed by annealing to 600 K for 1 min after every four cycles
of dosing, for a total of 16 cycles. The PVD syntheses were performed at 450-600 K.
Typically, 0.3 ML of Mo was deposited at a flux of ~ 0.25-0.75 ML/min, and oxidized by
exposure to 20 L of NO,. Further experimental details are described elsewhere.>’

High resolution scanning tunneling microscopy (STM) and low energy electron
diffraction studies indicate that the MoOs islands grown by either technique have a ¢(4 x
2) unit cell. While bulk MoOj; consists of weakly-interacting bilayers,® STM images
reveal that the islands are one monolayer in height, i.e. half of the bilayer found in bulk
MoOs (Fig. 1(b)). This interesting surface structure has another important ramification:
although clean Au(111) has a herringbone reconstruction,” STM images indicate that the
reconstruction is not continued under the islands (Fig. 1(a)), a feature we adopt in the

theoretical model of the system.
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FIG. 1. STM images of MoOj islands on Au(111). The sample was prepared by PVD of
0.3 ML of Mo on Au(111) at 600 K, and subsequent oxidation by exposure to 20 L of
NO; at 600 K. The images were collected at room temperature at a sample bias of +2.0 V
and a tunneling current of 0.15 nA. (a) Constant height image. The Au herringbone
reconstruction runs parallel to the straight island edges, and bends sharply at rough island
edges. These bends indicate that the Au(111) reconstruction is lifted under the MoOs
islands. (b) Corresponding constant current image of a portion of (a). The line scan on the
right is taken along the blue line. It shows that the MoO; island has an apparent height of
0.5 nm, in contrast to the height of a bulk bilayer cell which is 1.39 nm,” thus suggesting

that the island consists of a MoO3; monolayer.

3.1.2 Computational details

The atomic and electronic structure of this system were studied using density
functional theory, with the projected augmented wave method'® " and Perdew-Wang 91
gradient correction,'? as implemented in VASP.'®> We use a slab model with 6 Au layers

in a c(4 x 2) supercell, separated by 16.5 A of vacuum before the oxide is introduced. The
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MoO; monolayer and the top 3 Au layers were relaxed until forces were less than 0.01
eV/A. Geometry optimizations were performed using a plane-wave cutoff of 400 eV and
a 3 x 3 k-point mesh. A 6 x 6 mesh did not change the optimized geometry significantly.
Energies and charge densities were calculated using a plane-wave cutoff of 500 eV and a
12 x 12 k-point mesh. Such a mesh gave converged total energies in a bulk-terminated
Au(111) surface.
3.1.3 Results and discussion

Our calculations reveal that the MoO3; monolayer (Fig. 2(a)) distorts to fit the Au
lattice and has distinct symmetry properties from its bulk analogue (Fig. 2(d)), which
served as the guide for our initial oxide structure. In contrast to the bulk case, the MoO;
monolayer has two non-equivalent planes of reflection and glide symmetry. The slab
appears to be composed of MoOs units tilting alternately forwards and backwards relative
to the surface normal, along the axes of reflection (Fig. 2(b)). Using the notation in Fig. 2,
Oy is situated directly above a Au atom, while Oy, is above a Au bridge site. Mo sits in a

3-fold site, off-centered away from the Au atoms below Oy;.
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FIG. 2. Atomic structure of MoOj slabs. (a) Top view of MoO; monolayer on Au. (b)
Side view of MoO; monolayer on Au. (c) Top view of Mo sublattice in MoO3; monolayer
on Au. (d) Top view showing half a bulk MoO; bilayer. (e) Side view of a bulk MoOs
bilayer. (f) Top view of Mo sublattice in half a bulk MoQj bilayer. Blue, red and green
circles represent Mo, O and Au atoms respectively. MoOs units are close-packed along
the diagonal of the ¢(4 x 2) unit cell, indicated by the black box. Dashed and dotted lines
in (a) respectively denote planes of reflection and glide symmetry in the oxide
monolayer. The view in (b) is that down the glide planes, and shows MoOs units tilting
backwards and forwards along the axes of reflection. Oy,; and Oy, denote the two
inequivalent bridging O atoms in the unit cell of MoOs on Au, with Oy, nearer to the Au
surface than Oy;. The terminal O atoms in the MoO3; monolayer on Au are labeled Oy; and
Ogp. The dashed line in (b) denotes the plane relevant for the plot in Fig. 5. In bulk MoO;3,

there are 3 distinct oxygen species, labeled Oy (terminal), Os (symmetric bridging) and O,

33

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



(asymmetric bridging). Calculated bond lengths in the bulk are within 1-3 % of

experiment (Table 1).

Oxygen type | Number of Mo | Calculated Mo-O bond lengths in A
neighbors (experimental values in brackets)

Bulk MoO;

O 1 1.70 (1.67)

O 3 1.97 (1.95), 1.97 (1.95), 2.40 (2.33)

0O, 2 1.77 (1.73), 2.22 (2.25)

MoO; monolayer on Au

Ox 1 1.69

Op 1 1.69

Ob1 2 1.95,1.95

O 2 1.98, 1.98

TABLE 1. Bond lengths in bulk M0oO; and in the MoO3; monolayer on Au.

We performed simulations of the STM images expected for this system based on
the Tersoff-Hamann theory.'* The bright spots in the STM images are found to
correspond to lateral positions of terminal O. Within the limits of experimental variance,
the relative positions of these spots are the same in theory and experiment (Fig. 3), thus

lending strong evidence to the predicted tilting of MoO; units.
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FIG. 3. STM images of the interior of the MoOj islands. (a) Experimental STM image,
collected at room temperature. (b) Left: Close-up section of experimental STM image in
(2). Right: STM simulation corresponding to a tip-sample separation of 1.4 A. The bias
voltages were —0.580 V in both the experiment and the simulation. The tunneling current
in the experiment was 25.4 pA. A brighter color represents a more intense current. The
green lines show the c(4 x 2) unit cells, which are 5.76 A x 4.99 A. The bright spots in
the experimental images are related to lateral positions of terminal O atoms on the
surface, which are marked by black pentagons in the simulation. In each cell, there is a
bright spot slightly off-center. In polar coordinates with respect to the (x, y) axes (denoted
as blue and red in the figure), the off-center spot is at » = 4.3 A, @ =42 ° in the

simulation, and 7= 4.1 £ 0.4 A, & =43 + 4 ° in the experiment.

Phonon frequencies of the MoOs monolayer were computed at the Brillouin zone
center, using the harmonic approximation. We found only 6 Electron Energy Loss

Spectroscopt (EELS)-active'® phonon modes out of 24 possible ones. The calculated

35

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



frequencies, with corresponding experimental values in parentheses, are, in cm™: 1030,
1020 (990), 804 (850), 430 (480), 351 (280) and 160 (not observed). Noting that
instrument resolution is about 80 cm™', and that 160 cm™ is out of the detection range,
theoretical and experimental frequencies correspond fairly well, providing further
evidence for the predicted symmetry properties. The slight mismatch between calculated
and experimental frequencies may be related to the fact that finite-size effects are
neglected in the simulation. Bonds in finite-sized islands may be slightly stronger than in
an infinite oxide layer, especially for atoms close to or at the island edges. We therefore
expect the frequencies to be blue-shifted for a finite system. This may account for the
higher experimental frequencies at 850 and 450 cm™ (the % discrepancy for the mode
corresponding to 990 cm™ is small (3.5 %) while the soft mode at 280 cm™ corresponds
to small energy differences in the finite-difference approach employed in the calculation,
and is therefore difficult to calculate accurately).

The preceding results confirm unequivocally that the optimized structure matches
the experimental structure of the interior of the MoO3; monolayer islands on Au(111),
without including defects. It is remarkable that the Mo sublattice from the bulk
monolayer distorts by as much as 11° to fit the Au lattice (Fig. 2(c)). Geometrical
considerations indicate that the ¢(4 x 2) unit cell is in fact the smallest unit cell for which
epitaxy can be achieved, if sufficient bonding between Mo atoms through the bridging O
bonds is to be preserved. The symmetry properties of the monolayer are also dictated by
the symmetries of the Au substrate — the reflection symmetry in the oxide is matched by a
reflection symmetry in the Au lattice, and the glide plane symmetry in the oxide

corresponds to a similar symmetry in the top Au layer, if its relation to underlying Au
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layers is ignored. This flexibility of the oxide lattice is achieved by the ability of the Mo-
O bonds to rotate about one another: the dihedral angles involving terminal oxygens in
the bulk monolayer take the values 0° and 37°(angle O;-Mo-Os-Mo in Fig. 2(d)), whereas
the corresponding dihedral angles in the relaxed MoO; monolayer on Au take values of
7-8°.

Unlike bulk MoOj3; which has a bilayer structure and is semiconducting, the MoO3
monolayer on the Au surface is semimetallic, as deduced from the density of states (DOS)
of the MoO3/Au system, projected onto the oxide slab (Fig. 4(a)). The MoO; monolayer
alone has a similar, semimetallic DOS. However, if this monolayer is allowed to relax in
the same supercell without the Au substrate, rows of Mo atoms relax alternately towards
rows of Oyp; and Oy, breaking the glide-plane symmetry and the monolayer becomes
semiconducting. Analysis of the DOS of the semimetallic MoO; monolayer reveals that
Fermi level states are localized in the plane of Mo and bridging O (Fig. 4(b)). These
symmetry-degenerate states are split by a Jahn-Teller distortion which leads to a

semimetal-to-insulator transition with Mo relaxing towards a pair of bridging O atoms to

form stronger bonds.
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FIG. 4. Projected density of states (DOS) for (a) the MoO3 monolayer on Au and (b)
Mo and the distinct O species in the MoO3; monolayer on Au. The DOS for bulk
MoO:; is given in the dashed blue line in (a). Unlike bulk MoO3, the MoO; monolayer on

Au is semimetallic, with Fermi level states localized in the plane of Mo and bridging O.

We expect this oxide monolayer to exhibit interesting surface chemistry because
of the relative ease of promoting electrons across the Fermi level in a semimetal. Indeed,
H is found to adsorb more strongly than on bulk MoOs: the binding energies for H at
saturation coverage are, in eV, —3.39, -2.77 and —3.13 on Oy, O; and O, respectively in
bulk MOO3,16 and -3.55, -3.95 and —3.94 on the terminal O, Oy and Oy, respectively in
the MoO3; monolayer on Au. In contrast to bulk MoOs, the bridging oxygens are more

stable binding sites for H than the terminal oxygens. This is consistent with the
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localization of Fermi level states along the plane of bridging O. The adsorption of H on
bridging O also provides greater strain relief by breaking up the strained lattice.

The above analysis suggests that the semimetallic character of the MoOs
monolayer on Au can be attributed to the strained Mo-O bridging bonds. The difference
in energy between the relaxed and strained MoQO; monolayers was 0.15 eV/supercell. The
cohesive energy for the MoOs/Au system, with respect to a relaxed unreconstructed
Au(111) surface and the strained MoO3; monolayer, was —0.24 eV/supercell. The energy
cost of straining the MoO3; monolayer is therefore overcome by the increase in magnitude
of the cohesive energy upon formation of the MoOs/Au interface. To elucidate the nature
of the MoO3/Au interaction, we plot the difference between the charge density of the
MoOs/Au system, and the sum of charge densities of isolated MoO; and Au slabs, frozen

in configuration from the joint system (Fig. 5).

FIG. 5. Charge density difference between the MoQs/Au system and the sum of
charge densities of isolated MoO; and Au slabs, frozen in configuration from the
joint system. The values are those on a plane mid-way between MoO; and Au, as
indicated by the dashed line in Fig. 2(b). Blue, red and green spheres denote the lateral

positions of Mo, O and Au atoms respectively. Half the Au atoms are hidden directly
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under Oy,. Blue regions, corresponding to charge depletion, occur below Oy, and red
regions, corresponding to charge accumulation, are seen between Mo and the nearest Au

atoms. Values of the charge density difference range from —0.0093 ¢/A> to0 0.0133 /A’

This reveals that the MoO; monolayer induces an electronic charge redistribution above
the Au surface. The positively-charged Mo ions draw electron density to the region
directly underneath them. Each of these electron clouds is in turn attracted by the nearest
Au atom, since Au surface atoms are electron-deficient. In this way, Mo is drawn closer
to the Au atom nearest to it. At the same time, the partial negative charges on Oy, cause
them to be attracted to Au atoms directly beneath them. These interactions together cause
the Mo-Oy; bridging bonds to strain resulting in semimetallic character. The electronic
charge redistribution satisfies local bonding requirements, which allow the Au surface to
act as the other half of the MoOQs bilayer, thereby stabilizing the monolayer nanocrystals.
Each Au surface atom is in turn bonded either to an O atom (Oy;) or a Mo atom, and as a
result, the surface reconstruction under the MoQs islands is lifted.
3.1.4 Concluding remarks

In-situ STM studies suggest that the MoOs islands grow via aggregation of MoOs
molecular species. Earlier theoretical work has shown that induced electrostatic
interactions increase the cationic character of Mo as MoQ; units build up to form bulk
Mo0;.!” Similarly, in our calculations, the local charge on Mo is larger in the MoOj slab
on Au than in a single MoO; molecule. The increased ionic character upon aggregation of
MoO; molecular species allows the oxide to polarize the electron gas at the MoOs/Au

interface. Charge redistribution at the interface allows the Au surface to serve as the other
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half of the MoOs bilayer, thus stabilizing the monolayer structures, allowing nucleation
and growth. The surface of these islands corresponds to the natural cleavage plane of
bulk MoO; and has a free energy of only 0.05-0.07 J/m2.!® In contrast, Au has a surface
free energy of 1.62 J/m*."® Growth of the MoO; monolayer is thus driven by both an
increase in magnitude of the cohesive energy and a reduction in surface free energy.

Interestingly, the long straight edges of the ensuing islands (Fig. 1) run along the
(11-2) directions of Au, parallel to the herringbone pattern, and not the (-312) directions,
diagonal to the c(4 x 2) unit cell, along which MoQj5 units are close-packed (Fig. 2(a)).
The herringbone pattern is aligned parallel to straight island edges, but tends to form
sharp bends at rough island edges. The herringbone pattern has the property of soliton-
waves,? therefore, absence of Au reconstruction beneath the islands imposes hard-wall
boundary conditions on these waves, causing the herringbone pattern to become locally
parallel to the island edges. The distinct correlation between straight island edges and the
herringbone direction points toward an interplay between the herringbone structure and
the MoOQ:s islands that affects the overall pattern developed on the surface. Further
theoretical and experimental investigation of kinetic effects will substantially clarify the
picture.

In this work, we have demonstrated that while MoQj exists as bilayers in the bulk
crystal, MoOs; monolayer nanocrystals can be grown on the Au(111) surface. These
structures are also distinctly different from previously reported ramified MoQOs islands
grown on Au(111).%! The observed flexibility of dihedral bond angles is likely to be
common to many transition metal oxides, especially those with more than one structural

phase in the bulk. In fact, it is likely that the growth mechanism proposed herein is
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general enough so that novel structures of such oxides can be grown on metal surfaces by
condensing molecular species, which become increasingly ionic, interacting with the
substrate to create a wetting oxide layer. Thin films of some of these oxides have been
grown on metal surfaces.”> > For example, novel VO, structures were recently grown on
Pd(111) and understood by first principles energetic arguments.”> Our analysis goes
beyond previous studies by showing explicitly how the metallic substrate can induce
strain in an oxide monolayer, resulting in changes in the electronic properties of the oxide
thereby leading to interesting surface chemistry. These results suggest that the metallic
substrate may be used as a handle to tune the electronic properties of interface-mediated
oxide structures. The ability to grow crystalline oxide structures epitaxially on metal
surfaces thus provides a first step towards synthesizing oxide systems with controllable

properties.
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3.2 Shear plane model for selectively reduced monolayer MoO3 on Au(111)

Ordered two-dimensional (2D) MoO3; monolayer nanostructures were prepared on
Au(111) and annealed to 650 K. This resulted in selective reduction of Mo®* to Mo in
the nanostructures. Prolonged annealing resulted in a final structure containing Mo®" and
Mo>", in the ratio of 1:1. Inno case was there any detectable Mo*" using X-ray
photoelectron spectroscopy. Furthermore, no Mo*" is detected upon annealing to higher
temperatures, which results in a greater % of Mo and the loss of Mo species. In this
section, we present a possible theoretical model for the reduced oxide structure. The
model is a generalization of 1D shear plane defects observed during reduction of bulk, bi-
layered, MoO:s.

Material in this section will appear as part of an experimental paper to be
published. The experimental work reported here was performed by X. Deng, M.M.
Biener, J. Biener, R. Schalek, supervised by C.M. Friend.

3.2.1 Introduction

Metal oxides play an important role in several areas; one notable application is in
heterogeneous catalysis.”* For example, supported MoO; is known to promote the partial
oxidation of methane to formaldehyde and is widely used as a catalyst in the petroleum
and chemical industry.”> % The properties of metal oxides depend sensitively on the
presence and nature of defects. In the case of molybdenum oxides, the presence of
vacancies plays an important role in enhancing chemical reactivity.””>® The ability to
control the quantity and type of defects present in the oxides is therefore important, both

for fundamental studies and for applications.
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In recent years, novel metal oxide nanocrystals have been grown on metal
surfaces, as discussed in Section 3.1. This development adds another dimension of
interest because these nanocrystals have structures that are distinct from the bulk, and can
have interesting electronic properties arising from interface'>* and nanoscale® effects. The
ability to grow such structures in a controllable fashion thus suggests exciting
possibilities for practical applications.

In this work, we demonstrate that it is possible to achieve selective reduction of
ordered MoO; monolayer nanocrystals on Au(111) described in Section 3.1. The well-
defined and novel structure of these nanocrystals provides an interesting starting point for
the synthesis of reduced molybdenum oxide nanocrystals. Mo has three stable oxidation
states: Mo®*, Mo>" and Mo**. Surprisingly, however, selective reduction of Mo®" to Mo™*
was observed, even after prolonged annealing. The % of Mo>" present increased with
increasing annealing time, up to a maximum of 50% at 650 K. This provides a way to
tailor the growth of reduced molybdenum oxide nanostructures with controllable
oxidation states.

3.2.2 Experimental background

The MoOj; nanostructures on Au(111), prepared as described in Section 3.1, are
reduced by annealing to 650 K, as revealed by X-ray photoelectron spectra (XPS).
Specifically, annealing the MoOj3 nanostructures to 650 K for 20 minutes results in a
broadening of Mo 3d peaks, which can be fitted by 70% Mo®" and 30% Mo’* with
binding energies of 232.5 and 231.4 eV for Mo 3ds, respectively. The fraction of Mo
increases upon heating at 650 K for longer time increments. 40 minutes annealing at 650

K yields 40% Mo>". Ultimately, a 1:1 mixture of Mo :Mo®" was observed after
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annealing at 650 K for 1 hour. No further changes in the Mo®":Mo®" ratio were observed
upon heating for longer times, up to 120 minutes. No other oxidation states were detected
after heating to 650 K in any of our experiments. Specifically, no Mo*" is present based
on the absence of intensity in the Mo 3ds/, region at 229.1 eV.

Annealing also results in changes in the EELS vibrational spectrum. Before
annealing, the most intense peak is found at 850 cm™ with a shoulder at 990 cm™. In
addition, two peaks with lower vibrational frequency are also present at 480 and 280 cm’.
Based on DFT calculations on the MoQOj structure, the peaks at 990 and 850 cm’ can be
assigned to stretches of the terminal O and bridging O bonds respectively, while the other
modes involve the bending of bridging O bonds, and to a lesser extent, terminal O bonds.
Annealing the MoOj3 nanostructures to 650K results in a decrease of the peak intensities.
The peak intensity of the 850 cm™ bridging O stretch deceases to about 80% after 20
minutes of annealing, and to about 20% after 60 minutes. The lower frequency peaks also
decrease. Meanwhile, the terminal oxygen stretch peak resolves upon annealing.
Although a decrease in peak intensity is also observed for the terminal O stretch, the ratio
of peak intensities for the bridging and terminal O stretches changes from 4:1 to 2:1,
indicating a structural change.

3.2.3 Shear plane defects

We propose that reduction of the MoO; monolayer structures results in the
formation of shear defects (line defects along which oxygen vacancies accumulate).
Preliminary STM images show that the oxide remains two-dimensional (2D) following

thermal reduction, and line defects appear (Fig. 6).
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FIG. 6. STM image showing line defects following thermal reduction. The [1-10]

direction of Au is indicated.

Similar shear structures are found in bulk MoOj3, resulting in the so-called Magneli
phases, Mo,03,.1.2° In each phase of bulk Mo,03,.1, the shear structures are regularly
spaced and occur as planes. At the shear planes, MoOg octahedra share edges, instead of
corners as in bulk MoOs. It has been suggested that the shear planes form due to a
dislocation mechanism, in which isolated oxygen vacancies stabilize by migrating
towards one another, to form shear planes of edge-sharing octahedra. The shear planes
can then expand by trapping more vacancies.” The regular spacing of these planes is
likely to arise from mutual elastic repulsion. Similarly, it is possible that isolated bridging
oxygen vacancies in the 2D MoO; monolayer can stabilize by agglomerating, with MoO4
tetrahedra sharing edges instead of corners along a one-dimensional (1D) shear defect, as

shown by the schematic in Fig. 7b.
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terminal O
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[1-10]
FIG. 7. (a) Atomic structure of MoO3 monolayer on Au(111). (b) Schematic showing
the formation of shear defects. The dotted black box in (a) denotes the c¢(4%2) unit
cell. The structure is repeated periodically in the plane. Only the top Au layer is shown
(out of a total of 6 layers, the bottom 3 of which are fixed in their bulk positions), as
indicated by the hexagonal lattice of green circles. The [1-10] direction of Au is indicated.
Mo and O are represented respectively by large blue and small red circles. Terminal (Oy)
and bridging O’s (O, and Oy) are labeled in (a). The subscripts for O, and Oy, indicate if
the bridging O is on an atop or bridging site of the Au(111) surface. The schematic in (b)
shows how the oxide structure can ‘shear’ in the direction of the arrow, to accommodate

the loss of a row of bridging O’s as marked by black crosses.
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3.2.4 Theoretical model

Direction
of shear
—_—

Region of

b shear plane

FIG. 8. Relaxed shear defect structure from (a) the top view and (b) the side view. (¢)
STM simulation. The unit cell used in this model is indicated by a dashed black box in
(a) and a dashed black box in (c¢). The STM simulation corresponds to a sample bias of

1.5 V, with Gaussian smearing (standard deviation of 1.2 A) to take into account tip
convolution effects. The bright area in (¢) corresponds to the shear plane defect. Mo

atoms in the defect are raised by ~ 0.3 A relative to Mo’s away from the defect, which are
in turn ~ 3.7 A above the top Au layer (6 % more than corresponding height in the perfect

oxide).

Fig. 8(a-b) shows a relaxed shear defect structure in which 1 bridging O is lost for
every 4 Mo. The defect is characterized by more closely-spaced Mo rows connected by
3-fold coordinated O (3-fold coordinated O is also present in bulk MoQ;). The bond
lengths of Mo-O, and Mo-Oy, in the defect structure are, respectively, in the range (-5.1,

+5.1)% and (-4.6, +6.2)% of their corresponding values in the fully oxidized oxide, while
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those for Mo-O; remain unchanged. The longest Mo-O bonds (2.08 A) are those joining
Mo’* to a 3-fold coordinated O atom across the defect line. The formal oxidation state of
Mo is +6 and +5 between and along the shear defects respectively, and no Mo*" is present.
This is consistent with XPS data. The loss of bridging O in the shear structure is also
consistent with EELS results, which indicate a sharper drop in the intensity for the
bridging O stretch compared to that for the terminal O stretch. Finally, preliminary STM
data also indicates that reduced structures are 2D, with 1D defects in approximately the
same orientation as that in our model. Specifically, the 1D defects show up as bright
spots in the STM images, oriented at an angle of about 42° relative to the <1-10>
direction of Au (Fig. 6). Simulating STM images in the Tersoff-Hamann approximation
results in a bright line representing the shear plane defect, which makes an angle of 41°
relative to the <1-10> direction, in agreement with experiment (Fig. 8c).

From the projected density of states of the theoretical model (Fig. 9), it can be
seen that atoms associated with the shear plane have a higher density of states at the
Fermi level than those away from the defect or those in the fully-oxidized oxide,

suggesting enhanced catalytic activity along shear planes. The predominant contribution

to Fermi level states arises from d states of Mo™* (Fig. 9a).
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FIG. 9. Electronic densities of states projected onto (a) Mo, (b) Oy, (c) O, and (d) Oy,
summed over s, p and d contributions. Thick red and thin blue curves represent atoms
at the shear defect and mid-way between the defects in the reduced oxide (Fig. 8).

Dashed black curves represent atoms in the fully oxidized oxide monolayer on Au.

3.2.5 Limitations of model and discussion of other possible structures

It is important to note that the theoretical model proposed here may not accurately
represent the experimental system, because the model assumes an infinitely long defect
structure. This difference may account for discrepancies between the STM simulation and

experimental image, such as the shorter length of defects and presence of black spots in
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the experimental image, which also contains a smaller density of defects. Systems
involving finite-length-defects or lower densities of defects are more complex and
computationally demanding. However, the model represents a possible local atomic
structure at the defects and is fairly consistent with experimental results.

The final composition of 1:1 for the ratio of Mo®* to Mo®", obtained with
prolonged annealing, corresponds to the well-defined stoichiometry, Mo4O1;. As this
highly reduced system has not been imaged in STM (Fig. 6 corresponds to a lower
density of defects), its structure remains an open question. It is interesting that bulk
Mo4O1 is the Magneli phase with the highest known density of shear defects.” Bulk
Mo401; has a three-dimensional (3D) structure, with layers of MosO;, linked by MoO4
tetrahedra via covalent bonds.>® It is possible that the final stable Mo4O;; obtained in our
system corresponds to bulk Mo4O11, as the latter does not contain Mo*" and is a stable
form of molybdenum oxide. This would present exciting opportunities for fundamental
studies because bulk Mo4O;; exhibits charge density wave transitions”° and it would be
interesting to determine how a metallic substrate would affect this phenomenon.
Alternatively, it is also possible that the final Mo04O; retains its 2D structure, similar to
that imaged in Fig. 6. This is likely because of possible kinetic barriers for transitioning
from a 2D to 3D oxide structure in the presence of the Au substrate. In this case, the
resulting stoichiometry could arise from difficulties in reducing the system further due to
mutual elastic repulsion between shear defects. The perfectly periodic shear plane model
in Fig. 8 in fact corresponds to a defect density of 50 %. However, the absence of a ¢(4x2)
LEED pattern for this final structure indicates that there is insufficient long-range order

for a clear LEED pattern (possibly due to smaller island sizes), in contrast to the
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theoretical assumption. Further STM studies will help distinguish between the two

possible structures discussed above.
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Chapter 4
Au(110) thin films on ultrathin titania

4.1 Active role of buried ultrathin oxide layers in adsorption of Oy on Au films

Ultrathin oxide layers are thought to exhibit special behavior by enabling the
coupling of structural distortions and charge transfer beyond that allowed in the bulk. In
this work, we show from first-principles calculations that ultrathin layers of titania, a

prototypical oxide, are active in stabilizing adsorption of O, on Au overlayers. The
adsorbed O, molecules induce charge redistribution in Au that penetrates to the Au-

titania interface, which responds through structural distortions that lower the total energy
of the system. We suggest that this effect may be of more general nature and useful in
catalysis.

This work has been accepted for publication as an article in Surface Science:
S. Y. Quek, C. M. Friend, E. Kaxiras, Surface Science, in press.
4.1.1 Introduction

Ultrathin oxide films have attracted immense interest because of their numerous
technological applications.’ In parallel development, oxide-supported metal
nanostructures have been shown to be useful as sensors” and catalysts.” In particular, the
oxide support can enhance the catalytic activity of the metal nanostructure by altering its
electronic properties prior to catalysis, via charge transfer” > and strain.%’ In this work,
we propose that when the support is an ultrathin reducible oxide film, atoms at the buried
metal-oxide interface can rearrange in response to the presence of adsorbates on the metal

film, provided the latter is sufficiently thin. This atomic relaxation at the interface lowers
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the total energy of the system, thereby stabilizing adsorption. We call the ability of
interfacial atoms to rearrange during adsorption ‘dynamic interface fluxionality’. We
demonstrate this effect on a model structure consisting of a thin Au film on an ultrathin
titania layer supported on a molybdenum slab, and suggest that it will be of more general
nature. Specifically, we expect that when the metal film forms strong covalent bonds
with the reducible ultrathin oxide layer, while the latter does not interact strongly with its
support to render it a rigid structure, dynamic interface fluxionality can take place. This
effect may be exploited to design better catalysts and sensors by replacing traditional
reducible oxide supports with ultrathin oxide films. Recent advances in the control of
ultrathin film growth® indicate that this is a practical possibility.

An oxide/metal system that has attracted tremendous attention is that of oxide-
supported Au nanoparticles and films, which act as excellent catalysts.” Theoretical

10, 11

studies indicate that the active sites include under-coordinated Au atoms with rough

orbitals,'? and sites at the Au-oxide interface.!>

Experiments also suggest that the
activity of titania-supported Au films increases markedly when the Au thickness is
reduced to one nearest neighbor distance in bulk Au (so-called ‘bilayers’)."” A key insight
from theoretical studies was that the ability of Au atoms in a nanoparticle to rearrange in
response to adsorbates is essential for O, adsorption;]6 this effect was called ‘fluxionality’
of the nanoparticle. Here, we show that the notion of fluxionality can be extended to the
Au-oxide interface for ultrathin Au films on ultrathin reduced titania.

4.1.2 Motivation

The possibility of wetting an ultrathin titania support with Au films was recently

demonstrated, with Mo(112) as a substrate on which the TiO, thin film was grown."””> CO
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oxidation activity in this system was > 45 times greater than that reported for other
Au/titania catalysts. The atomic structure of this system is unknown. However, two
salient features are the strong interaction between Au and titania through Au-Ti bond
formation, and the presence of ultrathin reduced titania beneath the Au film. Both of
these effects have precedent in other systems.'” '® Reducible oxides grown on a metal
substrate have lower oxidation states than bulk phases due to the reducing character of
the metal surface (in the present case, Mo).17 On bulk TiO, surfaces, Au binds almost
exclusively to reduced Ti sites.'® The availability of such sites throughout the ultrathin
titania film thus allows wetting by Au. What is not clear, however, is how a strong
Interaction with buried ultrathin titania, or a small Au thickness, can enhance the activity
of Au/titania catalysts."

Motivated by these questions, and knowledge that the CO oxidation rate is limited
by the availability of O, or adsorbed O on the catalyst,'**° we study O, and O adsorption
in a model ultrathin Au/titania system.

4.1.3 Choice of model

We first explain our choice of a structural model for this system. While this
model may not be an exact representation of the experimental system (the atomic
structure of which remains undetermined) it has been constructed by taking into account
information from various experiments as well as from extensive simulations. More
specifically, our model is motivated by the following observations.

Firstly, the substrate consists of a Mo(112) surface, which has a row-and-trough

structure that makes it a useful substrate for ultrathin oxide growth. It has been proposed
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that the oxide grows along the troughs, forming O-Mo bonds.?! Our simulations confirm
that this is energetically preferred.

Secondly, assuming that the Ti and Mo have the same periodicity along the
troughs (as suggested by LEED experiments) leads to an interface structure in which the

Ti atom positions are compatible with a Au(110) lattice strained by 9.1 and —5.5% in the

[001] and [1 iO] directions, respectively. Au(110) layers, with strains of 12.5 and —7.5%
along these directions, have previously been grown on anatase TiO,(110) up to length-
scales of at least 4 nm and thicknesses of at least 4 layers, as shown by high resolution
transmission electron microscopy.”* Thus, with suitable growth procedures, it is plausible
that the titania/Mo system can support 1 or 2 Au(110) layers over length-scales
significantly greater than 4nm. We determined the most stable such structure, shown in

Fig. 1, by exploring 37 distinct initial geometries.

a 02* {110]

FIG. 1. (a) O, adsorbed on titania/Au;. (b) View of (a) down the [1 1 0]-direction. (c)
O; adsorbed on titania/Aus. Red, blue, gold and gray circles denote O, Ti, Au and Mo

respectively. Only the top two layers of the Mo slab are shown. Crystallographic
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directions corresponding to those of the Au layers are indicated. Dashed lines separate the

Au(110) films into 3 Au planes in titania/Aus, and 5 in titania/Aus. On the clean Au

surface, all atoms are equivalent by periodicity in the [1 iO]—direction; Ti rows directly
beneath the troughs of the Au(110) layers are also equivalent by periodicity. Thus,

calculations with the clean Au surface have two Ti atoms per unit cell. For calculations

with adsorbates, the period in the [1 iO]-direction of Au(110) is tripled; inequivalent

atoms at the interface after O, adsorption are labeled for reference in the text.

Thirdly, although the Ti:O stoichiometry in this favored structure is 1:2, the oxide
is not fully oxidized since O is bonded to strongly-reducing Mo. The oxide atoms are
arranged in a motif present on rutile TiO»(110), the most stable crystal face of TiO,.

Fourthly, each titania row corresponds to a row of bridging O vacancies on this
surface. Such vacancies are common and can form complete rows.>> Au can nucleate at
these vacancies,'® forming Au-Ti bonds in a similar geometry as in our model.”

We refer to the structures with 1 and 2 Au(110) layers, which consist of 3 and 5
distinct planes of Au atoms on the oxide layer, respectively, as titania/Aus (shown in Fig.
1(a)-(b)) and titania/Aus (shown in Fig. 1(c)).

4.1.4 Computational details

To investigate the adsorption process on this model system, we have performed
first-principles calculations based on density functional theory (DFT) as implemented in
VASP.>* We used the projected augmented wave method” with the generalized gradient
approximation for the exchange-correlation functional (PW-91)*° and scalar relativistic

pseudopotentials to represent the atomic cores. The Mo substrate was modeled by a 6-
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layer slab. The bottom 3 Mo layers were held fixed at their bulk positions, and all other
atoms were relaxed until the atomic forces were smaller in magnitude than 0.05eV/A.
The vacuum region separating slabs was taken to have thickness of > 11, and reciprocal
space sampling was performed on a k-point mesh of 6 x 12 per (1 x 1) Mo(112) surface
unit cell; these computational parameters ensure adequate accuracy in the reported values,
as determined by careful convergence studies. Spin-polarization was included in
calculating the energies of structures involving O, molecules.
4.1.5 Results and discussion

Fig. 1 shows O, adsorbed at its most favorable site (involving under-coordinated
Au atoms) in a ‘top-bridge-top’ geometry. This is consistent with other DFT studies of
O adsorption on Au surface steps® and Au clusters.'>*’ Adsorption of O, is accompanied
by a charge transfer from Au to the O, unoccupied anti-bonding orbitals. The adsorption
energies are —0.18eV in titania/Au; and —0.03eV in titania/Aus. At other sites, this energy
1s positive, indicating repulsive interactions. It is likely that O, adsorbs more strongly
than predicted by these values, because the calculated bond enthalpy of isolated O,
molecules is —6.65¢V, while the experimentally measured value is —5.25¢V;? in other
words, the reference configuration for adsorption energies, with the O, molecule far from
the surface, is disproportionally favored due to the overestimation of the molecular bond
enthalpy, as is common in DFT calculations of the type reported here.® We note,
however, that all subsequent discussion and conclusions are based entirely on relative
adsorption energies, which are well-described by DFT and are not affected by this

problem.
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In titania/Aus, O, adsorption causes the bonds between the pairs of atoms Au,-Ti,
and Au;-Ti, to shorten by 2.2 and 2.5%, and those between the pairs Au,-Tiz and Au;-Ti;
to lengthen by 5.8 and 6.2%. No such distortion is observed in titania/Aus, where the Au-
Ti bond lengths change by less than 1.1% upon O, adsorption. When the titania/Mo
support and Au atoms in contact with it are held fixed, the adsorption energy in
titania/Aus becomes —0.04eV, 0.14eV higher than the value with full relaxation. The
corresponding energy change in titania/Aus is only 0.01eV. Thus, the interface distortion
observed in titania/Aus plays a major role in stabilizing O, adsorption.

The different behavior of the two structures could be due to several factors. One
possibility is the difference in densities of states (DOS) near the Fermi level, projected

onto the Ti atoms. However, the Ti-projected DOS are similar in the two systems (Fig.

2).

E-E,(eV)

FIG. 2. Projected densities of states (DOS) on Ti atoms directly beneath the Au
layers: (a) Ti atoms in Au troughs (labeled Ti;, Ti,, Ti; in Fig. 1a); (b) Ti atom in
Au bridges (labeled Tiy, Tis, Tig in Fig. 1a), in titania/Au; (solid lines) and
titania/Aus (dashed lines), for systems without adsorbates. DOS are in units of

number of states per unit energy per unit cell, and are projected onto spherical harmonics
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centered on the Ti atoms (within spheres of radii 1.323 A), summed over s, p and d

contributions. The DOS close to the Fermi levels (E¢) are very similar in the two systems.

The absence of interface distortions in titania/Aus is therefore likely to be due to the
thicker Au film. This may be related to the relative stability of titania/Aus compared to
titania/Au;: the thicker Au film in titania/Aus results in a larger cohesive energy, although
actual relative stabilities will have to be evaluated by including a chemical potential for
Au that is appropriate for the growth conditions. Analysis of the charge density
distribution also shows that the thicker Au film effectively screens the buried interface
from the effect of O, adsorption. Specifically, charge density difference plots show that
charge transfer to O, induces a charge redistribution between the Au planes that is

inhomogeneous in the [1 iO]—direction, but the inhomogeneity disappears for » > 3 in

titania/Aus (Fig. 3).

FIG. 3. Charge density difference isocontours (pale gray) for O, adsorbed on (a)
titania/Au; and (b) titania/Aus. Atoms are shown with the same symbols as in Fig 1
(the Mo substrate is not shown). The systems are viewed down the [001]-directions. The
charge density difference is calculated by splitting the systems into two components: (i)

the adsorbed O, on n Au planes, and (ii) the remaining Au planes and the titania/Mo
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support; the charge difference is between superposition of the two components (separated
by a dashed white line in each panel) each considered separately and the entire system.
Each panel is labeled by 7, the number of Au planes in the first component, which ranges
from 0-3 for titania/Au; and from 0-5 for titania/Aus. The isocontour plots (positive
values) indicate how charge is redistributed due to interaction between the two parts of
each system (schematically denoted by the dashed line). For example, the panels labeled
‘0’ indicate that charge is transferred from the Au/titania/Mo system to O,. Panel ‘3’ in (a)
shows that there is an inhomogeneous distribution of charge among the Ti-Au bonds in

titania/Aus, in contrast to the more homogeneous charge distribution in panel ‘5’ for

titania/Aus in (b).

0;-induced charge inhomogeneity in Au is thus screened out beyond a depth of
approximately 3A (one nearest-neighbor distance in bulk Au) below O,, which
corresponds to about 3 Au planes in titania/Aus. To quantify this effect, we use the Bader
method”*® to evaluate the charge contribution to O, from each Au plane in the films
(Fig. 1). Unlike Mulliken charge assignments, the Bader method is independent of the
choice of basis. The charge contribution from the nth Au plane beneath O, decreases
exponentially with n, with zero contribution from the 5™ plane beneath O, in titania/Aus
(Table 1). Titania beneath the thicker Au film is thus insensitive to the O, adsorption
geometry, precluding O,-induced structural distortions at the interface. In contrast, the

Au-titania interface in titania/Au; can distort in response to charge inhomogeneity in the

[110]-direction.
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1 2 3 4 5 titania/Mo | Total

Titania/Au; 0.31 0.12 0.03 0.05 0.51

Titania/Aus | 0.32 0.10 0.04 0.01 0.00 0.04 0.51

TABLE 1. Charge gained (in ¢) per O,. Column » gives the charge gained by O, from
the nth Au plane beneath O,, calculated by subtracting the charge on O, when it is
attached to » planes, from the corresponding charge with (n — 1) planes. Values in
column 7 are = 3 X those in column n + 1. The titania/Mo support contributes charge to

O, by changing the overall Au charge.

Au interacts with titania by forming predominantly covalent bonds with Ti, as
reported in previous studies.”>>' The interface distortion in titania/Aus is accompanied by
a marked increase in covalency between the atom labeled Ti, and its nearest Au
neighbors. Correspondingly, O, adsorption results in a 0.14¢ increase in charge on atom
Ti, in titania/Aus. In contrast, the Ti charges in titania/Aus do not change by more than
0.01e. The O;-induced interface distortions in titania/Aus are therefore related to changes
in the Au-Ti bonding.

This change in Au-Ti bonding is related to the reducibility of titania. In reducible oxides,
the occupation of valence metal d-orbitals can change with little energy cost. As on bulk
Ti0, surfaces, vacancy-induced states in our models have Ti 3d character. In TiO,(110),
these states appear in the band-gap of the oxide.> In our models, the concentration of
vacancies is so high that Ti 3d states occur at the Fermi level. The energy cost to alter the
Au-Ti bonding by changing the occupation of Ti 3d orbitals is therefore negligible. This

picture should be contrasted to that of Au interacting with vacancies on irreducible oxides
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such as alumina. In the latter case, the simple metal Al easily loses all its valence
electrons to its neighbors, forming a stable closed shell ion, AI*". It would be
energetically unfavorable for AI*" to change its electronic configuration during catalysis.
To check this hypothesis, we have performed calculations using the same types of
structures shown in Fig. 1, with Ti replaced by Al. As expected, we find no O,-induced

interface distortion in the alumina/Au structures.

a

[110]

[001]
FIG. 4. O adsorbed in (a) titania/Auz and (b) titania/Au,. We show adsorption at the 2

most stable sites in each case, out of a total of 6 sites considered in (a) and 4 in (b).

The adsorption of individual O atoms on titania/Aus also induces stabilizing
interface distortions. Fig. 4(a) shows O adsorbed at the 2 most stable sites (out of a total 6
sites that we have considered). As in O, adsorption, the most favorable adsorption site (P)
involves under-coordinated Au atoms. The adsorption of individual H on the Au film,
relevant to hydrogenation reactions in Au catalysis,” also induces similar interface

distortions. This shows that the ability to induce such distortions in titania/Aus is not
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limited to O,. These general observations are quantified by detailed analysis of the

energetics and structural distortions of the relevant structures, given in Table 2.

a. titania/Aus

BE (eV) | dE c1ax (€V) | dpmax () [site] | dl(Au-Ti)pox (%) | dl(Au-Att) oy (%)
0, -0.03 0.01 — 1.2 (0.0) 7.7 (3.9)
b. titania/Au;

BE (CV) dErelax (eV) dpmax (e) [Site] dl(Au'Tl)max (%) dl(Au'Au)max (%)
0, -0.18 0.14 0.14 [Tiy] 6.2 (0.0) -13.1 (-10.8)
o (P) -3.56 0.19 0.15 [Tiy] 6.2 (0.0) -12.5 (13.1)
0 (Q) -3.43 0.13 0.09 [Tis] 5.7 (0.0) 19.8 (13.9)
H{P) | -2.26 0.10 0.11 [Ti,] 5.1(0.0) “11.1 (6.7)
c. titania/Au,

BE (eV) dErelax (eV) dpmax (e) [Site] dl(Au'Tl)max (%) dl(A”'Au)max (%)
O®R) | -3.40 0.07 -0.03 [Tis] -1.5 (0.0) 8.9 (6.7)
0(S) | -3.34 0.25 0.12 [Ti,] 11.0 (0.0) 6.8 (12.0)
H 225 0.11 0.05 [Tis] 5.8 (0.0) 5.8 (5.8)

TABLE 2. Adsorption in (a) titania/Aus, (b) titania/Au; and (¢) titania/Au,. BE is the

adsorption energy with respect to the isolated adsorbate and clean surface. dE eiux, dPmax,

Al(Au-Ti)mgx and dl(Au-Au)y,y are described in the text. Values in brackets in columns

Al(Au-Ti)mayx and di(Au-Au)p,y are the corresponding changes obtained when the Ti atoms

and Au atoms in contact with them are held fixed during adsorption. As dpe, is within

0.02e in all constrained relaxations, only values of [dpy.,| > 0.02¢ are given, with the

corresponding Ti sites in square brackets (using the labeling scheme of Fig. 1(a)).

When the titania/Mo support and Au atoms in contact with it are held fixed, the

local adsorbate-Au geometry remains similar, but the adsorption energy diminishes in

titania/Au;. The differences dE,.;,, in energies between the fully relaxed and constrained

systems are 0.19 and 0.13eV for O at the sites P and Q, and 0.10eV for H at site P; this
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energy is 0.14eV for adsorption of O,, as discussed earlier. As a point of comparison,
DFT studies have shown that O adsorption is 0.16eV more stable on step defects than on
a flat Au(111) surface.” The values of dE,. are therefore significant in stabilizing
adsorption. Table 2 also summarizes the adsorption-induced changes in bond lengths and
Ti charges. In titania/Aus, the maximum change in Ti charge, dpyq,, varies from 0.09e to
0.15¢e and the maximum change in bond length, di(Au-Ti) .., from +5.1 to +6.2%. Values
of dl(Au-Au).x, the maximum change in Au-Au bond lengths, are significant, ranging
from -13.1 to 19.8%. This is expected since the adsorbates are directly adsorbed onto the
Au films, and similar changes in Au-Au bond lengths are also observed in the constrained
relaxations (given in brackets in Table 2).

An important consideration is to what extent the Au film structure assumed in our
model influences the results. In order to assess this, we considered a different model,
referred to as titania/Au,, in which the top row of Au atoms from the titania/Aus structure
has been removed (shown in Fig. 4(b)). The resulting Au film is a (1 x 1) Au(110)
monolayer, in contrast to the (2 x 1) Au(110) films in titania/Aus and titania/Aus. The
latter films have a surface reconstruction that is characteristic of bulk Au(110) but may be
unnecessary for Au(110) monolayers. Overall, adsorption of single O atoms has similar
effects on interface distortions and charge transfer in titania/Au, as in titania/Au; as seen
from the relevant quantities in Table 2. In the case of H atom adsorption, interface

distortions at the most favorable site in titania/Au, are significant and comparable to

those 1n titania/Aus.
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4.1.6 Concluding remarks

While reaction barriers are important for catalytic applications, larger adsorption
energies have implications for catalysis because the availability of adsorbed reactants is a
major rate-limiting factor for Au-based catalysts.” We have shown that interface
fluxionality is essential in promoting adsorption of O; on ultrathin Au layers supported on
ultrathin titania, and that this effect is lost when the metal layers become thicker. Further
studies, involving larger scale simulations that incorporate dynamical and kinetic effects,
are required to access the stability of these films under reaction conditions. This stability
has implications for the lifetime of catalysts and sensors, and is known to be a major
problem for catalysts utilizing Au nanoparticles, which deactivate over time through
agglomeration.**

Our results are promising in the context of recent experimental advancements in
the growth of ultrathin nanostructures on surfaces. For example, metastable
nanostructures of reducible oxides have been grown on metal surfaces, ' and the reducing
character of the metal substrate helps create active vacancy sites across the supported
ultrathin oxide,!” which can allow wetting by transition metal catalysts.'> The oxidation
state of supported oxide nanostructures can also be tailored, in two-dimensional titania
nanostructures on Au(111), for example.®® Such oxide nanostructures and ultrathin films
are likely to have much more flexibility to distort in response to adsorbates, compared to
bulk oxide supports. The control of the features of nanostructures on substrates that can
exhibit interface-fluxionality suggests that improved catalysts and sensors can be

designed by replacing traditional reducible oxide supports by ultrathin oxide films.
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Chapter 5

Structure of incommensurate gold sulfide monolayer on Au(111)

5.1 Abstract

Two-dimensional confined systems, such as substrate-supported incommensurate
layers, are of interest because of their unique structural and electronic properties that
differ from those of bulk materials. While advances in experimental techniques have
resulted in the growth of many such interesting systems, progress can often be hampered
by the lack of an atomistic-scale understanding of the structure, especially for
incommensurate systems. In this work, we develop an atomic-scale model for an ordered
incommensurate gold-sulfide (AuS) adlayer that has been previously demonstrated to
exist on the Au(111) surface, following sulfur deposition and annealing to 450 K. We
introduce theoretical techniques within density functional theory to take into account
charge transfer in an incommensurate system, and obtain scanning tunneling microscopy
images in good agreement with experiment. Our simulations indicate that this model is
remarkably robust. We analyze the nature of bonding in this structure using state-of-the-
art Wannier-function based techniques. Our analysis provides a natural explanation for
the extraordinary robustness and unusual stoichometry of this layer. This structure and its
chemistry have implications for related S-Au interfaces, such as those in self-assembled
monolayers of thiols on Au substrates.

This chapter describes work done with M.M. Biener, J. Biener, J. Bhattacharjee,
U.V. Waghmare, under the supervision of Prof. Kaxiras and Prof. Friend. A summary of

this work has been published as a letter in Journal of Physical Chemistry B:
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S. Y. Quek, M. M. Biener, J. Biener, J. Bhattacharjee, U.V. Waghmare, C. M. Friend and
E. Kaxiras, Journal of Physical Chemistry B 110 (32), 15663-15665 (2006).
5.1.1 Introduction

Nano-structured materials, such as two-dimensional confined systems, have
attracted immense interest because of their unique structural and electronic properties that
differ from those of bulk materials.”” These systems are promising candidates for many
technological applications, including molecular electronic devices, sensors and
catalysts.”* Advances in nano-scale growth methods have produced a wealth of systems
with interesting properties,” but progress is often hampered by the lack of an atomistic-
scale understanding of their structure, which can be rather complex. In particular,
incommensurate structures, which are not uncommon, defy theoretical analysis because
the layer and substrate cannot both be treated exactly within a common unit cell.

In this work, we revisit the structure of an incommensurate nano-scale system
which is particularly intriguing: a two-dimensional (2D) ordered layer of gold sulfide,
formed on the Au(111) surface following sulfur deposition and annealing at 450K.>°
What is interesting about this layer is that it provides fresh insights into the nature of
possible precursor states for the bonding of organic molecules (such as alkylthiols) to Au
via sulfur, systems that are of great interest in technological applications.® Both the
incommensurate nature and the unusual stoichiometry of this layer required the
development of new theoretical tools in the framework of first-principles calculations.
These tools provide a comprehensive picture of the structure and chemistry of the sulfide

monolayer that has important implications for a wider range of related applications.
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5.1.2 Methods

The scanning tunneling microscopy (STM) experiments were performed in ultra-
high vacuum with a base pressure of 4 x 10'° Torr. The Au(111) surface was cleaned by
Ar" sputtering at 300 K, followed by annealing to 700 K for 10 min and 600 K for 60 min.
The characteristic herringbone reconstruction was observed following this procedure.
SO, (“Matheson”, anhydrous grade) was introduced by chamber backfilling. Only a small
fraction of the SO, decomposes and deposits sulfur on the Au(111) surface, as monitored
by Auger electron spectroscopy. Importantly, no oxygen-containing species was detected
on the surface at any time, suggesting that the oxygen released during SO, decomposition
is removed by an abstraction reaction with excess SO, Further experimental details can
be found in Reference 5.

All our calculations were performed in the framework of density functional theory
with the generalized gradient approximation (PW-91 functional)® for the exchange-
correlation functional. A plane-wave basis set was used, with scalar relativistic
pseudopotentials to represent the atomic cores. Gamma-centered k-point meshes of 4 x 4
and 8 x 8 were used for calculations with and without the Au substrate respectively. The
total energy of structure 4 was converged with a 3 x 3 k-point mesh. At least 10 A of
vacuum was used in each calculation, and convergence of relevant physical quantities
was checked with respect to vacuum size. Within this framework, we introduced new
theoretical approaches to obtain first, the atomic structure, and second, the bonding
characteristics, of the incommensurate AuS layer on Au(111).

In calculations for the atomic structure, we used the projected augmented wave

method® with an energy cutoff of 280 eV, as implemented in VASP. The Au substrate
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was represented by a slab of 6 Au(111) layers, the bottom 3 of which are frozen in their
bulk positions. Geometry optimization was performed with a force convergence criterion
of 0.05 eV/A. The resulting structures were used for analysis of bonding characteristics,
by constructing localized Wannier functions from the Kohn-Sham wavefunctions.
Further details of our theoretical approaches will be described below.
5.1.3 Experimental results

We have previously reported detailed scanning probe studies of the interaction of
sulfur with Au(111).> ¢ These studies established that sulfur interacts with Au(111)in a
dynamic, rather than static, manner, with large scale mass transport and the dislodgement
of Au terrace atoms to form a gold-sulfide phase.

In short, STM images’ show that a sulfur coverage of as low as 0.1 ML

completely lifts the herringbone surface reconstruction of Au(111) even at room

temperature (300 K). At 0.3 ML, an ordered (\/5 x~3 )R30° adlayer of adsorbed sulfur
atoms is formed. Above this coverage, a dynamic rearrangement of the Au surface occurs,
with small islands and monatomic etch pits nucleating on Au terraces, strongly

suggesting that Au atoms are removed from terraces into a growing gold sulfide phase
that is distinct from that of adsorbed sulfur observed at lower coverages. Similar
incorporation of stoichiometric amounts of substrate atoms into adsorbate-induced

surface adlayers has been observed in other systems, such as a 2D oxide layer on
Pd(111)" and a 2D sulfide on Al(111)."" At a saturation coverage of 0.6 ML, the surface
takes on a sponge-like morphology that is completely covered by a 2D layer. Quasi-
rectangular ring-like structures with some short-range order are formed when the system

1s subsequently annealed to 420 K. Similar features have been observed during the
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electrochemical deposition of S on Au;'* "

it was proposed that these rings correspond to
strained Sg molecules. Further annealing to 450 K leads to Ostwald ripening of the
original etch pits, resulting in large vacancy islands of monatomic depth. The S coverage
drops to approximately 0.5 ML and a 2D layer with long-range order completely covers
the Au surface. High-resolution STM images’ of this ordered 2D phase reveal that the
system is incommensurate, with a (8.8 + 0.4)x(8.2 = 0.4) A? unit cell and an angle of 82°
+ 4° between the lattice vectors. Based on the areas of the vacancy islands, it was
estimated that approximately 0.5 ML of Au is incorporated into the ordered 2D sulfide
layer, suggesting a Au-S stoichiometry.” This stoichiometry is distinct from those of bulk
gold sulfides, Au,S and Auzsg.16
5.1.4 Atomic structure: Approach and model

The unusual stoichiometry and 2D nature of the gold sulfide layer suggest that it
is a novel material distinct from 3D bulk gold sulfides. To understand this interesting
material, we proceed to construct an atomic-scale model for this system. The
incommensurate nature implies that the AuS layer does not interact strongly with the Au
surface (this picture is later confirmed using Wannier orbital analysis of bonding). We
therefore consider the system in two stages. First, we determine the atomic structure of
an isolated AuS layer in a fixed unit cell consistent with experimental measurements, and
in a fully relaxed cell. Next, we analyze how the substrate affects the atomic and
electronic structure of this layer, the latter in a manner which takes into account the
incommensurate nature of the interaction by averaging over several different

configurations.
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FIG. 1. (a) Proposed orientation of AuS unit cell (black box). (b) Atomic structure of
A. Numerical subscripts denote the coordination of each atom and letter subscripts
indicate inequivalent atoms of the same coordination. The cross and circle in (a) mark

sites X and O respectively, relevant to structure B described in the text.

In the first step, given the Au(111) surface lattice, a natural choice for the fixed
unit cell is given by the black box in Fig. 1(a): this cell has a lattice constant of 8.65 A (3
times that of Au) in direction &4, and a lattice angle of 79°, both values within
experimental error bars (8.65 A is within the range of 8.4 A to 9.2 A for the 1% lattice
constant). The lattice constant in direction a, was fixed at the experimental value of 8.20
A, which is not a simple multiple of the Au lattice constant. We considered several

models with different numbers of atoms per unit cell, with stoichiometry Au:S = 1:1, and
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different arrangements of these atoms, using for guidance information on the local
coordination chemistry of Au and S in known compounds.'” '8 Fully relaxing the
positions of these atoms within the fixed unit cell resulted in only one stable structure (in
all other structures, the atoms rearranged drastically and the atomic forces sometimes do
not converge). The stable structure, which we call 4, is planar with 4 Au and 4 S atoms
per unit cell (Fig. 1(b)). Details of bond lengths are given in Table 1(a). The
corresponding S coverage is 0.41 ML, assuming that a completely flat, unreconstructed
Au(111) surface is entirely covered by the AuS layer. This coverage is close to the
experimental estimate of 0.5 ML, taking into account the attachment of S atoms to the
edges of Au vacancy islands present on the annealed, sulfide-covered Au(111) surface,

and possible uncertainty in the experimental calibration.
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(a)

Bonds Structure 4 | Fully relaxed, Fully relaxed,
neutral layer charged layer
Aup-Sa) 241 229(5.0%) | 2.34(-2.9%)
Augsy-So) 2.33 225(3.4%) | 2.30(-1.3 %)
Aui-Si3) 2.41 228 (-5.4%) | 2.35(=2.5%)
Auwy-Sey 2.45 2.37(-33%) | 2.42(-1.2 %)
AU(4)-S@ 2.58 2.37 (—81 %) 2.43 (—58 %)
Aug a-Aus ) 2.87 2.88 (+0.3 %) | 2.85(-0.7 %)
(b)
Systems Formal Bonds Bond lengths
oxidation (coordination)
state of Au
bulk Au,S I Au-S 2.17"
(linear)
Compounds with I Au-S 2.30-2.35'
Au'-S (square-planar)
Compounds with I Au-S 240"
Au"-S, with S (square-planar)
bridging 2 Au™"
Compounds with 11 Au-Au 2.60"
covalent Au"-Au"
bonds
Compounds with I Au-Au 3.10"
weaker Au-Au'
aurophilic interaction

TABLE 1. Bond lengths (in A) in (a) structure 4, and in the fully relaxed neutral
and charged (3.3 e/cell) layers, and (b) in known compounds containing Au-S and

Au-Au bonds. Values in brackets in (a) are the % changes in bond lengths relative to that

in 4.
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We next allow the unit cell parameters to relax without any constraints: this
resulted in an almost uniform shrinking of 4. The lattice angle changed to 78° (which is
within experimental error bars and close to the corresponding angle in 4 of 79°). The new
lattice constants are 7.85 A and 7.65 A, which are respectively 9.3% and 6.7% smaller
than the corresponding lattice constants in 4. However, the ratio between lattice constants
is 1.04, close to the corresponding ratio of 1.05 in 4. The atomic geometry also remains
very similar to that in 4 (Fig. 7(a) (please see section 5.1.6)). This shows that the atomic
structure and unit cell shape in 4 are robust. The relaxed unit cell is too small to fit within
experimental error bars (the lower bound in experiment being 8.4 x 7.8 A%). However, the
shrinking of the unit cell is consistent with the shorter bond lengths found in bulk Au,S"’
and other compounds with Au-S bonds'® (Table 1). As discussed below, the larger unit
cell observed in experiment is stabilized by charge transfer from the Au substrate.

We now consider the effects of the Au substrate. First, we examine this effect on
important structural features of the AuS monolayer. Although the combined system is
incommensurate, it is possible to fit the AuS unit cell in a supercell of the Au(111)
surface by using the equilibrium Au lattice constant predicted from calculations on bulk
Au (Crreory = 2.948 A) instead of the experimental value (Coxp = 2.884 A). In this
arrangement, the gray area in Fig. 1(a), which is commensurate with the Au lattice, has
dimensions of (8.84 x 7.80) A%, which are still within experimental error bars for the AuS
unit cell (7.80 A is within the range of 7.8 A to 8.6 A for the 2™ lattice constant). We can
now perform geometry optimizations for a periodic system with a supercell containing a
AusS layer on top of a 6-layered Au(111) slab. In the most stable structure, which we call

B, the 2-fold coordinated Au atom (Auy,)) in AuS is at site X and the 4-fold coordinated
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Au atom (Auy) at O (Fig. 1). Initial structures with Au(y) positioned at any of the three-
fold sites of the surface layer, also relaxed to structure B. If Au, is placed initially at X
and Augy at O, each of these Au atoms remains at its initial site during geometry
optimization. However, the remaining atoms completely rearrange to eventually yield the
same structure (B), with the Au atom at site X becoming 2-fold coordinated, and that at
O becoming 4-fold coordinated. This indicates that the AuS structure is favored and
remarkably robust even in the presence of the Au substrate.

The incommensurate arrangement and long-range order of the AuS layer imply
that the layer should feel an average effect of the substrate. This average effect is not
altered as the relative position of the overlayer is varied. The calculations mentioned
above are not useful in describing this effect because the forced matching of lattice
constants between the overlayer and substrate introduces artificial corrugations for some
atomic positions. Therefore, in analyzing the electronic features of the AuS layer, it is
necessary to introduce a different approach to take into account the average effects of the
substrate in the incommensurate system.

As the overlayer and substrate interact weakly with each other, and are both
metallic, charge transfer is expected to be the dominant electronic effect of the substrate.
The weak interaction with the substrate also suggests that the AuS atomic geometry and
band structure will remain largely unchanged by the Au substrate, allowing us to use the
structural features of the stable isolated layer A, and model charge transfer by changing
the occupancy of the AuS bands (so-called ‘rigid band model’). We model the change in
occupancy by shifting the Fermi level (Eg) of 4 by an amount AEg to that expected for the

combined system.
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To estimate AEg, we first construct a series of models that are representative of
the different relative positions that the incommensurate AuS layer can take on the Au(111)
substrate. Next, we compute the average of the substrate-induced shifts in Fermi level at
each of these positions. The models were constructed as follows. First, we relax atoms in
the top 3 Au(111) layers of the 6-layer Au(111) slab, and atoms in the AuS layer, with
the additional constraints that the AuS layer be planar, with Aug) at X and Augy, at O.
The optimal height of the AuS layer above the Au surface is 2.53 A, which is the same as
the average height of the layer above the Au surface is in structure B. We call the
resulting system B’. Next, we shift this AuS layer in steps by Aa; relative to the substrate
(1=0.0,0.1, ..., 0.9). At each step, only the top 3 Au(111) layers are allowed to relax,
resulting in systems which we call B;".

We calculate the substrate-induced shift in Fermi level AEg by taking the average
over A of the differences in work functions A® between the metallic systems A4 and B,
The work function of the systems are calculated using symmetric slabs, obtained by
taking mirror images about the 3 frozen Au(111) layers, to give 9-layered Au slabs
covered on both sides by AuS. The work function @ is computed as Viae® — B, where
EF(C) and Vvac(c) are the Fermi level and vacuum potential in the calculation. As described

below, this approach allows us to estimate the effects of charge transfer remarkably well.
5.1.5 Atomic structure: Results

The estimated Er of the incommensurate AuS layer on Au(111) is found to be
(0.85 + 0.03) eV closer to the vacuum potential than Er of 4, corresponding to electronic

charge transfer from Au(111) to 4. This is consistent with the larger work function of 4
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(6.18 eV) relative to Au(111), which we calculate to be 5.18 eV, in reasonable agreement

with the experimental value'® of 5.31 eV.

FIG. 2. (a) Constant height STM images collected at room temperature, (b) STM
simulations. Orange and black circles mark lateral positions of Au and S atoms
respectively. The numbers indicate sample bias voltages in mV, and the scan direction is

given by x.

We can now simulate STM images using 4 with AEg = 0.85eV, within the
Tersoff-Hamann approximation.”’ To take into account the effect of convolution
between sample and tip wave functions,”® as well as the small amount of spot broadening
in the scan direction x, we use elliptical Gaussian broadening with standard deviations sy
of 1.2 A and 5, 0of 0.8 A (both less than half of the bond lengths in the structure). Our
simulations reproduce convincingly the high-magnification experimental images at 2
different sample bias voltages (Fig. 2), and are insensitive to the exact values of s, and s,
The calculations indicate that the bright spots in the STM images in Fig. 2 are associated
with positions of the S35 and S(3) atoms. The angle between Sg py—Aue)—S@3,) and the

a; axis (Fig. 1) is very robust in all the structures considered here (structure 4: 31°, fully
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relaxed neutral layer: 33°, fully relaxed charged layer: 29°, structure B (with substrate):
32°).

5.1.6 Nature of bonding: Approach

FIG. 3. Charge density difference plot. The charge density difference between
structure 4 and the superposition of atomic densities, is plotted in the plane of the

structure; the scale runs from -0.0005¢ (black) to +0.0002¢e (white).

The fact that Au atoms from terraces can be incorporated into a stable,
incommensurate AuS layer is quite remarkable. This warrants a closer examination of
bonding in the AuS layer. In Fig. 3, the charge density difference between structure 4
(Fig. 1(b)) and the superposition of atomic densities is plotted in the plane of the structure.
From this plot, it is evident that charge accumulates between the Au and S atoms,
seemingly closer to the S. A small amount of charge accumulation seems to be present
between Auga) and Augsp as well. In order to obtain more detailed chemical insights than
that provided by Fig. 3, we use a recently developed scheme®' which provides an
excellent description of bonding in well-characterized systems of both metallic and
covalent nature. The analysis relies on the successive construction of two sets of

localized Wannier orbitals with initially-specified centers and symmetries (e.g. atomic s,
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p or d symmetries). The first set (I) consists of atom-centered orbitals (AOs), and the
second (II) of both AOs and bond-centered orbitals (BOs).

The construction of Wannier orbitals suited for the current application is
described in detail in Reference 21. Briefly, we make a choice of symmetry properties of
Wannier functions specified with (a) the centre of the Wannier function and (b) the
irreducible representation of its site symmetry group given in terms of its partner
function, for example a spherical harmonic. Such a choice is typically guided by the
symmetry properties of Bloch functions at high symmetry points in the Brillouin zone,
and is self-corrective, as discussed below. Well-localized Wannier functions can be
obtained if they are Fourier transformed from Bloch functions that are smooth and
periodic in Bloch vector k. As described in Reference 21, these Bloch functions can in
turn be obtained by introducing an auxiliary subspace. This auxiliary subspace is
constructed from highly localized functions of the chosen symmetry (spherical harmonic
for the angular part, and a Gaussian form for the radial part). These highly localized and
orthonormal orbitals are Fourier transformed to obtain Bloch functions that span the
auxiliary subspace. The key point is that these Bloch functions have the same symmetry
properties as those of the Bloch functions in the physical subspace of occupied (and some
of the unoccupied in metals) electronic states in the system. A unitary transformation is
performed on the Bloch functions in the physical subspace such that the overlap matrix
between Bloch states of the auxiliary and the physical subspace becomes hermitian,
amounting to vanishing of open path non-abelian geometric phases. This gives the
desired Bloch functions and corresponding well-localized Wannier functions.

Determination of the unitary transformation is facilitated by singular value decomposition
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of the overlap matrix. The scheme is self-corrective in the sense that some of the singular
values vanish in the case where the choice of symmetry of the auxiliary subspace is not
quite optimal and hints for correction.

5.1.6 Nature of bonding: Results

FIG. 4. AOs in A. 6s AOs for (a) Aug), (b) Augg (similar to Augay)), (€) Augy; and (d) 3s,
(e) and (f) 3p AOs (in perpendicular directions) for S (similar to other S atoms). Red

and green surfaces represent positive and negative contour surfaces of the same absolute

value.
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We use here two choices of auxiliary subspaces: (I) one with only atom-centered
orbitals (AOs), and (IT) one with AOs and bond-centered orbitals (BOs), by including
more unoccupied states in the physical subspace. We first illustrate the method by
discussing results for the stable structure 4 (Fig. 1(b)). The AOs for Au 6s (Fig. 4(a-c)), S
3s (Fig. 4(d)) and S 3p (Fig. 4(e-f)) electrons are spatially extended, indicating that these
electrons contribute substantially to bond covalency. In particular, the singular value for
an Au-centered AO with s-symmetry vanishes, reflected in the distortion of these AOs
from atomic-like s orbitals (Fig. 4(a-c)), in contrast to the S AOs that still resemble
atomic-like s and p orbitals (Fig. 4(e-f)). This suggests an especially important role of Au
6s electrons in the covalency of bonds in the AuS layer. On the other hand, the Au 6p
AOs are unoccupied and are especially localized, suggesting that the 6p orbitals of Au do
not hybridize with 6s orbitals during bond formation. Au 5d AOs, although not spatially
extended, are less localized that the 6p AOs, and as we discuss later, do contribute to
bond formation. This is consistent with the general argument in the literature that
electronegative ligands of Au support Au 5d participation in bond formation, while
electropositive ligands support Au 6p participation:22 the electronegativity of S (Au) is
2.58 (2.54). The lack of 6s-6p hybridization is also consistent with the relatively large
energy separation between 6s and 6p levels compared to 6s and 5d levels in atomic Au®

The amount of electron charge in Au AOs is largest for Au) and smallest for
Augy, consistent with formal oxidation states expected from the literature: Au™ and Au'
have square planar and linear coordination geometries respectively, while the 54°
configuration in Au"is typically accompanied by a Au-Au bond . Indeed, the ring,

AU(4)-S(3,b)-Au(3,b)-S(z’b)-Au@)-S(3,a)-AU(3,a)-S(2,a), is a motif found in Au2+ COl’IlpOlll’ldS.lS’ 23
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S is known to form bonds with Au in all three oxidation states;'® the 2- and 3-fold
coordination for S is similar to that for O in Au,0; 2 (the structure of Au,S; is unknown).
The 1:1 stoichiometry in structure 4 thus arises from having one Aum(Au(4)), one
AuI(Au(g)) and two AuH(Au@,a) and Augy,)) atoms per unit cell, in contrast to bulk gold

sulfides (Au,S and Au,S3)'® which contain purely Au'or Au' respectively.

FIG. 5. BOs in A. (a) Au(4)-S, (b) AU(z)-S, (s1m11ar to AlJ.(g’a)-S and All(3,b)-S) and (C)
Auga-Augsy). Red and green surfaces represent positive and negative contour surfaces of

the same absolute value.

Each Au (S) atom contributes 0.3-0.4 e (0.8-0.9 ¢) per bond. The Au-S bonds are
partially polar, as indicated by their asymmetric BOs (Fig. 5). This is consistent with
excess charge in S 3p AOs and shortage of charge in Au 6s (and some 5d) AOs. The
origin of Au-Au interactions in Au™-Au" (and Au'-Au") compounds has been the subject
of considerable debate.? Previous ab initio studies have described the Au-Au"
interaction as a single covalent bond with considerable 6s-6s character.?? Our calculations
indicate that the 6s electrons indeed are key players in the Au-Au bond in the isolated

AuS layer. We further predict that the Au-Au bond in isolated AusS is stabilized by
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delocalization over Sy 5y and S(2 ), as indicated by the multi-centered Aug z)-Augpy) BO in
Fig. 5(c). In addition, the amount of charge in the Aug,)-Auip) BO is 20-27 % less than
that in the Au-S BOs, indicating that the Au-Au bond strength in isolated AuS is weaker

than other bonds in the layer.

FIG. 6. BOs in B. Au»-S in (a) top and (b) side views (similar for other Au-S bonds),
and Auga-Augay) in (c) top and (d) side views. Red and green surfaces represent positive

and negative contour surfaces of the same absolute value. The isocontour value in (c) is

half that in (a), (b) and (d).

To understand the effects of the substrate, we perform a similar analysis on
structure B (Auyy) at site X on Au(111) and Aug at O (Fig. 1)), with AOs centered on
atoms in the AuS layer and the top Au(111) layer. The shapes of Au-S BOs are not
affected by the substrate (Fig. 6(a-b)), while the multi-centered Au-Au BO, though

slightly extended towards the substrate atoms, remains largely confined within the AuS
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plane (Fig. 6(c-d)). The fact that BOs within the AuS layer largely retain their shapes
even in the presence of the Au(111) layers suggests that the AuS layer does not interact
strongly with the substrate, which is consistent with the experimentally observed
incommensurability and our theoretical assumptions.

Compared to the isolated layer, the electronic charge in each BO increases by 54
% on average, except for the Au-Au BO, where the increase is 15 %. In contrast, the
contribution of each AO to bonding either decreases, or increases by at most 9 %. This
implies that bonds within the AuS layer are strengthened at the expense of substrate
electrons, which may explain the robustness of the AuS structure. Using AEr of 0.85 eV
and the DOS of the isolated layer 4, we estimate the quantity of charge transferred to the
layer to be ~3.3 e per unit cell of 4. Completely relaxing the isolated AuS layer in the
presence of this extra charge does not change the atomic arrangements significantly (Fig.
7(b)). Importantly, however, the optimized lattice constants of the charged layer are 8.4 A
and 7.9 A: these are near the low end but within the respective experimental ranges of
[8.4—-9.2]1 A and [7.8 — 8.6] A (see Table 1(a) for bond lengths). The lattice angle of 76°
is also reasonably close to the experimental range of [78° — 86°]. These results are in
contrast to what we found for the neutral AuS layer, where the optimized lattice
constants were too small compared to experiment (Fig. 7(a)). This further confirms that
charge transfer from the substrate stabilizes the stretched bonds in the supported layer,

and that our estimated shift in Er models the effect of charge transfer reasonably well.
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FIG. 7 Fully relaxed structures and unit cells (red boxes) for isolated, (a) neutral

and (b) charged AuS layers. The structure in (b) has a charge of 3.3 e/cell.

5.1.7 Concluding remarks

As previously established in detailed scanning probe studies,” % the Au(111)
surface interacts with deposited sulfur in a dynamic, rather than static, manner, eventually
resulting in a 2D incommensurate Au-S phase upon annealing to 450 K. STM alone was
insufficient to decipher the atomic structure of the Au-S phase, since STM images the
electronic, rather than atomic, structure. In this work, we revisit the structure of this
intriguing incommensurate phase, and propose an atomic-scale model for the system,
which reproduces convincingly high-magnification STM images. What is striking about

this model is that it is remarkably robust, even in the presence of the Au substrate.
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Furthermore, the structure reflects the rich co-ordination chemistry of Au, which is also
present in Au compounds synthesized from Au ions in solution or gas phase.”> > We
provide a natural explanation for the remarkable robustness of the model, in terms of
charge transfer from the substrate, bond types and formal oxidation states of Au.

While we have not proven that the proposed model is the thermodynamically
stable structure, the extraordinary robustness of the model and our bonding analysis
indicate that it is strongly favored, and would therefore at least be an important precursor
state. Together with STM studies, it is clear that the Au(111) surface is not simply an
‘inert” surface, but can interact dynamically with deposited sulfur, with the incorporation
of Au atoms from terrace sites into a sulfide adlayer at higher coverages. Our results

suggest that the ring-like features reported in the literature'* ">

may not simply be Sg
molecules. Similar adsorbate-induced mobilization of Au atoms has been observed when
oxygen atoms are deposited onto Au(111), resulting in a gold oxide adlayer.®

The dynamic nature of the Au(111) surface and the incorporation of Au terrace
atoms into a sulfide adlayer in this system have important implications for the structure of
the S-Au interface in self-assembled monolayers (SAMs) of thiols on Au(111),” which is
crucial to determining their transport properties.”>>’ Similar etch pits and islands have
been observed in these systems, suggesting that Au terrace atoms will have similar
interaction chemistry with thiol chains. The interface structure in thiol/Au systems,
however, has commonly been interpreted in terms of a flat Au(111) surface,’ with only a

28,29

few works proposing an interface structure involving Au vacancies. The latter

involve ab initio calculations which indicate that the adsorption of methylthiolate on

Au(111) is stabilized by the introduction of vacancies in the Au substrate, with the
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increased adsorption energy more than compensating for the vacancy formation energy.”®
%% Our observations are consistent with this picture and further highlight the importance
of considering composite Au-thiol adlayer systems in contrast to conventionally assumed
adsorption on flat Au(111).

Furthermore, we have introduced theoretical techniques to take into account
charge transfer and thereby simulate STM images for an incommensurate system without
requiring exceedingly large supercells. While more extensive tests of this approach using
different incommensurate systems are, of course, required to truly prove its generality,
we have also tested the approach on a known commensurate system, and suggest that in
general, the shift in Fermi level can be obtained by comparing an experimentally
determined work function of the combined incommensurate system with a quantitative
theoretical estimate of the work function of the isolated adlayer (please see section 5.1.8).
This suggests that it may be possible to perform computationally tractable first-principles
studies of many incommensurate systems involving metallic adlayers on metal substrates.
We have also employed state-of-the-art Wannier function-based methods to yield detailed
chemical insights into the nature of bonding in the system, and this analysis is applicable
to a wide range of complex systems.

5.1.8 Discussion of theoretical approach for simulating incommensurate system

We evaluate the generality of the ‘rigid-band model’ for modeling the effects of
charge transfer in incommensurate systems with metallic (or semi-metallic) overlayers on
metallic substrates, by testing the approach on a previously studied commensurate system,
a semimetallic MoOs monolayer on Au(111).*° Two key features that are of interest are:

(1) whether the major peaks in the DOS for the isolated semimetallic oxide are shifted by
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a fairly constant energy to corresponding major peaks in the PDOS of the oxide in the
combined system, and (i1), whether this energy shift is given by the difference in work
functions of the isolated oxide and that in the combined system. It is important to note
that this approach does not apply for overlayers with a band gap, as their interaction with
the substrate cannot be modeled by simple charge transfer effects.

We first compute the density of states (DOS) of the isolated oxide layer frozen in
configuration from the combined system, which has no band gap (Fig. 8(a)). Next, we
compute the projected density of states (PDOS) of the supported oxide layer, using a
model of the oxide on the Au(111) substrate (represented by a 6-layered Au(111) slab), in
a supercell corresponding to the repeat unit of the commensurate system (Fig. 8(b)). The
major peaks in Fig. 8(b) can be obtained by shifting those in Fig. 8(a) by -0.5 to -0.8 eV
(Table 2). These shifts in peak positions are within 0.1 to 0.2 eV of the calculated
difference in work functions A® between the combined system and the isolated oxide (-
0.6 V), thus showing that A® captures the effects of charge transfer reasonably well. As
we expect for commensurate systems, some hybridization occurs between orbitals of the
overlayer and the substrate. Shifting the Fermi level in Fig. 8(a) by A® therefore does not
give the exact PDOS in Fig. 8(b). However, this is unlikely to be the case in
incommensurate systems, where interactions between the overlayer and substrate are
dominated by charge transfer, and bonding within the overlayer is much stronger than
bonding with the substrate.

Therefore, it is likely that for incommensurate systems with metallic layers on

metallic substrates, the PDOS of the supported layer can be obtained approximately by
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shifting the Fermi level of the DOS of the isolated layer, by an amount given by the

difference in work functions Ad.

In the general case, A® can be obtained by comparing an experimentally
determined work function of the combined incommensurate system (eg. with
photoemission) with a calculated work function of the isolated adlayer determined
quantitatively using many-body perturbation techniques such as the G-W
approximation.”' In principle, DFT can give exact values of the work function of metal
surfaces, but only if the exchange-correlation functional is exact.’? On the other hand, the
quality of the exchange-correlation functional can be assessed by comparing the
computed work function with experiment. The PW-91 functional® used in this work
resulted in theoretical work function values within 2.5 % of experiment for the Au(111)
surface (Experiment: 5.31 eV, Calculated: 5.18 eV). The use of DFT (PW-91) for
calculating A® for the AuS system is further justified by the fact that relative values of
calculated work functions generally compare well with experiment when the same

. . . 1
exchange-correlation functional is used."”
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FIG 8. (a) DOS of MoOj; alone (frozen in geometry from combined system), (b)
PDOS of MOO3; in combined system, MoOj3 on Au(111). Energies for the labeled

peaks are given in Table 2.

Peak number MoO3; MoOs in
alone combined
system
1 -36.25 -36.76 (-0.5)
2 -17.02 -17.71 (-0.7)
3 -5.90 -6.48 (-0.6)
4 -3.83 -4.61 (-0.8)
5 -1.44 -2.06 (-0.6)

TABLE 2. Energies of peaks in eV, relative to the Fermi level E¢ in Fig. 8(a) (MoO3

alone) and 8(b) (MoOQ; in combined system).
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Chapter 6

Organic molecules on Si(001):

Implications for negative differential resistance

6.1 First-principles studies of the electronic structure of cyclopentene on Si(001):
Density functional theory and GW calculations

The electronic structure and ground-state geometry of cyclopentene monolayers
on Si(001) are studied using ab initio pseudopotential density-functional theory (DFT).
Quasiparticle excitation spectra are calculated within the GW approximation. Both cis
and trans cyclopentene monolayers are considered. In both geometries, a strong
electronic coupling between the monolayer and Si substrate is found; substantial inter-
molecular interactions are present, as indicated by broadening in molecular levels that are
decoupled from the substrate. It is argued that the cis structure is kinetically favored, and
we evaluate self-energy corrections to the eigenstates of this configuration near the band
edges within the GW approximation. The calculated self-energy corrections are large,
exceeding those of bulk Si, and increase the energy gap between occupied and
unoccupied frontier adsorbate states by 1.3 eV.

This work has been published as an article in Physica Status Solidi (b):
S. Y. Quek, J. B. Neaton, M. S. Hybertsen, E. Kaxiras and S. G. Louie Physica Status
Solidi (b) 243, 2048-2053 (2006).
6.1.1 Introduction

Hybrid organic/silicon devices have attracted considerable attention of late

because of their potential use in a variety of electronic applications.]'4 Several recent
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experimental studies have reported the fabrication and characterization of ordered, self-
assembled monolayers of organics on Si(001).>” The homogeneous structure of these
monolayer-thin organic films, as well as their ability to form strong covalent bonds with
the underlying Si substrate, make them extremely promising for integration with silicon
microelectronics technology. Central to the ultimate realization of organic/silicon
devices, of course, is the ability to understand and control the nature of electronic
coupling between the organic layer and silicon substrate. Of particular importance is the
impact of the substrate on electronic states in the organic layer, as governed, for example,
by the local surface chemistry associated with the system. In this work, we perform first-
principles calculations to explore the atomic and electronic structure of cyclopentene
monolayers on Si(001), prototypical ordered organic/silicon systems.

The clean Si(001) surface is characterized by ordered rows of Si dimers, which
provide an ideal template for the growth of ordered molecular layers. Scanning tunneling
microscopy and infrared vibrational spectroscopy have shown that cyclopentene (CsHg)
can form monolayers on Si(001), with each molecule oriented along a single Si dimer.
This orientation is consistent with a so-called [2+2] cycloaddition mechanism for alkenes
on Si(001), where the alkene & electrons and Si(001) dimer lone pair of electrons
rearrange, resulting in the breaking the m bond breaks in exchange for two new ¢ C-Si
bonds. The atomic structure of an ordered cyclopentene monolayer (ML) on Si(001) has
also been thoroughly examined with density functional theory (DFT).®'? The structural
geometries reported in these previous DFT studies are consistent with experimental
observations.® The so-called cis structure, with H atoms closest to Si residing on the same

side of CsHg, is most commonly studied,6’ 810 although an alternative trans structure (H
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atoms on opposite sides of CsHs) has also been proposed theoretically.' In the following,
we shall discuss the atomic and electronic structure of these two geometries, with specific
focus on the local surface electronic structure in a range of energies near the Si band
edges.

6.1.2 Methods

To examine the geometry and electronic structure of cyclopentene monolayers on
Si(001), we perform calculations within two levels of theory. First, DFT calculations are
used to optimize the geometry and provide some qualitative insight into the surface
electronic structure. Next, we compute quasiparticle excitation energies, using the DFT
Kohn-Sham eigenstates to construct the self-energy operator within the GW
approximation.'” "2 Here G is the electron Green’s function and W is the dynamically
screened Coulomb interaction. This many-body approach allows treatment of the
molecule and substrate at the same level of theory. Previous work involving an ethylene
monolayer on Si(001) obtained an electronic spectrum within the GW approximation in
quantitative agreement with photoemission experiments."

The ground-state DFT calculations are performed using two different plane-wave
pseudopotential implementations, the VASP'* and PARATEC'> '® codes; excellent
agreement is obtained between the two codes. In VASP, we use the projected augmented
wave method'’ with an energy cutoff of 29 Ry. Norm-conserving Troullier-Martins
pseudopotentials'® are employed in PARATEC, with an energy cutoff of 50 Ry.
Reciprocal space is sampled with a Monkhorst-Pack &-point mesh of 2 x 4 x 1 per unit
supercell. The local density approximation (LDA) for the exchange-correlation functional

is employed. We find that LDA gave comparable results with the generalized gradient
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approximation (GGA), as parametrized by Perdew-Burke-Ernzerhof, for atomic
structures and relative energetics between the cis and trans structures (Table 1). We
simulate the Si(001) surface using a slab of 6 Si layers terminated by H atoms on the
bottom side, and Si surface dimers on the top. Doubling the slab thickness to 12 Si layers
does not change the atomic structure or binding energies significantly (Table 1). In each
case, the theoretical lattice constant for Si (VASP LDA: 5.40 A, PARATEC LDA: 5.39
A) is used, and the bottom 2 Si layers are fixed to their bulk positions. All other atoms are
allowed to relax until their forces are < 0.01 eV/A. At least 13 A of vacuum is used
between Si slabs.

The details of our GW calculations are described elsewhere.'"” 1> An energy cutoff
of 50 Ry and a k-point mesh of 2 x 4 x 1 are used to obtain the DFT-LDA wavefunctions
and energies. A vacuum region of 19.4 A is kept between Si slabs, corresponding to a
closest distance of 13.4 A between the H atoms terminating the bottom of the Si slabs and
molecular atoms on adjacent slabs. A total of 770 conduction bands (with energies of up
to ~51 eV above the Si valence band maximum) are included in the evaluation of the self-
energy. The dielectric matrices are expanded in reciprocal space up to an energy cutoff of
9 Ry. Increasing the energy cutoffs or number of conduction bands does not change the
quasiparticle energies by more than 0.1 eV. The GW parameters for bulk Si are
converged to a level of accuracy consistent with the slab calculations.

6.1.3 Results and Discussion
As shown in Table 1, the binding energies we obtain compare well with those

from other plane-wave calculations,®® although they differ from Ref. 10, possibly due to
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a difference in basis set. The LDA binding energies are significantly larger than the GGA

values (in agreement with Ref. 10), due to the tendency of the LDA to overbind.

cis trans
PARATEC | LDA 2.07 -
VASP LDA 2.14 2.13

(2.11) (2.10)
Ref. 10 LDA 1.4 1.6
VASP GGA 1.22 1.22

(1.19) (1.20)
Ref. 8 GGA 1.17 -
Ref. 9 GGA 1.05 0.94
Ref. 10 GGA 0.6 0.8

TAB LE 1. Binding energy (eV/molecule) of 1ML CsHg on Si(001). Our results, in
bold, are obtained using Si slabs with 6 Si layers, except for values in brackets which use

12 Si layers.
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FIG. 1. Atomic structure of 1ML CsHg on Si(001) in (a) cis and (b) trans
configurations. The left and right panels provide two different views, down and
perpendicular to the Si(001) dimer rows respectively. In each case, only 4 Si layers are

shown.
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FIG. 2. LDA DOS projected onto spherical harmonics in spheres centered on C

(radii 0.86 A) and H (radii 0.37 A) in the molecule, summed over s, p and 4.
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In Fig. 1, we show views of relaxed geometries for full (IML) coverage with
CsHg in (a) cis and (b) trans configurations. These structures have very similar total
energies (Table 1). Fig. 2 shows a comparison of the partial densities of states (DOS) of
the two structures, computed from LDA Kohn-Sham eigenvalues and projected onto
spherical harmonics in spheres centered on C (radii 0.86 A) and H (radii 0.37 A). The
partial DOS plots are obtained using the tetrahedron method with a Brillouin Zone .-
point sampling of 4 x 8 x 1 (16 irreducible k-points). Energies are referenced relative to
the bulk Si valence band maximum (VBM), obtained by aligning the average local
potential in the middle of the Si slabs with that of bulk Si. The partial DOS indicate that
the electronic spectra of the molecular layers in both structures are far from discrete, with
significant dispersion for energies above -12 eV. This is consistent with a strong
electronic coupling of the molecule to the substrate, which we expect from the covalent
C-Si bonds and strained interface geometry. (The angle between bonds, Cpo-Sisp and
Sip-Slyop, 15 78°, in contrast to bond angles of ~109° in unstrained tetrahedral Sp3
coordination for the Si atom.) The Si valence bandwidth is 12 eV, suggesting that the
molecular states with energies above -12 eV are resonant with the propagating states in
the Si substrate. Examination of the surface projected band structure confirms this
picture, indicating very few gaps and strong electronic coupling to the substrate for most
states. However, the relatively sharp peaks in the DOS at -13.6 and -16.9 eV are
molecular states essentially decoupled from Si; the dispersion of 0.4-0.6 eV observed for
these states is owing to significant intermolecular interactions within the monolayer.
Although the DOS for these decoupled molecular states are similar for both cis and trans

structures, detailed differences are visible between both geometries above -12 eV,
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indicating that the electronic structure closer to the VBM is more sensitive to the details
of atomic structure.

Although the cis and trans structures have similar total energies, the cis
configuration is kinetically favored because of the symmetry of the frontier orbitals and
the ring shape of the molecule.” Furthermore, the cis arrangement is computed to be
about 0.4 eV more stable than trans at 0.5 ML coverage. This suggests that a 1ML trans
structure can form only if cis transforms to trans with increasing coverage, a process that
involves breaking of C-Si bonds and thus is likely to be kinetically hindered. For these
reasons, we shall focus the remainder of our discussion on the cis structure. In particular,
we shall examine results of quasiparticle calculations within the GW approximation for
this geometry. We focus on states with energies within 3 eV of the VBM, as states
outside this energy window are less important for transport and optical spectroscopic
properties. Unlike the DFT Kohn-Sham eigenvalues, our calculated quasiparticle energies
take electron correlation into account directly through the self-energy operator and

provide quantitative spectral information within this energy window.
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FIG. 3. Calculated molecular weights of eigenstates as a function of LDA and GW
energy levels, at high symmetry points (a) I" and (b) K in the Brillouin Zone. The
zero of energy, ‘VBM’, corresponds to the LDA value of the Si VBM for the LDA plots,
and the GW value for the GW plots. As a guide, dotted lines are used to join GW (dots)

and LDA (crosses) data-points that correspond to the same eigenstates.

Fig. 3 shows the molecular weights of eigenstates near the band edges, as a
function of their LDA Kohn-Sham energies and GW quasiparticle energies, for two high
symmetry points in the Brillouin Zone, I' and K. The LDA energies are referenced
relative to the LDA value of the Si VBM, and the GW energies relative to the GW values
of the Si VBM. The molecular weight is defined here as the integral of the square of the
wavefunction over a spatial region containing the molecular layer; unity weight indicates
the wavefunction is completely localized within the chosen region. The spatial region
considered here is parallel to the Si surface plane, and extends from 1 A above the
molecule down to a height mid-way between the plane of Cp,’s and Si,,,’s (following the
nomenclature defined in Fig. 1). Importantly, the molecular weights in Fig. 3 are all <

0.5; in contrast, molecular weights of > 0.9 were computed for some eigenstates that lie
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outside this energy window. This reflects the fact that the states within this energy
window ([-3, 3] eV relative to the Si VBM) extend into the bulk and are not well
localized on the molecular layer; their small molecular weights are associated with the
Cror-Sisp bonds, and in some cases with Cpo-Hp, as well. We shall refer to these states as
frontier adsorbate states.

The energy levels of the adsorbate states relative to the Si band edges are
experimentally relevant quantities, since the Fermi level of degenerately-doped Si can be
aligned with either the VBM or CBM depending on whether the dopants are p- or n-type,
respectively. Our calculations show that, in contrast to the clean (2 x 1)-reconstructed
Si(001) surface,'® the 1ML CsHg/Si(001) system has no surface or adsorbate states in the
band gap of bulk Si. This is consistent with the saturation of dangling bonds associated
with the bare Si(001) surface dimers, resulting from cyclopentene adsorption.

The self-energy corrections we compute near the band edges are significant. The
occupied adsorbate states are shifted -0.5 to -0.6 eV away from the Si VBM (accounting
for the self-energy correction for VBM in bulk Si, as in Fig. 3). Similarly, unoccupied
adsorbate states are shifted +0.8 to +0.9 eV further above the Si VBM. The self-energy
correction in 1ML CsHg/Si(001) thus increases the energy gap between the occupied and
unoccupied frontier adsorbate states substantially, by about 1.3 eV. These corrections we
compute here are larger than those calculated for the surface dimer states on clean (2 x
1)-reconstructed Si(001), which were reported to be between -0.10 eV to +0.15 eV for the
occupied dimer state, and between +0.35 eV to +0.50 eV for the unoccupied dimer
state.'® We also obtain energy shifts relative to the Si CBM, which requires computation

of the self-energy correction for the Si CBM as well. We find that corrections to the Si
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VBM and CBM cause the fundamental gap of bulk Si to increase by 0.7 eV, from its
LDA value of 0.5 eV to 1.2 eV, the latter being in excellent agreement with experiment.'
As aresult, the frontier unoccupied adsorbate states are shifted by +0.1 to +0.2 eV away
from the Si CBM.

Because of the strong electronic coupling between the molecular monolayer and
Si substrate, it is difficult to associate specific energies with the frontier adsorbate states.
For simplicity, we define the highest-occupied frontier adsorbate state as the highest-
occupied state with a molecular weight of more than 0.2 (first peak below the Si VBM in
Fig. 3). This has a quasiparticle energy of -2.2 eV at the I" point (Fig. 3(a)) and -2.5 €V at
the K point (Fig. 3(b)) (relative to the Si VBM). Although there are no evident peaks
above the CBM for the quasiparticle states in Fig. 3, we find that those unoccupied states
with molecular weights of ~0.1 are partially localized on Hpor-Cpor-Sisep. The lowest-
unoccupied state of this nature has a quasiparticle energy that is 1.4 eV above the CBM at
the I point, and 1.0 eV above the CBM at the K point.
6.1.4 Conclusion

In conclusion, we have studied the atomic and electronic structure of ordered
monolayers of cyclopentene on Si(001). Our results show that the cyclopentene
monolayers exhibit strong electronic coupling to the Si substrate, and the projected
densities of states close to the Si VBM are sensitive to the details of atomic structure. We
argue that cyclopentene binds to Si dimers in a cis configuration. We have further
analyzed the electronic structure of the cis structure by calculating its quasiparticle
energy spectrum within the GW approximation. The resulting self-energy corrections

enhance the gap between occupied and unoccupied frontier adsorbate states by about 1.3
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eV. The GW calculations reported here allow a quantitative description of the energies

of the frontier adsorbate states, which can be compared directly with experiments.
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6.2 First-principles studies of level alignment in organic molecules on Si(001):
Implications for negative differential resistance

Recent studies have proposed that negative differential resistance (NDR) can arise
in silicon-based molecular systems due to field-induced movement of molecular levels
into the Si band gap. We examine the electronic structure of cyclopentene on Si(001) as a
function of electric field, using both density functional theory and a many-electron GW
approach. The cyclopentene levels within 2.5 eV of the Si valence band maximum are
found to be largely independent of field, suggesting that recent reports of NDR from
cyclopentene on p-type Si cannot be explained by the above mechanism, as previously
proposed. However, modifying the molecule to include N lone pairs, in the form of
amino-cyclopentene or pyrroline, results in levels that may give rise to NDR for
sufficiently strong fields.
6.2.1 Introduction

Organic molecular systems have recently emerged as especially promising
alternatives for active elements in electronic, optoelectronic, and electromechanical
devices.'” In particular, nanostructured hybrid organic/silicon interfaces are now
attracting considerable attention, and several recent experimental studies have reported
the fabrication and characterization of ordered, self-assembled monolayers of organics on
Si(001).>” The homogeneous structure of these monolayer-thin organic films, as well as
their ability to form strong covalent bonds with the underlying Si substrate, make them
extremely promising for both fundamental studies and device applications. Moreover,
remarkable progress has been made of late in achieving atomic-scale control and

characterization of organic molecules on silicon substrates with scanning-probe
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techniques,” *7 2

and this capability has provided the means for some of the most
detailed studies of electronic transport and finite-bias single-molecule conduction to date.
Recent scanning tunneling microscopy (STM) studies of individual cyclopentene
molecules on p-type Si(001), a prototypical organic-silicon system, reported negative
differential resistance (NDR) above a critical applied field of about 0.37 V/A,*
observations strikingly consistent with a resonant tunneling model* proposed prior to the
experiments. The existence of a critical field, and also the absence of hysteresis in the
reported measurements, suggest that the sharp peaks in the I-V characteristics originate
from intrinsic molecular states and that molecular desorption, which has been observed at
room temperature on n-type substrates,** is unlikely to be responsible for NDR in these
low temperature experiments.

Prior to these experiments, Rakshit ez al * suggested that a semiconductor-
molecule-metal junction could behave as a resonant tunneling diode. In this seminal
work, it was argued that with increasing bias voltage, a molecular orbital energy level
could be driven across a p-type semiconductor band edge by a positive semiconductor
bias, provided there is a non-negligible voltage drop across the molecule that modifies its
orbital energy relative to the semiconductor valence band. Initially, the molecular energy
level, positioned AE below the Fermi energy Er, does not contribute to the current (Fig.
4a). (For degenerately p-doped Si, Er is aligned with the impurity band which forms
close to the VBM: the impurity level of B in Si(001) is 0.046 eV above the Si VBM.)*>
However, as the bias increases, the level moves upward, relative to the silicon band edge,
and eventually becomes resonant with Ep, resulting in a sharp increase in current

associated with the opening of an elastic channel in the bias window (Fig. 4b). For even
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larger biases, the level is lifted up into the band gap and a reduction in current will occur,
resulting in NDR (Fig. 4c). A particularly appealing feature of this mechanism is that it is
tied to the intrinsic levels of the molecule, suggesting the potential to tailor transport
device properties at the molecular level and to obtain spectroscopic information from

current-voltage measurements.

a

i

FIG 4. Schematic depiction of resonant tunneling mechanism for NDR. (a) zero bias

level alignment, (b) molecular level at resonance with Fermi level Er of p-type S1(001)

(V 1,117), (c) molecular level driven into Si band gap (V 1,1 ]).

To assess whether a resonant tunneling mechanism is appropriate to explain the
NDR observed in cyclopentene on p-type Si(001), it is necessary to determine whether
the molecular levels aligned near the VBM can be driven into the band gap. Previous
work examined this concept for an adsorbed molecule on Si(001) using a nonequilibrium
Green’s function approach in which the Si was treated semi-empirically and the molecule
with density functional theory (DFT).”” Both AE and its evolution as a function of applied
field were treated as adjustable parameters.”’ However, a quantitative assessment of these
parameters is hampered by the inherent inaccuracies of Kohn-Sham eigenstates in DFT>®
and computational difficulties associated with treating the leads and molecule at the same

level of theory.?” Furthermore, substrate-induced polarization effects (not captured in
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DFT) can reduce the molecular HOMO-LUMO gaps from their gas phase values by
several eVs,” so that level alignments of molecules on substrates cannot be estimated
from gas phase molecular levels. Experimental access to these properties has also been
limited. For example, photoemission spectroscopy of cyclopentene monolayers on
Si(001) were unable to resolve the states near the Fermi level or provide information on
the nature of electronic coupling in the system.*

In this work, we use a parameter-free first-principles approach to compute the
level alignment and electronic coupling of frontier orbitals in cyclopentene and related
molecules on Si(001). The position of cyclopentene molecular levels, relative to the Si
VBM, is computed as a function of electric field applied normal to the silicon surface,
treating the molecule and substrate at the same level of theory. The equilibrium alignment
is also computed with many-electron perturbation theory in the GW approximation. The
results of our calculations are used to assess the impact of these factors on nanoscale
transport properties. In particular, through a quantitative study of the level alignment of
frontier molecular orbitals and their response to electric fields, we elucidate the
conditions under which molecular levels can be driven across the band gap of Si, a

necessary condition for the occurrence of NDR via the resonant tunneling mechanism.”
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FIG 5. Atomic structure of 0.5 ML (a) CsHs on clean Si(001), (b) amino-CsHg on H-
terminated Si(001), and (c) pyrroline on H-terminated Si(001). Top and bottom
panels give views along and perpendicular to the Si(001) dimer rows. Orange, green,
light blue and dark blue circles represent Si, C, H and N respectively. The bottoms of the

Si slabs are terminated by H atoms.

Three systems are considered in this work: (a) cyclopentene on clean Si(001) (Fig.
5a); (b) amino-cyclopentene (Fig. 5b); and (c) pyrroline on H-terminated Si(001) (Fig.
5¢). We find that the NDR reported in cyclopentene on p-type Si(001) is unlikely to result
from resonant tunneling through intrinsic molecular states as previously proposed; the
frontier states in the system are too strongly coupled to the substrate. However, by
introducing N lone pairs, as in amino-cyclopentene and pyrroline, this coupling is

weakened, allowing the frontier molecular states to be driven into the Si band gap by
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applied electric fields. The choice of clean (hydrogen-free) or H-terminated Si substrates
is made to best relate to experiment; we find that this choice has no effect on our
conclusions.

6.2.2 Summary of Methods

Our DFT calculations are performed in the plane-wave pseudopotential
framework within the local density approximation (LDA), as implemented in VASP.**
All geometries are optimized to a force convergence criterion of < 0.01 eV/A.
Quasiparticle excitation energies are computed perturbatively, using the DFT Kohn-Sham
eigenstates to construct the self-energy operator within the GW approximation.'”'? For
reference, we compute a value of 1.2 eV for the fundamental (indirect) gap of bulk Si
with GW, in excellent agreement with experiment; in contrast, the corresponding LDA
value is 0.5 eV, which is consistent with previous work.'? In addition, we note that the
GW approximation has already been applied to a related system, a single ethylene
monolayer (ML) on Si(OOl),13 where calculated quasiparticle spectra were in excellent
agreement with photoemission experiments. Further details of the GW calculations can
be found in Section 6.1.2.

The Si substrate is modeled using a 6-layer slab with lateral translational
symmetry, passivated by H at the bottom and separated from adjacent slabs by at least 13
A of vacuum. All energy levels are referenced relative to the Si VBM, which is obtained
by aligning the average potential in the Si slab with that in bulk Si. To simulate finite bias
conditions, we neglect the small potential drop across the Si slab, which would be absent
for the doped substrate within a screening length of the surface (the experimental carrier

density”’ of 4 x 10”cm™ corresponds to a Thomas-Fermi screening length of 2 A or 1.5
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Si(001) layers). By direct calculation, we find that increasing the slab thickness to 12
layers does not change the atomic and electronic structure of the adsorbed molecule.

An explicit calculation of [-V characteristics is beyond the scope of the present
work, an acceptable approximation given that the experiments are in the tunneling regime
(currents of a few nA and conductances of ~107 Go)*%. Further details of our
computational approach are provided in Section 6.3.2.

6.2.3 Cyclopentene on clean Si(001)

The clean Si(001) surface, which exhibits a reconstruction involving ordered rows
of Si dimers, provides an ideal template for the growth of ordered monolayers and
submonolayers of organic molecules. A prototypical organic-Si system is that of
cyclopentene (CsHg) on Si(001), which has been well-characterized by STM and infrared
vibrational spectroscopy.”>7*! Together with DFT studies,®° it has been established
that the © bond in CsHg breaks to form two 6 C-Si bonds with the Si dimer atoms (Fig.
5a), a geometry consistent with a cycloaddition mechanism. The so-called cis structure,
with H atoms closest to Si residing on the same side of the molecule, is both kinetically

and thermodynamically favored for coverages < 0.5 ML (Section 6.1).
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FIG 6. LDA PDOS for 0.5 ML (a) CsHg on clean Si(001), (b) amino-CsHg on H-
terminated Si(001), and (c) pyrroline on H-terminated Si(001). Black curves denote
DOS projected onto spherical harmonics in spheres centered on C (radii 0.86 A), H (radii
0.37 A) and (for (b) and (c)) N (radii 0.74 A) atoms in the molecule, summed over s, p
and d. Red curves denote DOS projected onto the spheres centered at N. Dotted blue lines
mark the levels for the molecule with two extra H atoms, placed 1.1 A from C along the

C-Si bond, and frozen in geometry from the combined system. Further details can be

found in Fig. 7 below.
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FIG 7. LDA PDOS for 0.5 ML (a) CsHs on clean Si(001), (b) amino-CsHg on H-
terminated Si(001), and (c) pyrroline on H-terminated Si(001) (details). Black and
red solid curves denote molecular and N PDOS as in Fig. 6. Dotted blue lines mark the
same levels as in Fig. 6, while dotted brown lines mark the Kohn-Sham eigenlevels of the

isolated, relaxed molecule in each case, aligned using the o state.

We first examine the electronic structure of the Si-adsorbate system, as reflected
by the Kohn-Sham eigenvalues, at 0.5 ML coverage. Importantly, there are no occupied
surface states above the VBM, indicating that band bending is negligible at zero bias in
the p-type Si. Furthermore, tip-induced band bending is also negligible (< ~0.2 eV) in p-

type Si(001) at positive sample bias: Er is shifted downward from mid-gap by doping,
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quite close to the top of the Si VBM, and a positive substrate bias can only bend the
bands until the VBM at the surface coincides with Eg.*! The projected density of states
(PDOS) on the molecule calculated from the LDA Kohn-Sham eigenvalues exhibits
significant dispersion for energies above —12 eV (Figs. 6a, 7a), but is discrete below this
value. Examination of the band structure close to the VBM further reveals that molecular
states here are strongly coupled with the substrate, with significant band crossing and
mixing of states. The highest occupied state with molecular character involves an isolated
adsorbate band that is associated mainly with the bare Si dimers. In what follows, we

refer to this as the ‘dimer + molecule’ state (Fig. 8a).

FIG 8. Charge density isocontours (pink) of I' point Kohn-Sham wavefunctions,
associated with (a) ‘dimer + molecule’ state in CsHg on clean Si(001), and lone pair
states in (b) amino-CsHg and (c) pyrroline on H-terminated Si(001). The isocontours
are taken at the same value. Decreasing this value yields tails into the Si substrate for (b)
as well, reflecting the fact that the wavefunction is not completely localized on the

molecule.
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To help identify molecule-derived states, we overlay the Kohn-Sham levels of
isolated CsHio on the molecular adsorbate PDOS. CsHj has the same geometry as the
adsorbed CsHg molecule, but with two additional H atoms 1.1 A from C, along the
original C-Si bond. The overlay is performed by aligning the deepest occupied states, the
o, levels; clear correspondence is obtained for molecular levels below —12 eV (Fig. 7a).
Moreover, prominent PDOS peaks below —3 eV can also be approximately identified
with the superimposed levels. In contrast, direct identification is not possible for the
PDOS peak at ~ -2 eV and the ‘dimer + molecule’ state (Fig. 7a). Examination of the
wavefunctions indicates that the peak at ~—2 eV is associated with C-Si bonds. This is
consistent with a similar analysis performed with a fully relaxed gas-phase CsHg
molecule, where we find that the C-C = bond in CsHg, which breaks to form the C-Si
bonds, is expected to lie above -2 eV (Fig. 7a).

We now simulate the effect of a positive substrate bias by applying an electric
field normal to the substrate. Relaxing the system in the presence of electric fields does
not change the atomic structure, with the relaxed system being at most 0.01 eV more
stable than the unrelaxed system. The cis structure also remains thermodynamically
favored over the alternative frans structure, which has been previously considered.'?
Analysis of the local potential profile, averaged along the plane of the surface indicates
that the external field induces a voltage drop across the molecule that is significantly
larger than that across the Si slab. However, no molecular states are driven across the Si
VBM up to STM fields of 1.3 V/A. (STM fields are defined with a tip-sample distance of
10 A; see Section 6.3.2) For all fields considered, the ‘molecular state’ closest to the

VBM is the ‘dimer + molecule’ state: the energy of this state is independent of field (Fig.
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9a). In contrast, molecular peaks at ~—4 ¢V and below do move significantly closer to the
VBM with increasing fields, but do not cross the VBM at the fields considered. The
broad C-Si peak at ~2 eV becomes sharper and moves closer to the VBM with
increasing field, but the peak maximum remains much smaller compared to the other
molecular states at all fields, and level movement is relatively less evident (Fig. 10(a-d)).
As areference, the energy of the sharply-localized o, state increases linearly with field, at
arate of 1.0 eV per 1.0 V/A. (Reducing the coverage to 0.125 ML does not change the
results.) Our calculations show that field-induced changes in level alignment of molecular
states relative to the Si VBM are correlated with the degree of localization of the state on
the molecule, which is larger for weaker coupling to the substrate. Indeed, we find that
Kohn-Sham eigenstates associated with o; have a molecular weight of 1.0. The
corresponding values for the molecule-derived peak at —4.0 eV (LDA) are 0.9-1.0, in
contrast to 0.2-0.4 for the C-Si peak. (Molecular weights are defined here as the integral
of the square of the wavefunction over a spatial region parallel to the Si plane, extending

from 1 A above the molecule to midway between the molecule and surface.)
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FIG 9. Kohn-Sham eigenvalues versus STM field, for (a) ‘dimer + molecule’ state in

CsHy/Si, (b) lone pair state in amino-CsHg/Si, and (c) lone pair peak level in pyrroline/Si.
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FIG 10. Molecular (blue) and N (red) PDOS as a function of electric field for (a)-(d)
cyclopentene/Si, (e)-(f) amino-cyclopentene/Si, and (h)-(k) pyrroline/Si. Values in the

top right hand corner of each panel indicates the corresponding STM field in eV/A.

The NDR reported in Ref. 22 was observed at tip-substrate voltage differences of
as small as ~2.5 V. This indicates that the proposed resonant tunneling mechanism is
possible only if the molecular state that crosses the VBM is at most 2.5 €V below the
VBM at zero bias. Since the Kohn-Sham levels cannot provide quantitative spectra, we
go one step further and compute the quasiparticle excitation energies within the GW
approximation. The self-energy correction to the Si VBM is —0.4 eV, while that for
occupied molecular states are > —0.4 eV, resulting in a net shift away from the VBM. The

‘dimer + molecule’ state has a net self-energy correction of about —0.5 eV (Table 2a);
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preliminary calculations indicate that this correction is independent of coverage to within
0.1 eV. Depending on the position in k-space, the corresponding correction is —0.6 to —
0.7 eV for states associated with the C-Si peak and —1.0 to —1.1 eV for states associated
with the molecular peak at —4.0 eV. In general, we observe a larger self-energy correction
for states that are more localized on the molecule. This is consistent with the fact that
exchange interaction plays a greater role in stabilizing localized occupied states, while
screening, which destabilizes occupied states, is weaker for localized states. Furthermore,
the spurious self-interaction terms arising from LDA are larger for localized states. These
results show quantitatively that there are no molecular states above —2.5 eV which can be

driven into the Si band gap by external electric fields.

GW energies in eV
(LDA values in brackets)

I" point K point

@) | -1.1(-0.6) | -1.1(-0.5)

() | 28(-16) | 29(L5)

©) | -19(¢-1.1) | 23(-1.49)

TABLE 2. Quasiparticle and LDA energies referenced relative to the GW and LDA
values of the VBM respectively, of Kohn-Sham wavefunctions associated with (a)
‘dimer + molecule’ state in cyclopentene on clean Si(001), and lone pair states in (b)

amino-cyclopentene and (c¢) pyrroline on H-terminated Si(001).

The above discussion indicates that the NDR observed in Ref. 22 is not likely to

be due to resonant tunneling through intrinsic molecular states. We have also examined
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PDOS computed from alternative molecular geometries, including the frans configuration
as well as structures with extra H atoms (Fig. 11). While additional H atoms reduce the
strain at the molecule-Si interface, none of the systems considered here have molecular
states that move into the Si band gap with applied fields. In particular, all intrinsic
molecular states in the molecule/Si system are associated with strong ¢ C-C or ¢ C-H
bonds, and are therefore stabilized several eV below the VBM. On the other hand, states
closer to the VBM that have molecular character are adsorbate states too strongly coupled
to the substrate to respond to applied fields.

As a check, we have also considered geometries involving molecules with C=C
double bond character (Fig. 12). The geometries in Fig. 12(a-b) are unlikely to represent
the experimental structure because the weaker C-C « bond remains intact in these
geometries, while the stronger 6 C—H bonds are broken. The geometry in Fig. 12c,
however, resembles the proposed three-atom intermediate® for the cycloaddition process,
and may represent a metastable intermediate for a desorbing molecule. Our results
indicate that none of these structures have molecular states which cross the VBM at the
critical field; furthermore, the = states in Fig. 12(b-c) are too strongly coupled to the

substrate to move significantly relative to applied fields.
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FIG 11. Alternative geometries considered for cyclopentene/Si (no double bond
character). (a) trans configuration, (b) H bonded to Si that is attached to C, (¢) bare Si

dimers passivated with H, (d) single Si-C bond, with H added to passivate dangling bonds.

~

FIG 12. Alternative geometries considered for cyclopentene/Si (with double bond
character, indicated by black arrows). These are 1.3 A in (a-b), and 1.4 A in (c), in

contrast to single C-C bonds with lengths of 1.5 A.

Similarly, we find that neither B addimers nor substitutional B dopants
(immediately beneath the molecule, in subsurface layers, or away from the molecule in
an 8-layered slab) lead to molecular states which can cross the VBM. (See Section 6.3.1)
Both B-derived states and additional adsorbate states involving B are strongly coupled to

the Si substrate; in particular, there is no significant voltage drop across B substituents in
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the Si substrate, so that association with B dopants does not decouple the adsorbate states.
Furthermore, B addimers as well as surface and subsurface B impurities are three-fold
coordinated and therefore are only slightly charged. Our results are also unchanged when
a zero external field is imposed in the Si slab to simulate enhanced screening due to B
dopants.

Thus, while isolated cyclopentene on B-doped Si(001) exhibits NDR at 80 K,*
our calculations indicate that the observed NDR is not a result of resonant tunneling
through intrinsic molecular states. The reversibility of NDR and existence of a critical
field suggest that mechanisms involving molecular desorption or localized tip states are
also unlikely to be applicable in this particular experiment, and the origin of the observed
NDR remains an open question.

6.2.4 Amino-cyclopentene on H-terminated Si(001)

Since the resonant tunneling mechanism for NDR can potentially provide a direct
link between interesting nanoscale transport phenomena and intrinsic molecular states,
we now proceed to explore functionalizations generating molecular states that can be
driven into the band gap by STM fields. For CsHg/Si, we find that only weakly coupled
states well-localized on the molecule can move closer to the VBM when a positive
substrate bias is applied, but these involve strong ¢ bonds and lie several eV below the
VBM. In contrast, molecular states involving lone pairs, which should be well-localized
on the molecule and positioned closer to the VBM, are more likely to be driven into the

band gap by applied fields. We explore this effect by functionalizing the molecule with

an amine group.
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Experimental techniques have been developed to control and characterize the
binding of amino-cyclopentene onto exposed Si dimers on a Si(001) substrate that is H-
terminated elsewhere, so that the resulting bonding geometry (Fig. 5b for 0.5 ML
coverage) is similar to that for CsHg/Si.** In short, by adding a protective group to the
amine and subsequently removing it, it is possible to bind amino-cyclopentene onto the
Si(001) surface through cycloaddition of the C=C bond across the Si dimer, instead of
through the amine group. The Si(001) substrate used for this process is H-terminated,
with H atoms removed at specific positions for binding to the molecule. H passivation of
the exposed Si dimers prevents reactions between the unprotected amine group with the
bare dimers. Our results and conclusions are unchanged when the clean Si(001) surface is
used instead. The adsorption energy for 0.5 ML amino-cyclopentene on H-terminated

Si(001) is very similar to that of cyclopentene on clean and H-terminated Si(001) (Table

3).
System Adsorption
energy (eV)
0.5 ML cyclopentene/Si -2.56 (-2.45)
0.5 ML amino-cyclopentene/Si -2.49
0.5 ML pyrroline/Si -2.37

TABLE 3. Adsorption energies for different systems at 0.5 ML coverage. For 0.5 ML
amino-cyclopentene and pyrroline (where the remaining Si dimer is H-passivated), the
adsorption energy is given relative to the gas-phase molecule and a Si(001) surface in the
same supercell with half the dimers H-passivated. This adsorption energy is also
calculated for cyclopentene on H-terminated Si(001), given in brackets in the 1% row. The
adsorption energy for 0.5 ML cyclopentene on clean Si(001) (relative to gas phase CsHg

and a clean p(2x1) Si(001) surface) is given without brackets.
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The LDA PDOS on the molecule and on N (Fig. 6b) exhibits a sharp peak at —1.5
eV. The wavefunctions associated with this peak are primarily localized on the N lone
pair, and we refer to this as the lone pair state (Fig. 8b). States associated with this peak
have molecular weights of 0.7-0.9, and have a narrow dispersion of 0.1 eV. By
overlaying the levels of amino-CsHg and amino-CsH; as for CsHg/Si, we find that this
lone pair state is associated with the molecular HOMO in both cases, with remarkable
agreement between the PDOS peak position and the aligned HOMO levels (Figs. 6b, 7b).
Application of a positive substrate bias has negligible effect on the atomic geometry.
However, in contrast to the adsorbate states in CsHg/Si, the energy of the molecule-
derived lone pair state increases linearly with applied field, eventually crossing the Si
VBM into the band gap at 0.69 V/A (Figs. 9b, 10(e-g)).

6.2.5 Pyrroline on H-terminated Si(001)

To further explore the effect of N lone pairs, we consider 0.5 ML pyrroline on H-
terminated Si(001) (Fig. 5c). Pyrroline is similar to cyclopentene, but with an NH group
replacing a CH, group in the 5-membered closed ring. X-ray photoelectron spectroscopy
(XPS) experiments have shown that pyrroline deposited on clean Si(001) binds to Si
dimers either through a N-Si bond, or through cycloaddition (similar to cyclopentene).’
Heating the sample to 500°C preferentially reduces the XPS signal from the N-Si bonds.’
The results presented here involve a H-terminated Si(001) surface (similar to amino-
cyclopentene/Si) as the experimental technique used to prepare amino-cyclopentene on
H-terminated Si(001) results in a more controllable binding geometry and can potentially

be applied to pyrroline/Si as well. (Using a clean Si(001) surface instead does not change
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our theoretical results.) The adsorption energy for pyrroline on Si(001) is similar to that
of amino-cyclopentene and cyclopentene (Table 3).

In contrast to amino-cyclopentene, where N is not part of the closed ring, the state
associated with the C-C 7 bond in pyrroline also has some weight on the N lone pair.
Similarly, unlike the sharp lone pair peak in the PDOS for amino-cyclopentene/Si, the
highest occupied peak in the N PDOS for pyrroline/Si is broadened, extending from
approximately —2.0 to —0.5 eV (Fig. 6¢). Overlaying the energy levels of isolated, relaxed
pyrroline indicates that the broadened peak can be associated with two molecular levels:
the molecular HOMO localized on the N lone pair, and the HOMO-1 state associated
with both the C-C n bond and N lone pair (Fig. 7¢). Analysis of the wavefunctions also
shows that more than one eigenstate at each high symmetry point in the Brillouin Zone
has a> 0.5 weight on N in this energy range. These wavefunctions are not completely
localized on the N atom but also have substantial weight on the rest of the molecule (Fig.
8¢).

The association of C-Si states with the N lone pair is likely to explain the breadth
of the lone pair peak. However, in contast to the more strongly coupled adsorbate states
in CsHg/Si, a positive substrate bias can decouple the lone pair states almost completely.
States with energies closer to the VBM become more heavily weighted on the lone pair
with increasing bias, resulting in an increasingly narrow lone pair peak (Fig. 10(h-k)). For
fields stronger than 0.38 V/A, an isolated highest occupied band associated with the N
lone pair is formed and its energy increases linearly with the applied field, eventually
crossing the VBM at ~1.0 V/A. If we assign a peak level to be the weighted average

energy of N-projected states contributing to the lone pair peak, we obtain an
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approximately linear relation between this peak level and the STM field strength, starting
from zero bias (Fig. 9¢). The lone pair peak here moves towards the VBM at a slower
rate than in amino-CsHs/Si (Fig. 9). This is consistent with the fact that the lone pair state
in amino-CsHg/Si is more localized on the N lone pair, which is in turn further from the
Si substrate than in pyrroline/Si, thus giving rise to a larger field-induced voltage drop
across the molecule for driving the state into the VBM.

Finally, we note that in contrast to CsHg/Si and amino-CsHg/Si, adsorbed
pyrroline distorts from its zero bias equilibrium geometry in the presence of an electric
field. Specifically, the angle between the N-H bond and the surface normal decreases
approximately linearly from 42° at zero bias to 22° at a field of ~1.0 V/A. The energy
stabilization due to relaxation in the fields are fairly small: 0.07 eV at ~1.0 V/A and
smaller for weaker fields. This structural distortion also has negligible effect on the lone
pair peak levels at all fields considered. However, the field-induced distortion does
decrease the energy of the o state, by 0.15 eV at a field of ~1.0 V/A.

6.2.6 Self-energy corrections for amino-CsHg/Si and pyrroline/Si

We now proceed to make a more quantitative estimate of the zero bias level
alignments in amino-CsHg/Si and pyrroline/Si using the GW approximation. For amino-
CsHg/Si, the GW (LDA) energy of the lone pair state is —2.8 (—1.6) eV at the I" point and
—-2.9 (-1.5) eV at the K point of the Brillouin Zone (Table 2b). For pyrroline/Si,
eigenstates with the largest molecular weight associated with the lone pair peak have GW
(LDA) energies of —1.9 (-1.1) eV at I" and -2.3 (-1.4) eV at K (Table 2¢). The net self-

energy corrections reported here are larger for lone pair states in amino-CsHg/Si than in

132

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



pyrroline/Si. This is consistent with the larger molecular weights of 0.7 and 0.9 in amino-
CsHg/Si compared to 0.6 and 0.5 in pyrroline/Si.
6.2.7 Concluding remarks

We have performed first principles calculations of cyclopentene, amino-
cyclopentene, and pyrroline on Si(001) to explore the possibility of molecular states
being driven into the band gap by external fields, a necessary condition for a previously
proposed resonant tunneling mechanism® for NDR. Our results indicate that this is only
possible for states that are sufficiently localized on the molecule and weakly coupled to
the substrate. The frontier molecular orbitals in cyclopentene/Si system are adsorbate
states that are strongly coupled to the substrate, while weakly coupled molecular states,
associated with o bonds in the molecule, have energies several eV below the VBM. Thus,
the NDR observed in low-temperature STM experiments on cyclopentene cannot be
explained by resonant tunneling through intrinsic molecular states as previously
suggested; its origin remains an open question. In contrast, the addition of N lone pairs to
the molecule, either in the form of an amine group or by incorporating N into the closed
ring, results in lone pair states near the VBM that can be driven into the band gap with
positive substrate biases.

It is important to note that very large fields are required to drive the lone pair
states into the VBM in the systems considered here. Therefore, further work is required to
optimize the conditions for resonant-tunneling based NDR. Our results allow us to
outline some considerations that may be important for this process. Firstly, we have
observed that the rate at which molecular states move towards the VBM can be enhanced

if they are predominantly localized in regions that experience a larger field-induced
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voltage drop from the substrate. Molecules with fused rings can be designed to position
the N lone pair further from the surface, for example. However, such localization may
also reduce the coupling between the orbitals and electrode, resulting in a reduction in
current and less pronounced NDR. Secondly, our calculations indicate that N lone pair
states have zero bias alignments that are closer to the Si VBM compared with intrinsic
molecular states associated with ¢ bonds. This is related to the shallower energy levels of
N lone pair states in the gas phase molecules compared with ¢ states. By choosing
molecules with shallow levels and tuning the Fermi level of the substrates (e.g. choosing
substrates with larger work functions or taking advantage of quantum confinement in
nanowires), it may be possible to fabricate systems with intrinsic molecular states aligned
closer to the lead Fermi level.

The resonant tunneling mechanism? for NDR is attractive because it potentially
relates nanoscale transport characteristics with intrinsic molecular levels of the system.
The realization of systems that can exhibit resonant-tunneling based NDR at lower fields
will undoubtedly require further experimental efforts to control and characterize the
atomic geometry of such systems, and theoretical efforts to understand the electronic
coupling, wavefunction character and level alignments in these systems. In this context, a
many-electron treatment is essential to determine accurate level alignments, taking into
account substrate-induced polarization effects® and correcting the Kohn-Sham

eigenvalues by as much as ~90% for localized molecular states that are relevant to this

problem.
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6.3 Additional details

In this section, I provide further details of the work described in Section 6.2; these
details were omitted to improve the flow of arguments.
6.3.1 Cyclopentene on B-doped Si(001)

The Si(001) sample in the NDR experiment on cyclopentene/Si (Ref. 22) was
degenerately doped with B (resistivity < 0.005 Q-cm). Based on previously published

work,”’ the dopant concentration is about 10'° cm™

, or one B dopant for every 5000 Si
atoms. The high activation energy for B diffusion in bulk Si (3.40 eV)*® and the absence
of prolonged annealing, as described in Ref. 22, suggest that surface segregation of B
dopants is unlikely. Nevertheless, since our results for cyclopentene on undoped Si(001)
do not seem to support the resonant tunneling mechanism for NDR, we proceed to
explore the influence of B dopants by investigating the effects of electric fields on
structures A-D given in Fig. 13. Due to computational limitations, the B concentrations in
these structures are about 100 times greater than expected in experiment. However, any

effect of B in the experiment is likely to be present also in systems with higher B

concentrations.
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FIG 13. Structures (a) A, (b) B, (¢) C and (d) D with B dopants. A and B have a c(4 x

4) unit cell (dashed black boxes in (a) and (b) (top view)), while C and D represent 0.5
ML coverage ((1 x 2) unit cell). Labels in A and B denote adsorption sites considered for
the respective B-doped Si(001) surfaces. The numerical subscript denotes the relative
number of B neighbors on the Si site. The most favorable adsorption sites, as shown here,

are (a) oy for Si(001) with subsurface B dimers and (b) B; for Si(001) with B addimers.

Structures A and B represent the most favorable adsorption geometries for
cyclopentene on a ¢(4 x 4) Si(001) surface with subsurface B dimers and B addimers
respectively. These arrangements of B atoms are the energetically most stable structures
reported by Bernholc et. al.>* for delta-doped B/Si(001) surfaces where a c(4 x 4)
reconstruction has been experimentally observed.>> B dopants are known to prefer
subsurface sites while a model of B addimers has also been proposed.®® These B

arrangements correspond to distinct physical regimes: B in the substitutional subsurface
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site is 4-fold coordinated while B in the addimer site is 3-fold coordinated. A subsurface
B atom forms 4 bonds with Si. On the molecule-free surface, the B-Si bond lengths are
2.17 and 2.06 A (for bonds involving Si atoms in the 3™ layer), and 1.99 and 1.98 A (for
bonds involving Si surface atoms). On the other hand, a B addimer atom forms 2 bonds
with Si and 1 bond with its partner B atom, with a B-Si bond length of 1.94 A and a B-B
distance of 1.65 A on molecule-free Si(001). The difference in coordination number
suggests that the subsurface B atoms are likely to be electrically active (consistent with
experiments on delta-doped B/Si(001)) while the B addimer atoms are likely to be more

neutral. >

Indeed, a Bader charge analysis indicates that a subsurface B atom has about 1
e/atom more than a B addimer atom. The larger charge transfer for subsurface B is also
manifested in changes in buckling angles of the Si(001) surface dimers. On clean B-free
Si(001), the dimer buckling angle is calculated to be 18°, in agreement with literature
values.* This buckling angle is related to the transfer of electrons from the so-called
Dgown atom to the D, atom, resulting in the presence (absence) of an electron lone pair on
the Dyp (Dgown) atom. Dy, therefore prefers sp> coordination and buckles up, while Dgown
prefers sp” coordination and buckles down.”® The dangling lone pair on Dyp, being
associated with the highest occupied band in Si(001), donates electrons to the B dopants
if the B atoms are electrically active. As a result, Dy, loses its preference for sp’
coordination, leading to a reduction in the buckling angle for the Si dimer. We find that
the buckling angle for the bare Si dimers remains 18° for the surface with B addimers.

However, with subsurface B dopants, the buckling angles are 0°, 1° and 14° for o, o

(and a'y) and ay respectively. The Si atoms attached directly to B (a4, a'; and o) are also
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lowered in height relative to Si atoms away from B (o), in agreement with the

literature.>

c(4x4) Adsorption | d(Si-Si)

structures energy (eV) (A)
Subsurface B
o (Structure A) -2.37 2.35
o -2.07 2.40
o’y -2.02 2.40
o -1.71 2.51
B addimers
B; (Structure B) -2.51 2.35
B -2.48 2.35
no Boron -2.55 2.35

TABLE 4. Adsorption energies and d(Si-Si) for c(4 x 4) structures. d(Si-Si) refers to
the Si-Si bond lengths for the Si atoms bonded to the molecule. For comparison, the
adsorption energy and d(Si-Si) value for 0.5 ML CsH;g on a 6-layered Si slab are -2.56 eV
and 2.35 A, very similar to the values in the last row for the undoped c(4 x 4) system

with 8 Si layers.

Table 4 gives the adsorption energies for cyclopentene on different adsorption
sites on the c(4 x 4) B-doped surfaces. The B addimer does not change the molecular
adsorption energy or geometry significantly. The most favorable adsorption site for the
system with subsurface B is o, the Si dimer farthest from the B dopants. Notice that the
corresponding binding energy is 0.18 eV smaller than for the undoped surface, indicating
that cyclopentene is more likely to bind far away from B dopants than near the subsurface
B. The binding energy decreases successively by 0.3 eV as the molecule is moved closer

to the B dopants to sites o; (and ') and a, respectively. This is consistent with the
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partial depletion of charge in Si atoms bonded directly to subsurface B. As cyclopentene
binds to Si via covalent C-Si bonds and C is more electronegative than Si, the molecule is
expected to prefer electron-rich binding sites. Our calculations indicate that the trend in
adsorption energies is related to the strain induced when Si atoms bonded to B also have
to share charge with the molecule. Cyclopentene adsorption at oj, o'y and o result in
charge depletion from the Si dimer at o, with the corresponding buckling angle
decreasing from 14° to 0°. This indicates that Si atoms bonded to the molecule contribute
less charge to the B dopants, with charge from the Si dimer at o) compensating for this
effect. Furthermore, the Si-Si bonds in o, a'y and o, weaken when the molecule binds to
each of these sites respectively. As shown in Table 4, the corresponding increase in Si-Si
bond lengths (d(Si-Si) defined in Table 4) at different adsorption sites appears to be
correlated with the trend in adsorption energies. Other geometrical features do not change
significantly upon adsorption, and the C atoms directly attached to Si share a C-C bond
that is 1.55-1.56 A for all systems. The molecular PDOS for the different adsorption sites

are also similar, with shifts in the o; level being at most 0.2 eV (Table 5).
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Adsorption site | E — Er (eV)
oo -16.7
o -16.5
o’y -16.6
o -16.5

TABLE 5. Kohn-Sham energies of the low-lying o, state in cyclopentene on B-doped
Si(001) at different adsorption sites. Notice that there is no clear correlation between

the o, levels and the adsorption energies.

Apart from the above systems, we also consider two other B-doped systems that
represent extreme possibilities. In structure C (Fig. 13c¢), the B atoms are frozen in the
bottom half of an 8-layered Si slab, and in structure D (Fig. 13d), the B atom is placed

just beneath the cyclopentene molecule.
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5 E-EfeV)
FIG 14. Molecular PDOS at zero bias (black) and in the presence of an electric field

(red) in structures (a) A, (b) B, (¢) C and (d) D. The electric fields for the red curves

are, in eV/A, 0.48, 0.48, 0.45, 0.35, for (a)-(d) respectively.

Figure 14 shows the molecular PDOS in Structures A-D at zero bias, and at an
STM field that is close to (or greater than) the critical field®* of 0.37 eV/A in the
experiment. The energies are referenced relative to Er here since the B dopants have been
explicitly included in the calculation. Comparison to Fig. 10(a-b) reveals that the
presence of B does not change the molecular PDOS significantly. In contrast to amino-
cyclopentene and pyrroline on undoped Si (Figs. 10(e-k)), there are no increasingly sharp
peaks in the molecular PDOS within 1 eV of Eg. As discussed in Section 6.2.3, there is
no significant voltage drop across B substituents in the Si substrate, so that association
with B dopants does not decouple the adsorbate states. This is further illustrated in Fig.
15 below, where the B PDOS is approximately independent of applied field, even for the

localized B-derived state in Structure C (Fig. 15¢). Relaxing the structures in the presence
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of the electric field results in negligible changes in atomic and electronic structure (with
relaxation energies of at most 0.02 V). Similar results are found for cyclopentene at

other adsorption sites (o, o1, o'y and BY).

-12
FIG 15. Boron PDOS at zero bias (black) and in the presence of an electric field (red)

in structures (a) A, (b) B, (¢) C and (d) D. The electric fields for the red curves are

given in the caption of Fig. 14.

6.3.2 Further details of methods

The density-functional calculations are performed using the projected augmented
wave method!’ (energy cutoff 400 ¢V) using LDA as implemented in VASP.'* We find
that LDA gives comparable results with GGA for atomic structures and relative energies
(Section 6.1). Geometry optimization is performed using a force convergence criterion of

0.01 eV/A. For 0.5 ML coverage, geometry optimization is performed with a Monkhorst-
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Pack k-point mesh of 2 x 2 except for the metallic B-doped systems (Structures C and D),
where a 4 x 4 mesh is used; total energies and densities of states are computed with a
denser, ['-centered mesh of 4 x 4. For the larger c(4 x 4) unit cell, geometry optimization
is performed with a Monkhorst-Pack mesh of 2 x 1 while total energies and densities of
states are computed with a I'—centered mesh of 4 x 2.

The Si(001) substrate is modeled by a slab of 6 or 8 Si layers, the bottom layer
being passivated by H atoms. The theoretical lattice constant for Si is used (theory: 5.40
A, experiment: 5.43 A) and the slab thickness is chosen based on the arrangement of B
atoms. The undoped slabs and the slab in Structure D are 6 layer thick: the bottom 2
layers are kept frozen in their bulk positions and the top 4 are relaxed. The c(4 x 4)
systems have 8 layer slabs, the top 5 of which are relaxed. In Structure C, there are 8 Si
layers, the bottom 4 of which are frozen in their bulk positions (the B atoms are in the 6™
Si layer). As mentioned in Section 6.2, the atomic and electronic structure of 0.5 ML
cyclopentene on Si is the same whether 6 or 12 Si layers are used to represent the
substrate.

Electric fields are applied normal to the slabs. The applied field is linear in the
region of the slab and molecule, and drops in the vacuum to maintain periodic boundary
conditions. Care is taken to get rid of artificial potential wells in the vacuum that may
trap charge. Fig. 16 shows the difference in local potential between a cyclopentene/Si
system in the presence of an external applied field, and that of the same system at zero
bias, averaged in the plane of the surface. The Si slab is much more effective in screening
the field than the molecule. Similar plots are obtained for other fields. We define the

‘STM field’ as the voltage drop, AV, divided by distance Az, in the region extending from
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the top plane of Si atoms to 10 A above it (10 A is a typical upper bound to the tip-
sample distance in STM). The Si VBM in the presence of applied fields is obtained by
adding to the Si VBM at zero bias, an energy difference equal to the change in local
potential at the top plane of Si atoms (averaged across the plane). The Si VBM obtained
thus is an estimate of that expected for doped Si, with no voltage drop within the Si slab.

Sislab molecule
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FIG 16. Difference in local potential between a cyclopentene/Si system with an
applied external field of 0.30 V/A, and the same system at zero bias. The local
potential is averaged in the plane of the Si surface, and dashed vertical lines mark the
atomic planes. Screening is much more pronounced within the Si slab than in the

molecule. The STM field, defined by AV/Az, is 0.38 V/A.
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