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Overview
• Introduction

• AI Blindspot project

• Spotting Risk in the machine learning

• Case study: YouTube video recommendations

• Group exercise





Blindspot Discovery Process

1. Purpose
2. Representative Data
3. Abusability
4. Privacy
5. Discrimination by Proxy
6. Explainability
7. Optimization Criteria
8. Generalization Error
9. Right to Contest



Root causes of algorithmic bias

Unconscious bias

• Diversity of teams
• Proxy variables 
• Real world context vs ideal models
• Lack of control over AI/ML pipeline
• Tradeoffs between competing goals
• Etc…

Structural inequalities
• Historical legacy in society
• Civil rights and anti-discrimination
• Protected classes
• Inclusion and equity
• Shifts in values
• Etc…



Case Study: YouTube recommendation algorithm







https://ai.google/research/pubs/pub45530

https://ai.google/research/pubs/pub45530


Feature selection

Content signals
• Metadata 
• Collaborative filtering
• Embedded video views
• Freshness
• Authoritative sources
• Etc…

User signals
• Video view history
• Search history
• Location and language
• Time since last watched
• Age
• Etc…



Abusability

Ranking by click-through rate often promotes deceptive videos that the user does not complete (“clickbait”) 
whereas watch time better captures engagement



Optimization 
Criteria

Ranking by click-through rate often promotes deceptive videos 
that the user does not complete (“clickbait”) whereas watch 
time better captures engagement 



Generalization 
Error



Purpose

???
What is the purpose of the YouTube recommendation algorithm?



Group Exercise

• Form groups of 5 people
• Choose an application of machine learning in the following domains

• Employment
• Education
• Finance
• Healthcare
• Courts
• Housing
• Facial recognition

• Use the AI Blindspot cards to spot and mitigate risks in the AI system


