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A B S T R A C T   

Natural ventilation is a promising approach to provide passive cooling in highly energy efficient buildings. A 
widely applied method to evaluate the performance of natural ventilation is computational fluid dynamics (CFD). 
However, dynamic modeling of natural ventilation from 1 h to the next is very challenging because state-of-the- 
art CFD simulations treat windows as fixed wall boundary surfaces. The objective of this study is to propose a 
direct forcing approach to implement dynamic window operations in CFD simulations. The direct forcing 
approach marks a band of computational cells according to window positions, and adds an ad-hoc body force to 
the momentum equations and turbulence production term to the kinetic energy equation. The direct forcing 
approach shows a high level of performance when predicting volume flow rates through window apertures. The 
relative deviation was found to vary between 2.2% and 14%, depending on the reference wind speeds. Direct 
forcing also showed good performance when predicting the height of the neutral plane when the wind incident 
angle was less than 135◦. The direct forcing approach can be applied to study the dynamic daily or weekly CO2 
variations in naturally ventilated buildings with predefined control algorithms. Future work will consider the 
influence of wall shear stresses and zero normal velocity to improve the accuracy of the direct forcing approach 
as applied to wind incident angles larger than 135◦.   

1. Introduction 

Global warming is evidenced by the relentless rise in the level of 
atmospheric carbon dioxide (CO2), which since the 1950s has increased 
from 300 ppm to 420 ppm. The US is currently responsible for 21% of 
the global CO2 emissions, of which 98% originates from energy con
sumption [1]. Residential and commercial buildings account for 41% of 
the energy use in the US [2], and are significant components that 
exacerbate climate change. In response to this enormous building energy 
consumption, federal and state governments have promulgated regula
tory mandates to achieve zero-energy building targets by 2050 [3]. An 
ongoing challenge with zero-energy buildings is how to reduce the en
ergy use for space cooling, heating, and ventilation, which accounts for 
60%–70% of the total energy consumption [4]. Earlier studies have 
shown that natural ventilation is a promising approach to provide pas
sive cooling and satisfy the requirements of fresh air and thermal com
fort [5]. Natural ventilation is driven by wind pressure and buoyancy 
forces, without the electricity consumption or limited energy use 
required for motors to operate windows, and as such it is a sustainable 

method for improving building energy efficiency. 
Natural ventilation through single-sided openings in buildings is an 

energy-efficient method for adjusting indoor thermal comfort. One 
challenge with single-sided natural ventilation is determining the 
ventilation rate. Gough et al. [6] conducted a full-scale experiment to 
test the single-sided ventilation rates of small window openings in a 
sheltered building in a limited staggered array in order to simulate 
turbulent flows in dense urban areas. The result showed that including 
wind direction and turbulence intensity could improve the accuracy of 
ventilation rate predictions. Gough et al. [7] compared tracer gas and 
pressure-based methods for measuring single-sided natural ventilation, 
and concluded that there was no discernible linear relationship between 
the ventilation rates obtained from the two methods. Liu et al. [8] 
applied computational fluid dynamics (CFD) to study the effects of 
entrance type on natural ventilation in a subway station. The authors 
revealed that the pressure coefficients used to determine ventilation 
rates were affected by both outdoor and indoor airflows. Arinami et al. 
[9] performed large-eddy simulations (LES) to evaluate the effects of 
guide vanes and adjacent obstacles on the effectiveness of single-sided 
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natural ventilation. They incorporated the concept of fresh air arrival 
rate to quantify the contribution of fluctuating velocities to the venti
lation rate. Pan et al. [10] developed a simple model for calculating 
ventilation rate for an apartment with single-sided natural ventilation 
that considered both buoyancy and pressure effects. The model showed 
an average error of 13.1% and a better performance than existing 
models in literature. Larsen et al. [11] compared the EN16798–7:2017 
new equation and EN15242:2007 old equation for single-sided natural 
ventilation to wind tunnel measurements, full-scale measurements, and 
CONTAM calculations in order to clarify whether the new equation was 
more accurate. The authors concluded that the new equation predicted 
the average airflow rate in a more conservative way. King et al. [12] 
developed time-dependent CFD models to study the single-sided natural 
ventilation of a cubic building under eight wind directions. Their results 
showed that vortex shedding from upwind buildings provided pulsating 
ventilation. Marzban et al. [13] developed an evolutionary approach 
based on a genetic algorithm for designing façades with single-sided 
natural ventilation. The model enabled mapping of the façade design 
options and evolution of the performance targets. Wang et al. [14] used 
CFD simulations to test typical windows in order to evaluate their 
buoyancy-driven single-sided ventilation performance. The results 
showed that buildings’ thermal flow profiles varied by window type 
even with the same opening areas, and provided relevant analytical 
equations for calculating flow estimations. Their work also indicated 
that it was not suitable to use fixed constant discharge coefficients to 
estimate ventilation rates for real-world window configurations. Zhou 
et al. [15] developed a model for predicting the total flow rate for 
single-sided natural ventilation. The new model showed that pulsating 
flow determined the total flow rate when the window opening area was 
small, and mean flow determined the total flow rate in the case of larger 
window opening areas. 

The complexity of control strategies for operating windows often 
prevents the broad application of natural ventilation. Applying heuristic 
control algorithms to natural ventilation systems may lead to zero-hours 
of ventilation in the summer in hot-summer climate zones [16]. 
Conversely, model predictive control is able to trigger natural ventila
tion at different hours of the day, resulting in cooling energy savings of 
up to 13% [16]. Compared to mechanical ventilation, the implementa
tion of control strategies for natural ventilation requires further study 
regarding outdoor environmental factors including wind speed, wind 
direction, outdoor air temperature, and outdoor air quality. This is due 
to the inherent nature of natural ventilation: its coupling of the outdoor 
and indoor environments [17]. For example, outdoor air pollutants can 
reduce the use of natural ventilation by 5%–70%, depending on the level 
of pollution [18]. 

Various control strategies have been proposed for natural ventila
tion, including spontaneous occupant control, informed occupant con
trol, heuristic automatic control, model predictive control [16], and 
demand control based on the indoor CO2 level [19]. These control 
strategies are rarely tested and implemented in full-scale buildings [20]. 
This may be due to an inadequate number of buildings designed with 
natural ventilation and sophisticated software platforms for testing 
control algorithms. Another likely reason is that very few efficient 
methods exist for checking whether a natural ventilation system can 
provide sufficient fresh air. It is challenging to monitor and predict air 
exchange rates for different opening angles [21]. Natural ventilation 
rates are affected by dynamic weather conditions, urban morphology 
[22], building layout and orientation, and especially the size, position, 
and shape of window apertures [23]. The methods available for deter
mining natural ventilation rates are tracer gas decay, constant tracer gas, 
and pressure difference [24]. Tracer gas decay method is used to 
determine indoor ventilation rates under static wind conditions [25], 
and is not appropriate for dynamic monitoring to provide data for nat
ural ventilation control. Constant tracer gas can be used to estimate 
dynamic natural ventilation rates with varying external wind condi
tions; it has been applied to livestock buildings, with respired CO2 

serving as a natural tracer gas [26]. However, it is not feasible for res
idential and commercial buildings, as it will interfere with daily oper
ations due to public health and safety considerations. The pressure 
difference method can predict volume flow rates through window ap
ertures, but its agreement with the tracer gas method is often poor [27]. 
The pressure difference method requires knowledge of the discharge 
coefficient as it changes with the external wind direction, making it 
difficult to use in determining dynamic natural ventilation rates [27]. 
Therefore, in the existing literature, these control strategies have 
generally been tested and implemented in modeling tools [28] such as 
EnergyPlus [29]. Airflow network models [30] have been built in 
EnergyPlus to calculate dynamic ventilation rates through window 
openings that are simplified with the effective opening area method 
[31]. However, the type of window has been found to have a significant 
impact on the quantification of airflow rate through the window open
ing [32]. 

In order to consider window configurations in detail, CFD can be 
applied to calculate the natural ventilation rate [33]. The majority of 
state-of-the-art CFD models are essentially static simulations of natural 
ventilation that focus on the influence of wind conditions [34], opening 
positions [35], opening shapes [36], the configuration of windows [37], 
etc. [38]. Transient CFD with LES has been applied to natural ventilation 
problems since the 1990s [39]. The existing LES are adopted to address 
the influence of turbulence [40] on volume flow rates through window 
apertures. These transient simulations essentially provide static venti
lation rates for specified building dimensions [41] and window config
urations [42] under specific wind conditions. Few CFD simulations have 
investigated dynamic ventilation rates under varying wind conditions 
and window opening angles. One constraint on dynamic CFD simula
tions of natural ventilation is the extremely long computational time 
compared to airflow network models. It has been shown that weekly 
simulations can offer insights into the dynamic functions of natural 
ventilation control strategies [31]. Weekly simulations with CFD are 
feasible, considering the current computational power and resources 
available. CFD has already been applied to predict indoor CO2 concen
trations for several hours in one multi-story apartment with natural 
ventilation [43]. However, window type and opening angle were not 
considered. 

Window type and opening angle are essential components when 
using CFD as a modeling framework to test natural ventilation control 
strategies. Current technology for the dynamic modeling of automatic 
window operations requires the concept of moving mesh [44]. The 
window surface is defined as a moving object. The mesh is locally 
adapted and refined near the surface when the window is operated at a 
new angle. The moving mesh method takes a lengthy amount of time 
and can easily lead to stability issues for complex geometries. 
Pre-establishing multiple window surfaces is also a recently proposed 
method that can be implemented at several pre-defined opening angles 
[45]. When the window is operated from one discrete angle to another, 
the nodes representing the wall surface at the previous angle are altered 
to internal nodes. The internal nodes representing the current angle are 
changed to wall boundary nodes. The pre-defined surfaces form small 
angles between one another, and the mesh cells are generally skewed in 
such regions. Therefore, a new approach representing automatic win
dow operations is needed for dynamic modeling of natural ventilation. 

Based on the above literature review, several research gaps regarding 
natural ventilation have been identified. 1) It is difficult to determine 
natural ventilation rates. 2) CFD is an appropriate tool for estimating 
natural ventilation rates; however, effective approaches do not exist for 
simulating the dynamic operation of windows to predict dynamic 
ventilation rates under different time-dependent weather conditions. 
The objective of this study is to develop a mathematical model repre
senting dynamic window operations in CFD simulations. The perfor
mance of the new window model has been validated against the 
conventional method, which treats window surfaces as wall boundaries. 
A dynamic CFD modeling framework has been established based on the 
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new dynamic window model and used as a testbed for natural ventila
tion control algorithms. Demand ventilation control based on indoor 
CO2 level has been implemented in the dynamic modeling framework 
and used to demonstrate the ability of the framework to dynamically 
model building natural ventilation. 

2. Materials and methods 

2.1. A simplified direct forcing approach for dynamic window operation 
in CFD 

In conventional CFD simulations, windows providing natural venti
lation are modeled as wall boundary surfaces (see Fig. 1a). The window- 
wall surface is immersed in the air domain. The grid has to conform to 
the boundary. The challenges in applying the wall boundary method to 
the dynamic modeling of natural ventilation are as follows:  

1) Changes in the window’s opening angle require using moving mesh.  
2) When the window is open at a small angle (<10◦), the conformed 

cells near the window surface are highly skewed, even for unstruc
tured tetrahedral mesh. 

Due to the aforementioned challenges, a simplified direct forcing 
approach is proposed as a means of mimicking the effect of wall 
boundary conditions at the physical surface of the window. The direct 
forcing approach marks a band of cells (see Fig. 1b), according to the 
window’s opening angle and adds an ad-hoc body force to the mo
mentum equations. It was assumed that the body force could be repre
sented by the following direct pressure force: 

−
1
ρζ

Ui|Ui| (1)  

where Ui is the mean air velocity component in the xi direction [m s− 1], 
xi is the Cartesian coordinate [m], ρ is the density of air [kg m− 3], and ζ 
is the length scale [m]. The turbulence production of the window-wall 
surface is modeled as: 

1
ζ

(

|U1|
3
+ |U2|

3
)

(2)  

where U1 and U2 are the mean wind velocity components in the hori
zontal direction. The merit of the direct forcing approach is that a simple 
structured mesh (see Fig. 1b) can be generated to improve computa
tional efficiency. 

2.2. Test cases 

The simplified direct forcing approach was tested in a cubical 
building (see Fig. 2) with single-sided natural ventilation. The di
mensions of the building were 3.6 m × 2.4 m × 3.3 m and it had a 
window opening of 1 m × 1 m. The window was open at an angle of 30◦. 
The CFD simulations were performed using Ansys Fluent [46]. The 
computational domain was chosen following the AIJ guidelines [47], 
and had dimensions of 66 m × 66 m × 16.5 m. The enlarged horizontal 
dimensions allowed for the simulation of scenarios with different wind 
incident angles. The total cell number was 1.4 million; the smallest cell 
distance was 0.25 m, based on a mesh convergence study. The speed of 
the approaching wind was assumed to obey a power law profile with an 
exponent of 0.14. The reference wind speed and direction varied in 
different test cases (see Table 1). Choices among the four reference wind 
speeds were made to ensure the validity of the direct forcing approach 
within a large span of external wind conditions. The reference height for 
the reference wind velocities was 8.5 m. The turbulence fluctuation at 
the inlet boundary was approximated using a widely validated method 
[48]. The inlet and outlet were determined by the wind’s incident angle. 
For example, when the wind approached at 45◦, the two lateral and 
upwind surfaces were specified as inlets and the two lateral and 
downwind surfaces were defined as outlets. A fixed pressure was 
imposed at the outlet. A symmetrical boundary condition was imposed 
at the top of the domain. The other surfaces were defined as wall 
boundary surfaces. Wall functions were applied to solve the airflow near 
the wall surfaces. The scalable wall function applied in this study 
blended a standard wall function and low Reynolds number formulation, 
based on a critical y+ value of 11. The Reynolds-averaged Navier-Stokes 
(RANS) equations with the realizable k-ε model [49] were adopted to 
solve the turbulent flow. The advection terms in the governing equations 

Fig. 1. Cross-section view: (a) the wall boundary and (b) simplified direct forcing approaches to represent window operation in CFD.  

Fig. 2. Building geometry.  
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were discretized by a second-order upwind scheme. The SIMPLE algo
rithm was adopted for velocity-pressure coupling. 

2.3. Dynamic simulations 

The motivation for developing this direct forcing approach was to 
facilitate dynamic simulations of natural ventilation with dynamic 
windows operations. Thus, dynamic simulations were applied to the 
same cubical building (see Fig. 2). The transient RANS equations were 
solved at a timestep of 1 second. The time term was discretized by a first- 
order implicit scheme. The other numerical schemes were the same as in 
the test cases. Time-dependent external wind profiles were applied at 
the inlet. The profiles followed the power law with an exponent of 0.14. 
The reference wind speeds were sampled every 5 minutes from a local 
weather station on the roof of the building (11 m above ground) and 
normalized by the maximum wind speed (3.3 m s− 1) during the 10 
sample hours. The normalized reference wind speed is shown in Fig. 8. 
The wind direction was almost constant during the 10 sample hours. The 
symmetrical boundary condition was imposed at the top and lateral 
sides of the domain. Fixed pressure was applied to the outlet boundary. 
The other surfaces were defined as wall boundary surfaces. A single 
occupant was assumed to generate 500 L of CO2 per day. The generation 
of CO2 was added to a cubical volume of 0.1 m3 that was 1 m above 
ground. The cubical volume mimicked the CO2 stream from the mouth 
of a sitting person. Heat transfer was not included in this study because 
the major objective of the research was to test the performance of the 
direct forcing approach when representing dynamic window operations. 
The window was operated according to the indoor CO2 level to mimic 
the demand ventilation control. Variations in the CO2 concentration 

were implemented by a pre-defined occupancy schedule (see Fig. 3). The 
choice of occupancy schedule was not based on a practical situation. 
Instead, the schedule ensured time-dependent CO2 variations in the 
room. Hence, the windows could be operated more frequently to test the 
performance of the direct forcing approach. The rule for the CO2-based 
demand ventilation control is shown in Table 2; the outdoor CO2 con
centration was assumed to be constant (400 ppm). In total, 10 hours of 
one day were simulated to demonstrate the dynamic indoor environ
ment resulting from the CO2-based demand control. 

2.4. Parameters for evaluating the performance of the direct forcing 
approach 

The first parameter for evaluating the performance of the direct 
forcing approach was the mean volume flow rate (Qw) through the 
window aperture: 

Qw =
1
2
⃒
⃒Uw,i

⃒
⃒ΔAw,i (3)  

where Uw,i is the ith velocity component through the window opening 
and ΔAw,i is the ith area component of the associated cell. The Einstein 
summation rule applies to Equation (3). The second parameter used to 
evaluate the performance of the direct forcing approach was the height 
of the neutral plane at the window opening aperture. The neutral plane 
is the position where the outdoor and indoor static pressures are equal. 
Quantification of the height of the neutral plane is a crucial input for 
other models such as semi-empirical approach [32]. 

2.5. Validation of the realizable k-ε model for single-sided natural 
ventilation 

The wind tunnel experiment for single-sided natural ventilation [39] 
was adopted in this study to verify and validate the CFD analyses. The 
dimensions of the building model for the wind tunnel experiment are 
shown in Fig. 4. The horizontal air velocities measured along the three 
vertical lines (i.e., the red dashed lines) were compared with the data 
extracted from the CFD simulation, based on the realizable k-ε turbu
lence model. The horizontal velocities from both the experiment and 
CFD were normalized by the reference velocity at the inlet and are 
shown in Fig. 4. The solid lines in the velocity profiles represent the CFD 
simulation results obtained in this study. The circles indicate the 
experimental results. Very good agreement inside the building space 
(below 0.25 m) was observed between the experiment and simulation. 

3. Results 

3.1. Volume flow rates through the window aperture 

The volume flow rates through the window aperture for the two 
approaches are compared in Fig. 5, including the conventional CFD 
method that treats the window surface as a wall boundary and the 
simplified direct forcing approach. The direct forcing approach was able 
to predict the volume flow rate when the approaching wind was 
perpendicular to the window aperture (see Fig. 5a). The maximum 
relative deviation was 14%, which occurred at a low reference wind 

Table 1 
Simulation cases, boundary conditions, and window representation approach.  

Case Wind incident angle Wind speed Approach 

1_1 0 3.5 Wall boundary 
1_2 0 5.4 Wall boundary 
1_3 0 9 Wall boundary 
1_4 0 12 Wall boundary 
1_5 45 3.5 Wall boundary 
1_6 90 3.5 Wall boundary 
1_7 135 3.5 Wall boundary 
1_8 180 3.5 Wall boundary 
2_1 0 3.5 Direct forcing 
2_2 0 5.4 Direct forcing 
2_3 0 9 Direct forcing 
2_4 0 12 Direct forcing 
2_5 45 3.5 Direct forcing 
2_6 90 3.5 Direct forcing 
2_7 135 3.5 Direct forcing 
2_8 180 3.5 Direct forcing 

Zero-incident wind angle or direction is defined as perpendicular to the window 
opening. 

Fig. 3. Pre-defined occupancy schedule.  

Table 2 
Window opening angle versus indoor CO2 level.  

Indoor CO2 concentration (ppm) Window opening angle (◦) 

≤500 0 
500–700 10 
700–900 20 
900-1100 30 
1100–1300 40 
>1300 50  
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speed of 3.5 m s− 1. When the wind speed increased, the relative devi
ation decreased to a value below 2.2%. With the increase in wind speed 
from 3.5 to 12 m s− 1, the volume flow rate increased from 0.042 m3 s− 1 

to 0.186 m3 s− 1, as predicted by the direct forcing approach. The direct 
forcing approach also showed a very good ability to predict the volume 
flow rate between incident angles of 0◦ and 135◦. The largest relative 
deviation was 14%. For the wall boundary method, the volume flow rate 
decreased from 0.049 m3 s− 1 to 0.044 m3 s− 1 when the incident angle 
changed from 0◦ to 45◦. However, the direct forcing approach showed 
an increase in the volume flow rate from 0.042 m3 s− 1 to 0.048 m3 s− 1. A 
large deviation of 50% at 180◦ was found between the two approaches. 

3.2. Height of the neutral plane 

The vertical profiles of the velocity component perpendicular to the 

window aperture were similar at different positions in the aperture 
when the approaching flow was perpendicular to the window aperture. 
The profile at the center of the aperture is shown in Fig. 6. Very good 
agreement was found between the profiles predicted by the two ap
proaches. The difference in the velocity component became larger when 
the wind speed increased. The neutral plane is the location where the 
perpendicular velocity is zero. Hence, the height of the neutral plane 
was 1.60 m irrespective of the external wind speeds, and the neutral 
level was at about 45% of the window height from the window bottom. 
The heights of the neutral planes for different wind incident angles are 
shown in Fig. 7. At the 0◦ incident angle, the height of the neutral plane 
was horizontally independent, 1.60 m and 1.56 m for the wall boundary 
method and direct forcing approach, respectively. The relative differ
ence was only 2.5%. At the 45◦ incident angle, the height of the neutral 
plane increased from 1.17 m at the upwind side (negative Y) to 1.81 m at 

Fig. 4. Validation of the single-sided natural ventilation with wind tunnel data [39]. Circles: wind tunnel data; Solid lines: CFD data. H is the height of the building 
geometry for validation, Z is the coordinate in the vertical direction, U and V are horizontal velocities, and Uref is the reference velocity at the inlet. 
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the downwind side (positive Y) for the wall boundary method. The 
maximum relative difference between the two methods was 8.5%. A 
noticeable difference was the starting and ending horizontal locations of 
the neutral plane height. The starting locations were at − 0.1 m and 
− 0.2 m for the wall boundary and direct forcing approaches, respec
tively. The ending locations were at 0.2 m and 0.3 m for the wall 

boundary and direct forcing approaches, respectively. At the 90◦ inci
dent angle, the height of the neutral plane decreased from 2.11 m at the 
upwind side to 1.19 m at the downwind side for the wall boundary 
method. The height predicted by the direct forcing approach decreased 
from 2.05 m to 1.55 m. The two methods predicted the same starting 
point at − 0.1 m, but different ending points, 0.3 m and 0.1 m for the wall 
boundary method and direct forcing approach, respectively. At the 135◦

incident angle, at the same horizontal location, the wall boundary 
method predicted two neutral plane heights. However, the direct forcing 
approach could not reproduce the complicated shape of the neutral 
plane. At the 180◦ incident angle, the height of the neutral plane esti
mated by the wall boundary method depended on the horizontal loca
tion; the average value was 1.67 m. The height of the neutral plane 
predicted by the direct forcing approach was nearly independent of the 
horizontal locations: 1.75 m. 

3.3. Dynamic modeling 

The objective of the dynamic modeling was to demonstrate the 
performance of the direct forcing approach when representing the dy
namic window operations that provide better natural ventilation and 
control over the CO2 concentration level in a room. The direct forcing 
approach showed good overall performance, especially when the wind 
approached at angles between 0◦ and 135◦. The direct forcing approach 
was applied to a CFD model to study the dynamic CO2 variations in a 

Fig. 5. Comparison of volume flow rates through the window aperture between the wall boundary (Wall) and direct forcing (Model) approaches under different: (a) 
wind speeds and (b) wind incident angles. 

Fig. 6. Heights of the neutral plane under different wind speeds. The wind 
incident angle was 0◦. Wall: wall boundary method; Model: simplified direct 
forcing approach. 

Fig. 7. Heights of the neutral plane under different wind incident angles. The 
wind speed was 3.5 m s− 1. Wall: wall boundary method; Model: simplified 
direct forcing approach. 

Fig. 8. Dynamic simulation of single-sided demand-controlled natural venti
lation using the simplified direct forcing approach. Black lines: dimensionless 
outdoor wind speeds (Umax = 3.3 m s− 1); Red lines: indoor CO2 concentration 
(ppm) at a monitored location; Blue lines: ratio of window opening angle to the 
maximum opening angle (50◦). (For interpretation of the references to colour in 
this figure legend, the reader is referred to the Web version of this article.) 
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cubical building with single-sided natural ventilation. The external wind 
speeds were sampled every 5 min from a local weather station on the 
roof of the building and normalized by the maximum wind speed during 
the sampled 10 hours. The wind direction was almost constant during 
those 10 hours. At the start of the dynamic simulation, the windows 
were closed and an occupant scheduled to enter the room. The CO2 
concentration in the room elevated, due to the presence of the occupant. 
When the CO2 level was above 500 ppm, the window was operated to 
open. The maximum angle of opening was set to 50◦. The ratio of the 
window’s opening angle to the maximum opening angle is shown in 
Fig. 8. Variations in the CO2 concentration was the combined result of 
the window operation and number of occupants. According to the rule of 
demand control (see Table 2), the maximum opening ratio needed to be 
60% to maintain the CO2 level below the set-point value of 1100 ppm. 
During hours 12 and 13, the window was closed and the natural venti
lation rate was zero. Since there were no occupants, the CO2 concen
tration at the monitored position began to decrease, due to the diffusion 
effect. The CO2 concentration in the room did not reach a steady state 
within 1 hour. Fig. 8 shows that the direct forcing approach can be 
implemented to facilitate the dynamic modeling of natural ventilation 
with pre-defined control algorithms and used to evaluate the daily or 
weekly performance of those control algorithms. 

The maximum dynamic CO2 concentration was compared to a 
steady-state CO2 concentration when four persons were in the test 
building (see Fig. 2). The steady-state calculation was applied to the 
maximum wind speed of 3.3 m s− 1 (see Fig. 8). According to Fig. 5, the 
ventilation rate was about 0.05 m3/s. On average, a person breathes out 
500 L of CO2 per day (5.78 × 10− 6 m3 s− 1). The increase in total CO2 
concentration in the room could thus be calculated as 4 × 5.78 × 10− 6/ 
0.05 × 106. The steady-state CO2 concentration was about 864 ppm. The 
maximum CO2 concentration was 1096 ppm, according to the dynamic 
calculation. One reason for the difference was the constant (3.5 s− 1) and 
higher external wind speeds for the steady-state calculation. The wind 
speeds for the dynamic calculation varied from 0.5 to 3.3 m s− 1. 
Therefore, CO2 accumulated in the room during the dynamic operation 
of the windows. Another reason is the assumption of well-mixing for the 
steady-state calculation. The CO2 concentration was assumed to be 
uniform in the room for the steady-state calculation. However, the CO2 
distribution for the dynamic case was non-uniform due to air circulation 
(see Fig. 10). Compared to the steady-state situation, more CO2 stayed in 
the room in the dynamic situation. The comparison between the 
maximum CO2 concentration for the dynamic case and uniform steady- 

state CO2 concentration justified the rationale for using the direct 
forcing approach in the dynamic simulation. 

4. Discussion 

The direct forcing approach showed good performance for various 
wind speeds when the wind approached perpendicular to the window 
aperture. Satisfactory performance was also achieved when the wind’s 
incident angle was smaller than 135◦.The direct forcing approach could 
not reproduce the complicated shape of the neutral plane for wind with 
an incident angle of 135◦ (see Fig. 7). At a 180◦ incident angle, the 
volume flow rate through the window aperture predicted by the direct 
forcing approach was about half of that calculated by the wall boundary 
method. The reason for the deviation could be explored by studying the 
forces (see Fig. 9) induced by treating the window surface as a wall. The 
static pressure (P), wall shear stresses (τ), and Reynolds stresses (R) are 
shown in Fig. 9 for different wind speeds and incident angles. The forces 
were normalized by the dynamic pressure based on the reference wind 
speed at the inlet. The wall shear and Reynolds stresses were scaled up 
by factors of 1000 and 100, respectively. The Reynolds stresses (Rij) 
were approximated by the Boussinesq relationship: 

Rij = μt

(
∂Ui

∂xj
+

∂Uj

∂xi

)

−
2
3

ρkδij (4)  

where μt is the turbulent viscosity, k is the turbulent kinetic energy, and 
δij is the Kronecker delta. 

When the approaching wind was perpendicular to the window 
aperture, the normalized static pressure on the window surface 
increased from 0.75 to 0.93 with the increase in wind speed from 3.5 m 
s− 1 to 12 m s− 1. The dominant dimensionless Reynolds stresses were in 
the normal direction and varied between − 0.85 × 10− 2 and − 1.25 ×
10− 2. The direct forcing approach using Equations (1) and (2) repre
sented these forces well. Therefore, the direct forcing approach showed 
good agreement with the wall boundary method under these circum
stances. The wall shear stresses were invariant with the increase in wind 
speed. The dominant normalized wall shear stresses were − 0.20 × 10− 3 

in the horizontal direction and 0.34 × 10− 3 in the vertical direction. 
Neglecting the effect of wall shear stresses in the direct forcing approach 
did not induce significant errors as compared to the wall boundary 
method. 

At the 45◦ incident angle, the dimensionless static pressure dropped 
to 0.45, as compared to at a 0◦ incident angle. This is why the airflow 

Fig. 9. Static pressure, wall shear stresses, and Reynolds stresses for the window surface open at 30◦ under different: (a) Reynolds numbers and (b) wind inci
dent angles. 
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volume rate predicted by the direct forcing approach at 45◦ was larger 
than that at 0◦. The dimensionless wall shear stress in the y direction 
increased to 0.34 × 10− 3 and caused the volume flow rate predicted by 
the wall boundary method to decrease compared to the value at 0◦. At 
the 90◦ incident angle, neglecting the wall shear stress in the y direction 
also led to an overestimation of the volume flow rate by the direct 
forcing approach, as compared to the wall boundary method. The 
dimensionless wall shear and Reynolds stresses were very small. Hence, 
the relative deviation in the volume flow rate between the two ap
proaches was also very small. However, the difference in shapes of the 
neutral plane at the 135◦ incident angle were large, which may be due to 
other constraints on the wall boundary method, which are discussed 
below. The dimensionless static pressure was 0.22 at the 180◦ incident 
angle, the smallest among the different wind directions. This is why the 
volume flow rate predicted by the wall boundary method was the largest 
at the 180◦ incident angle. The wall shear and Reynolds stresses became 
larger than those at 135◦. These forces were not well represented in the 
direct forcing approach for 180◦ and led to large errors in volume flow 
rate between the two approaches. 

At the 135◦ incident angle, the substantial difference in the shapes of 
the neutral plane may be due to the inability of the direct forcing 
approach to set the normal velocity to zero. Therefore, the airflow pat
terns obtained by the two approaches were different near the region 
occupied by the window surface. The airflow patterns near the window 
surface are demonstrated in Fig. 10. It can be seen that the two ap
proaches predicted similar indoor airflow patterns except near the 
window surface. The direct forcing approach neglected the constraint of 
zero normal velocity on the wall surface, inducing errors in airflow 
patterns near the window surface. Hence, the direct forcing approach 
was not able to represent the shape of the neutral plane at the 135◦

incident angle. 
Attention also needs to be paid to the volume flow rate through the 

window aperture. Due to the window surface of the hopper windows, 
the volume flow rate was generally not the same as the indoor ventila
tion rate because part of the volume flow rate was directly reflected 

outside by the hopper window. The indoor ventilation rate must be 
determined by the tracer gas decay method in CFD. For example, the 
indoor ventilation rate was 0.027 m3 s− 1 and 0.033 m3 s− 1 for the wall 
boundary method and direct forcing approach, respectively, when the 
reference wind speed was 3.5 m s− 1 and the incident angle 0◦. The in
door ventilation rates were much lower than the volume flow rate 
through the window aperture. 

5. Conclusions 

Dynamic modeling of natural ventilation can be challenging using 
conventional CFD simulations that treat windows as wall boundary 
surfaces. This study presents a direct forcing approach to implement 
dynamic window operation into CFD simulations. The direct forcing 
approach marks a band of computational cells according to the window 
position, and adds an ad-hoc body force to the momentum equations and 
turbulence production term to the kinetic energy equation. Compared to 
the wall boundary method, the direct forcing approach showed good 
performance with regards to predicting the volume flow rate through 
the window aperture. At high external wind speeds (12 m s− 1), the 
relative deviation between the wall boundary and direct forcing ap
proaches was 2.2%, while such deviation increased to 14% at low 
external wind speeds (3.5 m s− 1). The direct forcing approach was able 
to accurately calculate the height of the neutral plane when the 
approaching wind was perpendicular to the aperture of the hopper 
window. The height of the neutral plane was 1.60 m, irrespective of the 
external wind speed. When the wind incident angle was smaller than 
135◦, the direct forcing approach was able to satisfactorily predict the 
profile of the neutral plane for the window aperture. The direct forcing 
approach could not reproduce the complicated shape of the neutral 
plane for a wind incident angle of 135◦. The substantial difference might 
be due to the inability of the direct forcing approach to impose zero 
normal velocity on the wall surface. At a 180◦ incident angle, the volume 
flow rate through the window aperture predicted by the direct forcing 
approach was about half of that calculated by the wall boundary 

Fig. 10. Comparison of indoor airflow patterns between: (a) the wall boundary method and (b) simplified direct forcing approach.  
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method, because the impacts of wall shear and Reynolds stresses became 
more significant and were not well represented by the direct forcing 
approach for 180◦. The direct forcing approach showed good perfor
mance with regards to the dynamic CO2 variations in a cubical building 
with single-sided natural ventilation, as well as for evaluating the daily 
or weekly performances of control algorithms. In the future, the direct 
forcing approach should consider the influence of the wall shear stresses 
and zero normal velocity to obtain higher accuracy. Nevertheless, the 
direct forcing approach is promising for dynamic simulations of natural 
ventilation and testing window control algorithms in the time range of 
one day to one week. 

The development of the direct forcing approach is instrumental for 
different natural ventilation control algorithms such as model predictive 
control. The wall boundary method is very difficult to use for dynamic 
simulations, and prevents performance tests of control algorithms. For 
example, a CFD model using the direct forcing approach to represent 
windows can be applied as a testbed to evaluate whether model pre
dictive control is able to maintain lower indoor CO2 concentrations as 
compared to other control algorithms. One limitation of this research is 
that current models do not consider thermal conditions and real build
ings in an urban setting. Future work will incorporate buoyancy force 
due to temperature gradient, and a model will be developed and tested 
for a real building. 
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