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Abstract

We analyze how demand conditions faced by a firm in its export markets affect

its innovation decisions. We exploit exogenous firm-level export demand shocks and

find that firms respond by patenting more; furthermore this response is driven by

the subset of initially more productive firms. The patent response arises 2 to 5

years after the shock, highlighting the time required to innovate. In contrast, the

demand shock raises contemporaneous sales and employment for all firms regardless

of their productivity. This skewed innovation response to common demand shocks

arises naturally from a model of endogenous innovation and competition with firm

heterogeneity.
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1 Introduction

Beyond their immediate impacts, trade shocks can have long-run consequences, in par-

ticular on firms’ innovation, one of the main driver of long-run economic growth. The

economic magnitude of this link is substantial. In our more conservative specification, we

find that a 1 percent expansion/contraction in export demand leads to 62 additional/fewer

priority patents (corresponding to the first patent publication for an invention) in the

French manufacturing sector – a .81 aggregate elasticity. We analyze how the quan-

tity and quality of this innovation response unfold over time and vary across firms with

different initial levels of productivity.

In order to study those patenting responses, we merge comprehensive patent records

with exhaustive firm-level production and customs data, which cover the whole population

of French manufacturing firms. The combined use of these datasets has been made

possible by a new algorithm developed in Lequien et al. (2019) that matches a French

firm’s name with its unique identifier (Siren) used in all French administrative business

records and allows us to link the innovation activities of a firm with the other firm data

sources.

We measure innovation by the flow of priority patent applications. All subsequent

filings of the same intellectual property (in particular if they are filed at patent authorities

in other countries) are secondary filings. We focus on priority patents for two reasons.

First because our goal is not to measure a response in patenting but a response in inno-

vation. By focusing on priority patents, we concentrate on patents that correspond to

new inventions. Second because we want to avoid capturing the fact that firms that are

more involved in international trade are more likely to patent many secondary filings so

as to protect their invention in their sales’ destinations.

Our first finding is that on average firms respond to a positive export demand shock

by innovating more. In other words, we find a significant market size effect of export

demand shocks on French firms’ innovation. Since our specifications always control for

sector-year effects, this innovation response must be driven by differences in firm-level
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innovation responses to demand shocks within each sector. This stands in sharp contrast

to the literature measuring sector-wide innovation responses – whether across sectors or

for a given sector over time.1

Our second finding is that the innovation response to a positive export demand shock

takes 2 to 5 years to materialize. In contrast, we find that the response of sales and

employment is immediate. We interpret this difference as a confirmation that the response

to export demand shocks captures a market size effect.

Our third finding is that the impact of a positive export demand shock on innovation

is entirely driven by French firms with above median productivity levels (in an initial

period prior to the demand shocks). This heterogeneous response could simply reflect

the fact that the demand shock only affects the most productive firms. We check that this

is not the case by allowing for a different impact of the export demand shocks on sales or

employment depending upon initial productivity levels. We find that in contrast to what

we observe for innovation, there is no heterogeneous response of sales or employment to a

demand shock for low versus high productivity firms. Thus, similar demand shocks only

lead to future innovation responses by relatively more productive firms.

These results provide some additional context to the recent literature documenting

the rise of superstar firms: the skewed innovation response is likely to generate further

increases in market share for the best performing firms leading to increases in market

concentration. Indeed, Autor et al. (2020b) document that this growth in concentration

is most apparent in industries with above average growth in patent-intensity.

Our identification strategy relies on the construction of firm-level demand shocks that

respond to aggregate conditions in a firm’s export destinations but are independent of

firm-level decisions (including the concurrent decisions for export-market participation

and the forward looking innovation response). Following Hummels et al. (2014), this

type of export demand shock has been used extensively in the recent empirical trade

1In an influential study, Acemoglu and Linn (2004) measure the sector-wide innovation
response of the pharmaceutical industry to changes in demand over time.
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literature. It leverages detailed information on the set of products exported to specific

destinations by a firm at a prior given date (prior to any changes in innovation that we

analyze in our sample). Focusing on this export-driven measure of market size means

that we are abstracting from the potential effects of domestic market demand on firms’

innovation. For this market, we cannot separate out the causal effects of domestic market

size on innovation from the reverse effect of innovation on domestic demand and market

size.

We show that our results using this identification strategy are robust to many different

specifications including variations in the measure of and functional forms for innovation.

We also perform placebo tests that independently confirm that our causation inference

from increases in market size to innovation are well founded.

While several explanations might be entertained to explain why the effect of export

on innovation should be skewed towards more frontier firms, we show that this outcome

arises naturally from a model of exports and innovation with endogenous innovation and

markups. In this setting, a positive export demand shock induces not only a direct

market size effect – which increases innovation for all firms – but also a competition

effect. The idea is that an increase in market size in any export destination will attract

new firms into the export market as more firms find it profitable to sell there. And indeed

we find a positive correlation between our export demand shocks and various measures

of firm entry into the corresponding destination markets. With endogenous markups

(linked to endogenous price elasticities), this competition effect associated with entry

impinges disproportionately on the market share of the less productive firms, reducing

their incentives to innovate. Overall, this combination of the direct market size effect and

of its induced competition effect leads to a skewed innovation response between more and

less productive firms. Firms closest to the technological frontier increase innovation the

most, while the combined effect can even be negative for the least productive firms.

Our analysis relates to several strands of literature. There is first the theoretical lit-

erature on trade, innovation and growth (see Grossman and Helpman, 1991a,b, Aghion
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and Howitt, 2009, chapter 13, and more recently Akcigit et al., 2018).2 Our paper also

relates to the recent empirical literature on firm-level trade and innovation. In particular

Lileeva and Trefler (2010); Damijan et al. (2010); Aw et al. (2011) and Bustos (2011)

highlight a clear relationship between R&D efforts and export status. Our analysis con-

tributes to this literature in two main respects: (i) this literature focuses on the extensive

margin of export markets (i.e. whether a firm exports or not to a particular market or

set of markets) whereas we consider instead the effect of the intensive margin of exports

(i.e. of the size of export markets) on innovation;3 (ii) we use innovation outcomes - the

flow of priority patent filings - instead of R&D spending as our main measure of inno-

vation, whereas these papers consider the causal impact of new export markets on R&D

spending.4

There is also a recent literature on trade and innovation that focuses on the impact

of import competition on domestic firms (see Bloom et al., 2016; Iacovone et al., 2011;

Autor et al., 2020a; Bombardini et al., 2017). These papers investigate whether import

competition induces firms to innovate more in order to escape competition as in Aghion

et al. (2005). Empirically, our work is quite distinct as we examine the market expan-

sion channel related to exports. Our theoretical model therefore does not feature an

escape competition channel: reductions in market share generate reductions in innova-

tions, though disproportionately so for low productivity firms.

Finally, our work contributes to the empirical literature on market size and innova-

2 Akcigit et al. (2018) develop and calibrate a new dynamic trade model where firms
from different countries compete strategically for leadership in domestic import and
export markets. Their model predicts that trade openness encourages innovation in
advanced sectors and discourages it in backward sectors. Dhingra (2013) and Impullitti
and Licandro (2018) also develop theoretical models with endogenous firm innovation
and endogenous competition (via endogenous markups). Dhingra (2013) focuses on
the firm-level trade-offs between innovation and product variety, whereas Impullitti and
Licandro (2018) focuses on the consequences of innovation for growth and welfare.

3Restricting attention to the extensive margin makes it somewhat more difficult to analyze
the details of how the market size channel operates: one reason being that several aspects
are changing for a firm as it makes the big step of becoming an exporter.

4In related work, Coelli et al. (2020) document the patenting response of firms in response
to the Uruguay round of tariff levels.
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tion, starting with Acemoglu and Linn (2004). We add to this literature in three main

respects: (i) by providing evidence of a widespread (manufacturing) firm-level market

size effect that is not driven by any sector-level dynamics; (ii) by showing that this mar-

ket size effect is skewed and mainly driven by the most productive French firms; (iii) by

looking at the time dynamics of the market size effect of expanded export markets on

firm-level innovation: in particular we show that while a positive export demand shock

immediately increases the firm’s sales, the innovation response takes several additional

years to materialize in new patents. However, one should keep in mind that our analysis

is grounded in the market size variations arising from export destinations, which means

that we do not use variations coming from the domestic markets. Thus we leave open

the question as to whether the domestic market size affects firms in a similar way as the

export market size effect that we document.

The remaining part of the paper is organized as follows. Section 2 presents the data

and shows some descriptive statistics on export and innovation. Section 3 describes

our estimation methodology. Sections 4 and 5 present our empirical results respectively

regarding the effect of market size on innovation and its heterogeneous impact with

productivity. Section 6 develops a model of export and innovation featuring both a

direct market size and an induced competition effect, which predicts that the innovation

response to a positive export shock is skewed towards the more productive firms. Section

7 concludes.

2 Exporters and innovators: data and descriptive statis-

tics

In this section, we briefly present our datasets and show some descriptive evidence. Fur-

ther details about data construction can be found in Appendix A.
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2.1 Data sources

Our goal is to explore information on French firms’ exports to capture variations in their

market size that we can connect to innovation (patenting) outcomes. We also want to look

at how this relationship varies across firms with different levels of productivity. Toward

this goal, we build a database covering all French firms by linking export, production

and innovation data from 1994 to 2012. Our database draws from three sources: (i)

French customs, which reports yearly export flows at a very disaggregated product level

(representing over 10,000 manufacturing products) by destination; (ii) administrative

fiscal datasets (FICUS and FARE from Insee-DGFiP), which provide extensive production

and financial information for all firms operating in France; (iii) the Spring 2016 vintage

of PATSTAT patent dataset from the European Patent Office, which contains detailed

information on all patent applications from many patent offices in the world. In our

analysis we will focus on patent applications by French firms, regardless of the origin of

the patent office (see below and Appendix A for details).

Matching patents and firms: Although each French firm has a unique identifying

number (Siren) across all French databases, patent offices do not identify firms applying

for patents using this number but instead use the firm’s name. This name may sometime

carry inconsistencies from one patent to another and/or can contain typos. Various

algorithms have been developed to harmonize assignees’ names (see Morrison et al., 2017

for a review) but none of those have been applied specifically to French firms. One

notable exception is the rigorous matching algorithm developed in Lequien et al. (2019)

to link each patent application with the corresponding French firms’ Siren numbers, for all

firms with more than 10 employees. This new method, based on supervised learning and

described in Appendix A.4, provides significant performance improvements relative to

previous methods used in the empirical patent literature: based on a verification sample

similar to the learning sample, its recall rate (share of all the true matchings that are

accurate) is 86.1% and its precision rate (share of the identified matches that are accurate)

is 97.0%. This is the matching procedure we use for our empirical analysis in this paper.
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Measure of innovation: Our main measure of innovation consists of a count of priority

patent applications. This corresponds to the first patent publication that describes an

invention. All subsequent filings of the same intellectual property in other jurisdictions

(for example in order to extend the geographical coverage of the protection) are secondary

filings. We make this restriction for two reasons. First because our goal is not to measure

a response in patenting but a response in innovation. By focusing on priority patents, we

concentrate directly on patents that correspond to new inventions. Second because we

want to avoid capturing the fact that firms that are more involved in international trade

are more likely to patent many secondary filings so as to protect their invention in the

markets they export to. Priority patents correspond to 35% of the total set of patents but

95% of innovative firms (firms that hold any patent, whether a priority or a secondary

filing) in our sample hold at least one priority patent. This suggests that most of the

patents we observe in the data are successive secondary filings of the same innovation

by the same firm, and legitimate the use of priority applications as our main measure

of innovation. Appendix A provides additional details on the construction of our patent

measures. For robustness, we report all of our main results using an alternative patent

measure based on citation weights for all patent applications by a firm (citations received

within a 5 year window). Following Hall et al. (2005), this measure has been widely used

in the literature to more accurately capture the innovative relevance of patents. We have

also confirmed that our results are robust to a much wider set of patent measures in

Appendix C (see in particular Figures C1).

Capturing variations in market size: Finally, to capture variations in firms’ market

size, we use CEPII’s BACI database of bilateral trade flows at the HS6 product level

(covering more than 5,000 manufacturing products, see Gaulier and Zignago, 2010) to

construct measures of demand shocks across export destinations. These data cover the

period 1995-2012.

Sample restrictions: Although our main firm-level administrative data source is com-

prehensive, with more than 46.8 million observations spanning nearly 7.5 million differ-
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ent firms from 1995 to 2012, we restrict our data sample for several reasons. First, we

restrict our attention to private business corporations (legal category 5 in the INSEE

classification). We thus drop state-owned firms, self-employed businesses, and non-profit

organizations as we focus on profit-maximizing firms. Second, we drop firms with less

than 10 employees since our matching to the patent data is substantially less complete

for those firms (as we previously described). These two restrictions substantially reduce

the number of firms in our sample. Yet, the bulk of aggregate employment (77%), sales

(79%), and exports (92%) remain in our sample. Those firms are matched with 505,000

patents in PATSTAT, including 183,000 priority patents. Lastly, since our detailed cus-

toms trade data only covers goods trade (and not services), we will further restrict our

sample to the manufacturing sector.5 This reduces our working sample to 67,684 firms.

Nevertheless French aggregate exports and innovation are still concentrated in manufac-

turing covering 54% of aggregate exports and 43% of patents. Table 1 summarizes these

successive sample restrictions and also shows the average number of firms operating in

any given year of our sample. For our manufacturing sample, we see that this represents

43,318 firms on average per year between 1995-2012.

5Although the customs data also covers the wholesale sector, we also exclude those firms
as they do not produce the goods that they export.
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Table 1: Successive restriction of the sample

Total Firms Firms per Year Employment Sales Exports Patents

Full 7,474,147 2,597,852 100 100 100
Private business Corp. 2,888,647 1,114,651 88 90 96
More than 10 emp 400,662 260,386 77 79 92 100
Manufacturing 67,684 43,318 19 20 54 43

Notes: This Table gives the number of distinct firms and average number of firms per year as well as the share of employment, sales,
exports and patents in each sample as compared to the Full (raw) firm level dataset (in %). All columns except the first consider yearly
average over the period 1995-2012. Full correspond to our complete sample of firms based on administrative data (see Section 2). “Private
Business Corp.” corresponds to this sample restricted to firms that are in Legal category (“catégorie juridique”) number 5. “More than
10 emp” further reduces the sample to firms that are at least once over 10 employees over the period of observation. “Manufacturing”
restricts to firms that are always classified in a manufacturing sector.
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The case of multinational groups: Our dataset does not allow us to properly take

into account the case of multinational groups, an issue which often arises when dealing

with national firm level data. The presence of multinational groups tends to break the

relationship between export shocks and patenting since these groups may locate their

R&D activities in different countries than the location of production. In particular, the

R&D activity for production based in France may be located elsewhere under a different

entity of a multinational’s group. Conversely, the R&D activity can be located in France

whereas a substantial share of production is outsourced in other countries. In these cases,

we will not record the appropriate link between the export shocks for this producer and

an induced innovation (patents). This measurement issue works against our obtained

results of a positive response of patenting to export shocks that is increasing with a

firm’s proximity to its industry frontier. Thus, we conjecture that our results would be

strengthened if we had the needed information to exclude broken production/R&D links

amongst the multinational groups in our sample.

2.2 Sector breakdown and skewness

Starting from our sample of manufacturing firms from Table 1, Table 2 shows how those

firms are distributed across sectors (using the NACE 2-digit classification), along with

their average employment and sales per firm over our sample period from 1995-2012 –

shown as yearly averages.6 Table 2 also shows the proportion of exporters and innovators

(firms with at least one patent) in each sector (again, averaged over our sample years) –

along with the average exports per exporter (firms with positive exports) and the average

number of patents and priority patents per innovator. We clearly see that innovators

represent a small minority of manufacturing firms. Only 2.6% of firms introduce any new

patents in any given year (on average). Looking across years, 10.7% of firms have at least

one patent in one of those years. This is the set of firms we will classify as innovators in

6Throughout, we define sectors at the 2-digit level of the European NACE rev2 classi-
fication. We also eliminate the tobacco sector (sector code 12) as it only contains two
firms.
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our ensuing analysis. Although a minority of firms, they nevertheless represent 39% of

employment, 46% of sales, and 58% of exports for the manufacturing sector. In Table 3,

we report the same statistics for employment, sales, exports, and patents as sector-level

shares. We see that priority patents are concentrated in the computer and electronic,

machinery and equipment, and motor vehicles sectors, jointly accounting for 44.4% of

the priority patents in manufacturing.

Table 2 reveals that the number of patents introduced each year by innovators can be

substantial – especially in some sectors. There is a huge amount of dispersion underlying

that average number of patents. To highlight this skewness, we show the Lorenz curve for

the distribution of those patents in Figure 1, along with the Lorenz curves for exports,

sales, and employment in one of our sample years (2007). Figure 1 confirms the previously

reported finding that firm-level exports are significantly more skewed than sales and

employment (e.g. see Mayer and Ottaviano, 2008 and Bernard et al., 2018): 1% of firms

account for 69% of aggregate exports in 2007, whereas the top 1% of firms based on

total size account for 51% of sales (ranked by sales) and 33% of employment (ranked

by employment). But Figure 1 also shows that patenting is even significantly more

skewed than exporting: 1% of all firms account for 92% of priority patents in 2007. Yet,

these univariate statistics for patenting and exporting do not capture the massive overlap

between these two activities across firms – which we investigate in more detail below.

12

01199
22

Review of Economics and Statistics Just Accepted MS.
rest

by the President and Fellows of Harvard College and the
  Massachusetts Institute of Technology

D
ow

nloaded from
 http://direct.m

it.edu/rest/article-pdf/doi/10.1162/rest_a_01199/2022762/rest_a_01199.pdf by H
AR

VAR
D

 LIBR
AR

Y user on 02 N
ovem

ber 2022



Table 2: Exports and innovation in the manufacturing sector

Mean per Mean per Mean per
Firm % Exporter % Innovator

Sector Description Firms Employment Sales Exporter Exports Innov. Patents Priority
10 Food products 6,775 48 12.8 26 6.8 0.4 5.3 1.5
11 Beverages 606 60 27.9 64 11.6 * * *
13 Textiles 1,691 43 5.9 64 3.2 2.2 3.5 1.3
14 Wearing apparel 1,764 41 4.3 53 2.4 0.5 1.8 0.9
15 Leather 514 61 7.3 60 4.1 1.0 1.7 0.8
16 Wood 1,932 30 4.3 42 1.6 0.7 1.5 0.9
17 Paper 2,818 48 9.0 45 4.2 1.3 4.5 1.6
18 Printing 1,530 26 3.6 27 0.7 0.5 3.4 1.7
19 Coke 132 309 469.7 75 106.5 9.1 40.9 10.4
20 Chemicals 980 105 37.1 80 17.4 6.0 10.0 2.9
21 Basic pharmaceutical 311 216 83.8 78 37.3 11.3 15.5 2.0
22 Rubber and plastic 2,374 78 13.0 64 4.9 5.0 5.2 2.1
23 Other non-metallic 1,633 67 13.4 42 5.1 2.6 11.4 2.6
24 Basic metal 1,229 86 20.5 50 15.5 2.8 5.1 1.5
25 Fabricated metal 7,660 34 4.7 39 2.1 1.7 3.2 1.5
26 Computer and electronic 2,613 85 15.7 56 10.3 6.9 8.5 3.2
27 Electrical equipment 621 144 31.3 68 16.2 8.5 15.4 6.5
28 Machinery and equipment 3,376 96 27.6 62 10.0 7.2 5.8 2.5
29 Motor vehicles 1,033 113 32.7 56 21.9 4.2 18.3 13.6
30 Other transport equipment 436 185 56.5 58 40.6 7.2 18.6 7.1
31 Furniture 990 38 4.8 42 1.4 1.1 1.9 1.2
32 Other manufacturing 1,084 47 8.4 53 6.9 4.2 19.0 7.7
33 Repair of machinery 3,027 28 3.4 23 1.3 0.9 4.0 1.5

All Manufacturing 43,634 58 13.9 45 7.9 2.6 8.0 3.1
Notes: This table presents the number of firms, average employment, sales, employment and exports (sales and exports are in million of Euros, employment in number
of employees), the share of exporters, the total number of patents and of priority patents in the sector and the share of innovators.Cells with too few observations to
ensure data confidentiality are replaced with ∗. Sector codes correspond to the 2 digit NACE classification. The data presented represents the yearly averages from 1995
to 2012.
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Table 3: Relative importance of each sector

NAF Description Share of total (in %)
Firms Employment Sales Exports Patents Priority

10 Food products 15.8 13.1 14.3 7.7 1.5 1.1
11 Beverages 1.3 1.3 2.6 2.8 * *
13 Textiles 3.7 2.7 1.6 2.3 1.4 1.4
14 Wearing apparel 3.6 2.4 1.2 1.4 0.1 0.2
15 Leather 1.1 1.2 0.6 0.8 0.1 0.1
16 Wood 4.4 2.2 1.4 0.8 0.2 0.3
17 Paper 5.3 4.4 3.6 3.2 1.5 1.4
18 Printing 3.2 1.4 0.8 0.2 0.2 0.3
19 Coke 0.3 1.3 8.6 5.5 4.0 2.8
20 Chemicals 2.3 4.2 6.0 8.8 6.6 4.7
21 Basic pharmaceutical 0.7 2.6 4.1 5.7 5.6 1.9
22 Rubber and plastic 5.5 7.4 5.1 4.9 6.6 7.1
23 Other non-metallic 3.7 4.3 3.6 2.3 5.1 3.1
24 Basic metal 2.6 3.8 3.8 5.9 1.8 1.4
25 Fabricated metal 17.8 10.5 5.9 4.0 4.6 5.4
26 Computer and electronic 5.3 7.7 6.1 9.1 15.2 15.1
27 Electrical equipment 1.3 3.1 2.8 4.1 7.7 8.3
28 Machinery and equipment 7.5 12.1 15.0 13.5 14.5 16.4
29 Motor vehicles 2.2 4.5 5.0 6.6 7.5 12.9
30 Other transport equipment 1.0 3.1 4.0 6.9 7.0 6.8
31 Furniture 2.3 1.5 0.8 0.4 0.2 0.4
32 Other manufacturing 2.4 1.9 1.4 2.5 7.2 7.5
33 Repair of machinery 7.0 3.4 1.7 0.6 1.3 1.2

Notes: This table presents the share of value added, employment, export and patents (all patents and priority patents) accounted
for by each 2-digit manufacturing sector as well as the share of firms in each sector. Cells with too few observations to ensure data
confidentiality are replaced with ∗. Data are averaged over the period 1995-2012.
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Figure 1: Lorenz curves for priority patents, exports, sales and employ-
ment

(a) Whole distribution
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Notes: Lorenz curves plot cumulative distribution function for priority patents, employment, export and sales. Data are
for manufacturing firms and for the year 2007.
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2.3 The nexus between innovation and exports

Looking across our sample years (1995-2012), Table 4 reports different size-related perfor-

mance measures (averages per firm) based on their exporter and innovator classification.

As we previously discussed, we classify firms as innovators if they introduced at least one

patent during those sample years. From here on out, we classify exporters in a similar

way as a firm with positive exports in at least one of our sample years. This raises the

proportion of exporting firms to 62% of our manufacturing sample (45% of firms export

on average in any given year, c.f. Table 2). Table 4 confirms the well-documented size

differential in favor of exporters. However, several new salient features regarding innova-

tors pop-out from this table. First, innovating firms are massively concentrated among

exporters: only 4% of innovators do not report any exporting. Second, non-exporting

innovators do not look very different from non-exporting non-innovators, and the various

measures of firm size (employment, sales, value-added) respectively for innovators and

non-innovators among non-exporters remain close to each other;7 and third, these same

measures of firm size differ markedly between innovators and non-innovators among ex-

porters: innovators employ on average 4.2 times more workers and produce 5-6 times

more output and value-added than non-innovating exporters. They export almost 10

times more than non-innovators and reach more than three times the number of export

destinations. These size differentials are several times larger than those between exporters

and non-exporters. In the aggregate, this small subset of innovators accounts for over

half of French manufacturing exports.

7This is not the case outside of the manufacturing sector. In those other sectors,
non-exporting innovators are substantially bigger than their non-exporting and non-
innovating counterparts. We conjecture that this is driven by the fact that exporting no
longer serves the same performance screening function outside of manufacturing.
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Table 4: Exporters and innovators are bigger

Non-exporter Exporter Total

Non-innovator Innovator Non-innovator Innovator

Firms 13,411 173 25,292 4,442 43,318
Employment 20 19 51 215 58
Sales 4.1 2.4 10.8 62.3 14.1
Value Added 0.8 0.9 2.7 14.7 3.3
Export 0.0 0.0 2.4 20.7 3.6
Countries 0.0 0.0 4.8 17.3 4.6
Products 0.0 0.0 5.0 16.1 4.6
Patents 0.0 0.1 0.0 0.8 0.1
Notes: This table presents basic descriptive statistics across four categories of manufacturing firms whether
they innovate, export, both or none. Employment is given in full-time equivalent on average over the year and
exports, sales and value added are in million euros. Countries is the number of destination countries for exports.
Employment, Sales, Value Added, Age, Exports, Countries and Patents are taken as a yearly average over the
whole period 1995-2012.
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Table 5: Export and innovation premia

Panel 1: Premium for being an exporter (among all manufacturing firms)
(1) (2) (3) Obs. Firms

log Employment 0.860 0.835 760,700 67,563
log Sales 1.354 1.339 0.468 771,306 67,601
log Wage 0.122 0.101 0.114 759,453 67,547
log Value Added per Worker 0.210 0.185 0.184 750,495 67,094

Panel 2: Premium for being an innovator (among all exporting manufacturing firms)
(1) (2) (3) Obs. Firms

log Employment 1.002 0.977 523,714 42,582
log Sales 1.265 1.239 0.206 530,076 42,602
log Wage 0.119 0.096 0.111 522,923 42,577
log Value Added per Worker 0.207 0.184 0.185 516,099 42,341
log Export Sales (Current period exporters) 2.010 1.897 0.795 349,222 42,201
Number of destination countries 12.54 11.48 6.97 535,210 42,644

Notes: This table presents results from an OLS regression of firm characteristics (rows) on a dummy variable for exporting
(upper table) or patenting (lower table) from 1994 to 2012. Column 1 uses no additional covariate, column 2 adds a 2-digit
sector fixed effect, column 3 adds a control for the log of employment to column 2. Wage corresponds to total payroll divided
by employment. All firm characteristic variables are taken in logs. All results are significant at the 1 percent level. Upper table
uses all manufacturing firms whereas lower table focuses on exporting manufacturing firms.
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In order to compare exporters to non-exporters and innovators to non-innovators,

within specific groups, we compute export and innovation premia (in log points). Consider

first the exporter premia reported in the top panel of Table 5. These premia are generated

by regressing the performance measure of interest (listed in the rows) on our exporter

indicator – with each cell representing a separate regression. Column 1 includes no other

controls; Column 2 adds a 2-digit sector fixed effect (see Table 2); and Column 3 controls

for firm employment, in addition to the sector fixed effect. Since we are using a broad

cross-year definition for exporter status, we expect these premia to be lower than measures

based on current-year exporter status since firms who drop in and out of export markets

tend to be substantially smaller than year in year out exporters. This is the case for the

premia in column 1 compared to similar numbers reported by Bernard et al. (2018) for

U.S. firms in 2007. Yet, once we control for sectors in column 2, the reported premia

become much more similar. In particular, we find that even within sectors, exporters

are substantially larger than non-exporters. And we also find that large differences in

productivity and wages in favor of exporters persist even after further controlling for firm

employment.

In the bottom panel, we focus on the subset of exporters from the top panel, and report

the additional premia in favor of innovators within this subset. As with the top panel,

those premia are calculated by running separate regressions on our innovator indicator.

Even within this subset of bigger and better performing firms, innovators stand out: they

are substantially bigger, more productive, and have larger total wage bill. They also

export substantially more (and to more destinations) than non-innovative exporters. All

these differences persist within sectors and controlling for firm employment.

Even these large premia do not fully reflect the concentration of innovative and ex-

porting activities within the more restricted subset of firms that are both exporters and

innovators. Figure 2 plots the share of innovating firms for each percentile of the firm

export distribution. We see that the innovative firms are highly concentrated within the

top percentiles of the export distribution. At the 80th percentile of the export distribu-

tion, 29% of the firms have some patenting experience. And the increase in the share of
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innovative firms with the percentile of the export distribution is highly convex. Above

the 95th percentile of the export distribution, a majority of firms are innovators; in the

top percentile, 66% of the firms are innovators. Those firms in the top export percentile

account for 41% of the aggregate share of French patents.8

8Of course part of the relationship in Figure 2 could be driven by a scale effects: large
firms tend to export more and are more likely to innovate. When we rank firms in
percentile of export intensity (instead of absolute export) we still find a near monotonic
increase in the share of innovators for export intensity in the 5-95% range. After this
threshold, the relationship becomes negative as the last 5 percentiles of export intensity
are dominated by unusual small firms that export virtually all of their sales.
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Figure 2: The share of innovators jumps at the top of the export distri-
bution
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Notes: Percentiles of exports are computed each year from 1995 to 2012 separately and then pooled together. For each
percentile, we compute the share of innovators. Each percentile contains the same number of firms, except for percentile 0
that contains all the firms with no export. Manufacturing firms only.
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3 Empirical Framework

3.1 Firm level export demand shocks

We have just documented a strong correlation between exports and innovation in the

cross-section of French manufacturing firms. However, this correlation does not say much

about the direction of causation: from innovation to exports (a major innovation leads

to growth in export demand and entry into new export markets), or from exports to

innovation. Moreover, other firm-level changes could generate concurrent changes in both

innovation and exports (for example, a new management team). Thus, to identify the

causal relationship from exports to innovation, we need to identify a source of variation

in firm exports that is exogenous to changes within the firm (and in particular to the

innovation activity of the firm). We follow Mayer et al. (2020) in building an exogenous

firm-level measure of export demand shocks.

To construct these export demand shocks, consider a French exporter f who exports

a product s (measured at the HS6 level) to destination j at an initial date t0. Let Mj,s,t

denote the aggregate import flow in product s into country j from all countries except

France at time t > t0. Mj,s,t reflects the size of the (s, j) export market at time t. We

then sum over the Mj,s,t across destinations j and products s weighted by the relative

importance of each market (s, j) in firm f ’s exports at the initial date t0. The underlying

idea is that subsequent changes in destination j’s imports of product s from the world

(excluding France) will be a good proxy for the change in export demand faced by this

firm. By excluding French exports to this destination, we seek to exclude sources of

variation that originate in France and may be correlated with changes for the firm.9

We then scale the weighted export demand variable by the firm’s initial export inten-

sity (at t0) so that our demand shock scales proportionately with a firm’s total production

9One potential source of endogeneity may arise in markets where a French firm has a
dominant position. We check that our results are robust to dropping firm-destination
pairs whenever the firm’s market share in the destination exceeds 10%. See Figure C3
in Appendix C.
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(as a firm’s export intensity goes to zero, so does the impact of any export shock on total

production).

Formally, t0 is the first year with positive exports in both customs (to compute des-

tination market shares) and production data (to compute export intensity).10 Xf,j,s,t0

denotes firm f ’s export flow to market (j, s) at time t0. The export demand shock for

firm f between t and t− 1 is then constructed as:

∆Df,t =
∑
j,s

wf,j,s,t0

(
Mj,s,t −Mj,s,t−1

1
2
(Mj,s,t +Mj,s,t−1)

)
, (1)

where the weight wf,j,s,t0 ≡ (X∗f,t0/S
∗
f,t0

)(Xf,j,s,t0/Xf,t0) represents firm f ’s initial share of

sales of product s, at the HS6 level, to destination j and Xf,t0 =
∑
j,s

Xf,j,s,t0 represents

the firm’s total exports at date t0. The asterisks on firm f ’s initial export intensity

X∗f,t0/S
∗
f,t0

indicate that the underlying data for total exports X∗f,t0 and sales S∗f,t0 come

from the production data (as opposed to customs data which we use to calculate the

destination/product specific market shares).11

There are some clear outliers in the distribution of this demand shock ∆Df,t across

firms. They typically involve firms that export a small number of often highly specialized

products to small destinations (such as yachts to Seychelles and Maldives). In order to

deal with these outliers in a consistent way, we trim our demand shock ∆Df,t at 2.5%

(eliminating those trade shocks below/above the 2.5th and 97.5th percentiles in each

year). We report our main results on the response of innovation to this trade shock using

trimming thresholds between 0-5% in Appendix C (Figures C4).

Demand shock as a shift share instrument: We note that the time variation in our

demand shock ∆Df,t only stems from the variation in the world export flowMj,s,t and not

10This year is 1994 for about half of the firms and is used as a reference year in most of
our analysis.

11Total exports reported by customs and in the production data do not always exactly
match, though they are highly correlated. One potential source of difference comes
from small exports towards other European Union countries which are not reported in
customs data (see Appendix A for more details).
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in the firm-level weights, which are fixed at their value in the initial export period t0. We

expect that a firm’s innovation response at time t > t0 will induce changes to its pattern

of exports at time t and beyond, including both intensive margin responses (changes in

exports for a previously exported product s to a destination j) and extensive margin

responses (changes in the set of products s sold across destinations j). By fixing the

firm-level weights in the initial period t0 (including the extensive margin set of products

and destinations), we exclude this subsequent endogenous variation in exports from our

demand shock. This is quite similar to a standard shift-share or “Bartik” (Bartik, 1991)

setting in which aggregate shocks are combined with measures of shock exposure. In our

case the sum of exposure weights wf,j,s,t0 across (s, j)’s is different from 1 and varies across

firm. We follow Borusyak et al. (2021) who argue that in such “incomplete shift-share”

case with panel data, one needs to control for this sum interacted with a time dummy in

our regressions.12

3.2 Estimation strategy

Here we spell out the baseline regression equations of French firm’s innovation on the

export demand shock variables ∆Df,t. Our identifying assumption is that after controlling

for any sector-level variation by year and firm characteristics at and prior to t0, subsequent

variations in the firm-level export demand shock are uncorrelated with firm-specific shocks

to innovation.

As we have no presumption regarding the timing of this innovation response to de-

mand shocks, we include a full set of lags and leads for the demand shock ∆Df,t in our

regressions. Our identification strategy nevertheless relies on the fact that our shock

12Borusyak et al. (2021) discuss the possibility of purging the shift-share instrument from
a specific dimension. In our case, we have experimented using the residual of Mj,s,t on
different sets of fixed effects (product and time, country and time) in the construction
of the demand shock (using the same weights as in the baseline). Our results are
qualitatively unchanged. Even with the unresidualized shock, the effective number of
shocks, measured by the inverse concentration index of the exposure share, is also much
smaller than the number of export destination markets (s, j) (see Borusyak et al., 2021
and Appendix E for more details).
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is independent of previous innovation decisions and we will check that the response of

innovation to future shocks remains insignificant – in other words, no pre-trends.13 We

restrict our analysis to the subset of innovating firms (i.e. firms with at least one patent

between 1985 and 2012), and check that entry into innovation subsequent to 1994 does

not bias our sample.14 Out of our sample of 67,684 manufacturing firms (see Table 1),

there are 5,308 such innovators. Not all of them are active throughout our sample period.

On average across those years there are 1,140 innovators in our sample (2.6% of 43,318

manufacturing firms operating in a given year).

Our main estimation strategy is described by:

∆Yf,t =

(
k∑

τ=−k′
ατ∆Df,t−τ

)
+ γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)
+ εf,t

= α ·∆kDf,t + γ ·Zf,t0 + γ̃ ·
(
Z̃f,t0 × χt

)
+ εf,t,

(2)

where ∆Yf,t is firm f ’s outcome of interest between t and t − 1; Zf,t0 is a vector of

controls for firm f at t0; and Z̃f,t0 is a subset of that vector, which is interacted with

year interval fixed-effects χt. The second equation uses the vector notation ∆kDf,t =

[∆Df,t+k′ ,∆Df,t+k′−1, ...,∆Df,t, ...,∆Df,t−k] and α = [α−k′ , ..., αk]. As we previously dis-

cussed, we include a sector indicator and the firm’s prior export intensity (at t0) in the

subset Z̃f,t0 of Zf,t0 , so those are also interacted with the year dummies.

Our specification in first-difference eliminates any bias that would be generated by

a correlation between non time-varying firm characteristics (likely to affect current and

13A simpler and more naive approach would have been to estimate a static model in
which the dependent variable would be directly regressed on the demand shock lagged
appropriately. Although such a static model delivers predictions consistent with our
results, the coefficients would most likely be biased in the sense that the firm’s response
is also affected by subsequent and previous shocks.

14In Appendix C, Figure C5 shows that our main results are essentially unchanged when
we further restrict the sample to firms who innovated before 1994. Our sample also
includes firms for which we can define a t0, i.e. firms that exported at least once since
1994. t0 is used as a reference year and can be any year from 1994. Figure C6 shows
that our results hold if we restrict to firms for which t0 = 1994.
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future innovation) and the level of the demand shock shock Df,t.15 We additionally want

to control for a potential correlation between those firm characteristics and future changes

in the demand shock ∆Df,t. Following Blundell et al. (1999) and Blundell et al. (2002),

we use a control function approach based on firm performance variables measured at t0.

We use the levels and growth rates of sales and employment as controls, which we include

in the vector Zf,t0 . In addition, we include controls for the firm’s past and current rate of

innovation at t0 whenever we use an innovation measure as the dependent outcome. We

describe the functional form for those additional controls in more detail in the following

section. We note that this type of correlation between changes in the demand shock

∆Df,t and firm characteristics is substantially less likely than a correlation with the level

of the demand shock Df,t. We have checked that there is indeed a strong correlation

between that demand shock in levels and the firm characteristics in our control function

(better performing firms tend to export to destinations with higher levels of demand).

However, there is no correlation between those variables and changes in demand ∆Df,t.

Lastly, Borusyak et al. (2021) and Goldsmith-Pinkham et al. (2020) point out that

even when such a correlation between firm characteristics and future demand shocks

remains, the induced bias disappears as the number of shocks (our combination of

destination-product pairs) grows large. Additionally, we discuss in Appendix E the va-

lidity of our identification following Borusyak et al. (2021).

4 Market Size and Innovation

We first show that our constructed export demand shock has a strong and contempo-

raneous impact on a firm’s market size. We thus run our estimating equation (2) using

the growth rate of sales and employment as our outcome variable ∆Yf,t on the left-hand-

side. We compute the average growth rate ∆Yf,t = (Yf,t − Yf,t−1)/[.5(Yf,t + Yf,t−1)] in

15As discussed in Borusyak et al. (2021), this would require a firm fixed-effect control for
a specification in levels.
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the same way that we constructed the export demand shock ∆Df,t.16 The results for

our key estimated coefficients ατ (large darker dot) and their confidence intervals (95%

as bar and 99% as dots) are represented graphically in Figure 3 for τ = −4, . . . , 5. The

ατ coefficients for τ > 0 represent a response of the outcome variable ∆Yf,t to a demand

shock ∆f,t−τ τ years earlier; and conversely the coefficients for τ < 0 represent a response

of the outcome variable to a demand shock −τ years later.17 It clearly shows a strong and

contemporaneous response in both sales and employment to the export demand shock.

As one would expect, the contemporaneous (τ = 0) employment elasticity is lower than

the one for sales; but it nevertheless becomes strongly positive (and significant beyond

the 1% level) in the same time interval as the demand shock. This highlights that this

shock induces “real” growth for the firm (and that the increase in sales is not just asso-

ciated with higher prices). As is also expected given the sluggish nature of employment

adjustments, the response is longer-lasting than the one for sales and still significant one

year following the demand shock. None of the pre-trend coefficients (τ < 0) are signifi-

cant except for the response of sales one year prior to the demand shock. This is entirely

explained by the reporting lag between the booking of an order (when it shows up in the

firm’s sales accounting data) and the delivery of the exported goods (when it shows up

in the export customs data) – that can potentially occur in different calendar years.18

16Using this average growth rate computation is important for the trade shock in order
to accommodate the substantial number of import flow changes to/from zero. It is
inconsequential for our measurement of the growth rate of sales and employment: our
results are nearly identical when we compute the growth rate using the log difference
instead.

17From here on out, we set this timing window for the demand shock ∆Df,t to 4 leads
and 5 lags. We have experimented with longer and shorter windows; this does not
qualitatively affect our results. See Figures C7 for a longer window and C8 for a semi-
dynamic specification without pre-trends.

18In Appendix B, we use the monthly customs export data to show that this discrepancy
is explained by shipments that arrive at the beginning of a new calendar year. It also
mostly affects firms with volatile sales: the significant pre-trend coefficient disappears
when we exclude those firms with sales growth rates above ±50%.
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Figure 3: OLS: Average response to a demand shock
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Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (2) are reported graphically with
the growth rate of sales (left-hand panel) and employment (right-hand panel) as the dependent variable.
The x-axis represents the value of τ , the darker dots the point estimates of ατ , the bar the 95% con-
fidence intervals and the smaller dots the boundaries of the 99% confidence intervals. These estima-
tions are obtained from an OLS regression with standard errors clustered at the NACE 2-digit sector
level and robust to heteroskedasticity. Number of observations: 22,231. Time period for t: 2000-2008.
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We now investigate how the firm’s innovation responds to the same export demand

shock using the same estimation strategy. We are left with a choice of functional form for

a firm’s patent response ∆Yf,t between t and t− 1. We do not think that the growth rate

of a firm’s full (over time) patent stock Pf,t would be appropriate – because this puts too

much weight on patents that may have been accumulated very far in the past and may

not be relevant for more recent patents (reflecting current innovation success). Instead of

dividing the change in patent stock – new patents introduced between t and t−1 – by the

average stock in those 2 periods (the Davis-Haltiwanger growth rate), we directly control

for the average number of new patent introductions ∆Pf,0 during our pre-sample time

interval from 1985-1994 (prior to t0). Given the very large dispersion across firms in new

patents ∆Pf,t filed during year t, including the prevalence of zeros in many years (and for

many firms, most years), we use the functional form log(1 + ∆Pf,t) with log(1 + ∆Pf,0)

in our control vector Zf,t0 for our OLS specification (2). We also address the zeros and

over-dispersion in ∆Pf,t using a negative binomial specification where we can then use

∆Pf,t directly on the left-hand-side:19

EZ [∆Pf,t] = exp
[
α ·∆kDf,t + γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)]
, (3)

where the expectation EZ is taken conditional on Zf,t and on past and future values

of ∆Df,t. We keep the same functional form log(1 + ∆Pf,0) in Zf,t0 to control for the

average rate of new patent introductions during our pre-sample years.20 We choose a

negative binomial (NB) specification as it is best suited (especially compared to Poisson)

for the over-dispersion in the empirical distribution of new patents ∆Pf,t, which standard

19Figure C2 and Tables C1 and C2 in the Appendix C also show that our results
hold using the inverse hyperbolic sine transformation of the dependent variable:
log
(
y +

√
1 + y2

)
.

20This control is then defined for firms with zero new patents during some pre-sample
years. We have also experimented with using log ∆Pf,0 directly in Zf,t – hence a control
for ∆Pf,0 outside of the exponential in (3) – along with an indicator variable when Pf,0
is zero. This does not qualitatively affect our results. See Blundell et al. (1999) and
Aghion et al. (2016) for a use of this type of control function in a similar specification.
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deviation is 10.9, an order of magnitude higher than the 0.9 mean.
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Figure 4: OLS: average response to a demand shock

(a) Priority patents

-.5

0

.5

1

-4 -3 -2 -1 0 1 2 3 4 5

(b) Citations within 5 years

-1

-.5

0

.5

1

1.5

-4 -3 -2 -1 0 1 2 3 4 5

Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (2) are reported graphically. The two panels differ
in the dependent variable: the left-hand side panel considers the log of the number of new priority patents + 1 and the
right-hand side panel considers the log of the number of accumulated citations received within 5 years + 1. The x-axis
represents the value of τ , the darker dots the point estimates of ατ , the bar the 95% confidence intervals and the smaller
dots the boundaries of the 99% confidence intervals. These estimations are obtained from an OLS regression with standard
errors clustered at the NACE 2-digit sector level and robust to heteroskedasticity. Number of observations: 22,237. Time
period for t: 2000-2008.
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Figure 5: Negative Binomial: average response to a demand shock
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Notes: Estimates of coefficients ατ for τ = −4 . . . 5 from equation (3) are reported graphically. The two panels differ in
the dependent variable: the left-hand side panel considers the number of new priority patents and the right-hand side panel
considers the number of accumulated citations received within 5 years. The x-axis represents the value of τ , the darker dots
the point estimates of ατ , the bar the 95% confidence intervals and the smaller dots the boundaries of the 99% confidence
intervals. These estimations are obtained from a negative binomial regression with standard errors clustered at the NACE
2-digit sector level and robust to heteroskedasticity. Number of observations: 22,237. Time period for t: 2000-2008.
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The graphical results for our OLS specification with the log(1 + ∆Pf,t) functional

form are presented in Figure 4 with the innovation response ∆Pf,t measured both as new

priority patents as well as our alternative measure based on citations received within five

years. The graphical results for our negative binomial specification (3) are presented in

Figure 5 with the same two options for the innovation response ∆Pf,t.

All four figures (across different functional form specifications and new patent mea-

sures) show a significant and sustained response of patenting activity starting 3 years

after the export shock. The pre-trends are centered around zero and do not show any

sign that the patenting activity precedes the change in export demand. We thus find a

significant aggregate market size effect of export demand shocks on French firms’ inno-

vation. Since our specifications include sector-year fixed effects, this innovation response

cannot be explained by any sector-wide innovation changes. Rather, it must be driven

by the firm-level innovation responses to demand shocks.

Table 6 summarizes our results from Figures 3-5 for the response of both market

size (scale) and innovation to the export demand shock. The dynamic leads and lags

are cumulated (the coefficients are summed) into a pre-period (1 to 4 years prior to the

shock), a current period (concurrent and 1 year after the shock), and a future period (2

to 5 years after the shock). Even when cumulated, there is no evidence of pre-trends

for either scale (sales and employment) or innovation. Table 6 also highlights how the

response of scale occurs concurrently with the shock while the response of innovation

is delayed to the future period. This cumulative response is significant beyond the 1%

level in our OLS specifications, and significant around the 5% level (a bit stronger for the

patents; and weaker when measured as citations) in our negative binomial specification.21

The economic magnitude of those cumulated innovation responses are substantial.22

21As the discussion of the economic magnitudes below makes clear, this is due to very
large but imprecisely estimated coefficients in the negative binomial specification. The
results from Tables 6 and 7, which use 2-digit NACE controls, are robust to using 5-digit
NACE controls.

22 The demand shock has a mean of 0.011 with a standard deviation of 0.043. The
25th percentile is -0.002 and the 75th is 0.025. Its yearly mean changes in line with
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On average, there are 3,116 firms (the innovators in our sample) operating in the future

period 2-5 years following a demand shock in 1999, 2000, ..., 2003. Those firms introduced

7,637 priority patents (on average, in that same future period), which generated 25,346

citations. The future period coefficients for innovation in Table 6 imply that a 1 point

export demand shock would induce 62 (OLS) - 171 (NB) new priority patents associated

with 98 (OLS) - 1,149 (NB) citations during that same future period (again, on average

for demand shocks in 1999, 2000, ... , 2003). This represents an aggregate (macro)

elasticity of .81-2.2 for patents to an aggregate export demand shock; and an elasticity

of .39-4.5 in terms of citations. The economic magnitude of that innovation response to

demand shocks in export markets is therefore substantial.23

international trade. A one point change in the export demand shock corresponds to a
fourth of a standard deviation and is a small move in the distribution (moving from the
bottom 10% to the top 90% corresponds to an increase of 9pp).

23We have chosen throughout to report the magnitudes of the innovation responses in
terms of the export demand shock. We could alternatively consider an instrumental
variable specification in order to report those innovation magnitudes in terms of a shock
to scale (market size or employment), using our scale regression as a first stage. Our
innovation regressions can be viewed as the reduced form for that instrumental variable
specification. Since the magnitude of those reduced form coefficients have a natural
and direct interpretation, we stick to this specification.
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Table 6: Cumulative Response to Demand Shock

Scale Innovation
Sales Employment Priority Patents Citations
OLS OLS OLS NB OLS NB

Pre-Trend 0.074 (0.132) -0.026 (0.063) -0.230 (0.339) -1.000 (1.599) -0.462 (0.478) -2.005 (2.729)
Current 0.506*** (0.072) 0.276*** (0.064) 0.051 (0.253) -1.111 (1.566) 0.085 (0.469) 1.431 (2.851)
Future 0.129 (0.092) 0.149 (0.103) 1.680*** (0.532) 7.026** (3.117) 2.368*** (0.738) 9.819* (5.300)

Notes: This table reports point estimate and standard errors (under parentheses) for different linear combinations of coefficients from various estimations of equations
(2) and (3). Pre-Trend corresponds to the estimate of α−4 + α−3 + α−2 + α−1, current to α0 + α1 and Future to α2 + α3 + α4 + α5. Column 1 corresponds to the
results displayed in Figure 3a, column 2 to Figure 3b, column 3 to Figure 4a, column 4 to Figure 5a, column 5 to Figure 4b and column 6 to Figure 5b. ∗∗∗, ∗∗ and ∗
indicate p-value below 0.01, 0.05 and 0.1 respectively.
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5 Heterogeneous Impact: Distance to Frontier

We now investigate whether this innovation response varies across firms based on their

distance to their sector’s frontier. We use labor productivity (value-added per worker)

as our metric for this distance. Just as we did with the firm-level export shares, we use

the initial year t0 to generate a distance measure that does not subsequently vary over

time t > t0. We partition firms into those with productivity above their 2-digit sector

median (in year t0), af,t0 ≥ at0 (represented by indicator dummy 1+
a ), and those with

productivity below the sector median, af,t0 < at0 (represented by indicator dummy 1−a ).

More specifically, we consider the following regression equation:

∆Yf,t = αH ·
(
∆kDf,t × 1+

a

)
+αL ·

(
∆kDf,t × 1−a

)
+γ ·Zf,t0 + γ̃ ·

(
Z̃f,t0 × χt

)
+εf,t. (4)

Since the firm’s initial productivity level af,t0 is now used to construct our two different

trade shocks on the right-hand-side, we add that variable to the control vectors Zf,t0 and

Z̃f,t0 . We use the same functional form ∆Yf,t = log(1 + ∆Pf,t) for our OLS specification

(adding log(1 + ∆Pf,0) to our control vector Zf,t0). And we also estimate a negative

binomial specification with the ‘untransformed’ new patent measure ∆Pf,t on the left-

hand side, along with a control for ∆Pf,0 in Zf,t0 :

EZ [∆Pf,t] = exp
[
αH · (∆kDf,t × 1+

a ) +αL · (∆kDf,t × 1−a ) + γ ·Zf,t0 + γ̃ ·
(
Z̃f,t0 × χt

)]
, (5)

where the expectation EZ is again taken conditional on Zf,t and on past and future values

of ∆Df,t.

The graphical results for both our OLS and negative binomial specifications are pre-

sented in Figures 6 and 7, once again using both priority patents and the accumulated

citations as our measure of new patent activity ∆Pf,t. All four figures show a significant

and sustained response of patenting activity starting 3 years after the export shock – but

only for firms that are initially closer to their sector’s frontier (with labor productivity

above the median level). In Appendix C, we return to the full battery of robustness
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checks that we previously described for the analysis of the non-heterogeneous responses.

The main messages from Figures 6 and 7 remain unchanged (See Figures C1-C8). We

also provide the estimates of all the coefficients from the regressions underlying Figures

4a, 5a, 6a and 7a (Table C3).

Could this heterogeneous response simply reflect the fact that the demand shock only

affects the most productive firms? To check that this is not the case, we replicate the

results shown in Figures 3a and 3b: that is, we allow for a different impact of the export

demand shocks on sales or employment depending upon initial productivity levels. Look-

ing at Figures 8a and 8b, we see that in contrast to what we observe for innovation, there

is no heterogeneous response of sales or employment to a demand shock for low versus

high productivity firms.24 The responses for both sets of firms match the magnitudes of

the average response that we previously documented.25

We summarize once again our dynamic results in Figures 6-8 by cumulating the coef-

ficients into pre-trend, current, and future periods just as we previously reported in Table

6 for the case without the heterogeneous impact by productivity: pre-trend for 1-4 years

prior to the export demand shock; current for 0-1 year following the shock; and future

for 2-5 years following the shock. Those coefficients are reported in Table 7 for the above

and below median firm productivity groups. In addition, we now report a significance

test for their difference across those two groups. Appendix D describes falsification tests

that highlight that those heterogeneous innovation responses cannot be explained by a

firm-level trend or a firm’s prior exposure to export markets.

24 This instantaneous response of sales and employment to the demand shock is the
short-term adaptation of firms to an increase in demand: they produce more to satisfy
this increase in demand, and this response is homogeneous. However, following the
conclusions of the model in section 6, this increased market size will trigger new entry
in the long-run, with an impact on sales and employment that varies with productivity.
We do not have a long-enough time-span to capture that long-run response. However,
since innovation is a forward-looking variable (decided based on expected future profits),
it captures those longer-run expectations.

25As can be seen in Figure 8a, the growth rate of the sales response for the below median
firms fluctuates up and down following the trade shock. This effect is driven by firms
with volatile sales: it disappears when we exclude those firms with sales growth rates
above ±50%.
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Figure 6: OLS: Heterogeneous response to a demand shock
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Notes: Estimates of coefficients αH,τ and αL,τ for τ = −4 . . . 5 from equation (4) are presented graphically. The two
panels differ in the dependent variable: the left-hand side panel considers the log of the number of new priority patents
+ 1 and the right-hand side panel considers the log of the number of accumulated citations received within 5 years + 1.
The x-axis represents the value of τ , the darker dots the point estimates of ατ , the bar the 95% confidence intervals and
the smaller dots the boundaries of the 99% confidence intervals. These estimations are obtained from an OLS regression
with standard errors clustered at the NACE 2-digit sector level and robust to heteroskedasticity. Number of observations:
22,237. Time period for t: 2000-2008.
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Figure 7: Negative Binomial: Heterogeneous response to a demand shock
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Notes: Estimates of coefficients αH,τ and αL,τ for τ = −4 . . . 5 from equation (5) are presented graphically. The two
panels differ in the dependent variable: the left-hand side panel considers the number of new priority patents and the right-
hand side panel considers the number of accumulated citations received within 5 years. The x-axis represents the value of
τ , the darker dots the point estimates of ατ , the bar the 95% confidence intervals and the smaller dots the boundaries of the
99% confidence intervals. These estimations are obtained from a negative binomial regression with standard errors clustered
at the NACE 2-digit sector times productivity group level and robust to heteroskedasticity. Number of observations: 22,237.
Time period for t: 2000-2008.
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Figure 8: Heterogeneous response to a demand shock - sales and employ-
ment
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Notes: This Figure replicates Figure 3 but allowing for heterogeneity based on the initial productivity level as described
in equation (4). Number of observations: 22,231. Time period for t: 2000-2008.
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Table 7: Cumulative Heterogeneous Response to Demand Shock

Scale Innovation
Sales Employment Priority Patents Citations
OLS OLS OLS NB OLS NB

Pre-Trend
Below Median 0.177 (0.153) -0.009 (0.082) -0.288 (0.339) 1.907 (2.496) -1.071** (0.499) -5.730 (4.510)
Above Median 0.009 (0.173) -0.047 (0.087) -0.350 (0.394) -3.082* (1.641) -0.265 (0.709) -1.910 (2.926)
Difference -0.169 (0.201) -0.037 (0.084) -0.062 (0.435) -4.988 (3.225) 0.806 (0.714) 3.819 (5.337)

Current
Below Median 0.410*** (0.108) 0.234*** (0.077) -0.003 (0.249) 0.063 (1.460) 0.066 (0.296) 3.416 (2.684)
Above Median 0.590*** (00.079) 0.306*** (00.101) 0.1 (0.297) -1.372 (1.768) 0.081 (0.778) 0.818 (2.833)
Difference 0.180 (0.116) 0.073 (0.118) 0.103 (0.272) -1.435 (1.455) 0.015 (0.705) -2.598 (2.822)

Future

Below Median 0.328** (0.143) 0.150 (0.093) 0.583* (0.336) 2.717 (3.113) 0.769 (0.674) -0.184 (4.148)
Above Median -0.032 (0.155) 0.156 (0.136) 2.515*** (0.718) 9.582*** (3.066) 3.609*** (0.909) 14.312*** (5.241)
Difference -0.361* (0.201) 0.006 (0.151) 1.932*** (0.591) 6.865** (3.123) 2.841*** (0.967) 14.496*** (4.832)

Notes: This table reports point estimate and standard errors (under parentheses) for different linear combinations of coefficients from various estimations of equations (4) and (5). Pre-
Trend corresponds to the estimate of αX,−4 +αX,−3 +αX,−2 +αX,−1, current to αX,0 +αX,1 and Future to αX,2 +αX,3 +αX,4 +αX,5 where X = H for lines “Above Median” and X = L
for lines "Below Median". The lines “Difference” corresponds to the difference between the corresponding above and below median linear combinations. Column 1 corresponds to the results
displayed in Figure 8a, column 2 to Figure 8b, column 3 to Figure 6a, column 4 to Figure 7a, column 5 to Figure 6b and column 6 to Figure 7b. ∗∗∗, ∗∗ and ∗ indicate p-value below 0.01,
0.05 and 0.1 respectively.
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As can also be seen in Figures 6b and 7b, the response of innovation in terms of

citations is negative in the pre-trend period for below-median productivity firms. There

is no evidence of pre-trends in any of the other dependent variables for either scale of

innovation among either subset of more or less productive firms. Table 7 also highlights

the strong contemporaneous response of the scale variables to the demand shock that we

previously emphasized. Importantly, there is no evidence of any significant differences in

the responses of those scale variables across the two productivity groups. On the other

hand, Table 7 makes clear that the strong future response of innovation for the above-

median firms is statistically distinguishable from the response for the below-median firms.

Not only are the future response coefficients for those below-median firms insignificant,

the coefficients difference in favor of the relatively more productive firms is statistically

significant beyond the 1% level in all of our specifications. This strongly supports our

main finding that the innovation response is entirely concentrated within the subset of

relatively more productive firms.

The economic magnitude of the innovation response for those above-median firms

corresponds roughly to a similar aggregate response as the one we reported for the case

without firm heterogeneity – except that this response is now concentrated more intensely

and exclusively within the top-half of relatively more productive firms. The OLS coeffi-

cients in Table 7 imply that an aggregate 1 point increase in the export demand shock

would induce 63 patents associated with 107 citations amongst the above-median firms.

Those numbers are similar than the 63 patents and 98 citations we previously recorded

for the aggregate response without firm heterogeneity. The NB coefficient for the patent

response implies a higher number of patents from the 1 point increase in the export de-

mand shock: 245 patents relative to 171 for the case without firm heterogeneity. The NB

coefficient for the citation response implies a substantially larger response relative to the

case without heterogeneity (1,624 versus 1,149). But both NB coefficients for citations

(and especially the one for the above-median firms) have a large standard error, so there

is still a wide overlap between our predictions for the aggregate response in terms of

citations with and without firm heterogeneity.
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Once again, we find that the economic magnitude of the innovation response – con-

centrated within the subset of relatively more productive firms – is substantial.

6 A model

6.1 Presentation

In this section, we show that our main finding of a skewed innovation response to common

demand shocks arises naturally from a model of endogenous innovation and competition

with firm heterogeneity. Our model features a “standard” market size effect that increases

innovation for all firms. But it also embodies an endogenous competition effect that dis-

courages innovation by low productivity firms. This skewed induced competition effect

captures the idea that the expanded market for exports will attract new firms into the

export market as more firms find it profitable to sell their products there; this in turn

will raise competition for exporters into that market. Due to the nature of competition

between firms – featuring endogenous markups – this effect gradually dissipates as pro-

ductivity (and resulting market share) increases. This competition effect is thus more

salient for smaller French firms with initially lower productivity, as they lose market share

to larger more productive firms.

The model develops a very simple (and specific) functional form for simplicity, but

our result that the increase in market size triggers a skewed competition effect extends

to much more general specifications, in particular to the broad class of preferences under

monopolistic competition that satisfy Marshall’s Second Law of Demand (MSLD), i.e.

lead to residual (firm-level) inverse demands that become more inelastic as consumption

increases. Instead, a model with monopolistic competition and CES preferences (and

hence exogenous markups) would not generate a skewed induced competition effect of

increased market size. The recent empirical trade literature provides mounting evidence

for the relevance of endogenous markups associated with MSLD demand.26

26See Aghion et al. (2018) for a more general model and Melitz (2018) for a summary of
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Finally, we stress that our empirical work and results in the previous sections are

not meant to specifically test whether the heterogeneous impact of increased market size

on innovation is due to the skewed competition effect with endogenous markups that

we model in this section. We are just showing that this evidence is consistent with –

and easily explained by – a competition channel highlighted by our model. Our model

also illustrates the fact that very few assumptions are needed beyond MSLD demand to

generate a skewed innovation response to increased market size.

6.2 Basic setup

French firms exporting to some export market destination D are competing with local

firms producing in D. We let L denote the number of consumers in that destination.

This indexes market size. These consumers have preferences over all varieties available

in D. There is a continuum of differentiated varieties indexed by i ∈ [0,M ], where M is

the measure of available products. Suppose that the demand for variety qi is generated

by a representative consumer in country D with additively separable preferences with

sub-utility:27

u(qi) = αqi −
βq2

i

2
, α > 0, β > 0.

Those preferences do not differentiate between French or locally produced varieties.

Thus, the output, profit and revenues for the French exporters and local producers have

the same expression. For simplicity, we assume that both types of firms have access to

the same innovation technology, which leads to similar innovation decisions.

this evidence and how it is connected to endogenous markups and MSLD demand. This
evidence for endogenous markups adjustments would also be consistent with oligopoly
models where the elasticity of substitution between products remains constant. Such a
model would nevertheless feature endogenous price elasticities that respond in a very
similar way to those in a model of monopolistic competition with MSLD demand.

27As we previously discussed, our analysis can be extended to a broader class of pref-
erences that satisfy Marshall’s Second Law of Demand (such that residual demand
becomes more inelastic as consumption increases).
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6.2.1 Consumer optimization

This representative consumer facing prices pi solves:

max
qi≥0

∫ M

0

u(qi)di s.t.
∫ M

0

piqidi = 1.

This yields the inverse residual demand function (per consumer):

p(qi) =
u′(qi)

λ
=
α− βqi

λ
, (6)

where λ =

∫ M

0

u′(qi)qidi > 0 is the corresponding Lagrange multiplier, also equal to the

marginal utility of income. Given the assumption of separable preferences, this marginal

utility of income λ is the unique endogenous aggregate demand shifter. Higher λ shifts all

residual demand curves downwards; we thus interpret this as an increase in competition

for a given exogenous level of market size L.

6.2.2 Firm optimization

Consider a (French or domestic) firm with marginal cost c facing competition λ. This

firm chooses the output per consumer q(c;λ) to maximize operating profits L [p(q)q − cq].

The corresponding first order condition yields

q(c;λ) =
α− cλ

2β
, (7)

so long as the firm’s cost is below α/λ; the remaining firms with higher cost do not

produce. This output choice in turn leads to the maximized profit per consumer

π(c;λ) =
(α− cλ)2

4βλ
.

In particular, we see that both output and profit are decreasing in both firm level cost

c and the endogenous competition measure λ. More productive firms (with lower cost c)

are larger and earn higher profits than their less productive counterparts; and an increase
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in competition λ lowers production levels and profits for all firms.

6.2.3 Innovation choice

A firm is characterized by its baseline cost c̃. It can reduce its marginal cost of production

c below its baseline cost by investing in innovation. More formally, we assume that

c = c̃− εk,

where k is the firm’s investment in innovation and ε > 0; and we assume that the cost of

innovation is quadratic in k, equal to cIk + 1
2
cI2k

2.28

Thus a firm with baseline cost c̃ will choose its optimal R&D investment k(c̃;λ) so as

to maximize total profit:

Π(c̃, k;λ) = Lπ(c̃− εk;λ)− cIk −
1

2
cI2k

2.

The optimal R&D investment k(c̃;λ), if positive, satisfies the first order condition:

εQ(c̃, k;λ) = cI2k + cI , (FOC)

where

Q(c̃, k;λ) ≡ Lq(c̃− εk;λ) = L[α− (c̃− εk)λ]/2β

is the total firm output (across consumers) produced by a firm with baseline cost c̃ and

innovation k. We assume that the baseline cost c̃ is bounded below by c̃min such that

28Since we only consider a single sale destination D for our firms, we are implicitly
assuming that the innovation is directed at the delivered cost to consumers in D. We
should thus think of innovation as specific to the appeal/cost trade-off to consumers
in D. Our companion paper describes how our main skewness result holds for more
general functional forms for the cost and return to innovation.
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c̃min − εk(c̃min;λ) = 0, or equivalently

c̃min =
ε

cI2

(
εLα

2β
− cI

)
.

This in turn ensures that the post-innovation marginal cost is bounded away from zero,

even for the most productive firms.

Figure 9a depicts the optimal innovation choice at the intersection between the marginal

cost (MC, right-hand side of FOC) and the marginal benefit of innovation (MB, left-hand

side of FOC). As long as the marginal benefit is above the marginal cost of investing in

R&D, the firm wants to increase innovation, because the marginal profit made by invest-

ing one more unit of R&D exceeds its marginal cost. We assume that the second order

condition holds so that the slope of the marginal cost is strictly larger than the slope of

the marginal gain:

cI2 > ε
∂Q

∂k
=
ε2λL

2β
. (SOC)

This ensures a smooth innovation response to productivity differences.

When comparing a more productive firm (with lower baseline cost, depicted by the

blue curve) and a less productive firm (with higher baseline cost, depicted by the red

curve), we see that both firms face the same marginal cost curve and their marginal gain

curves have the same slope. Only the zero intercepts of the two marginal gain curves

are different: the lower c̃ firms have a higher intercept, thus a higher marginal gain, and

therefore invest more in R&D. Firms with sufficiently high baseline costs do not innovate,

as the zero intercept of their marginal gain curves falls below cI , so that even their first

innovation unit would not be worth its cost. These are firms with baseline costs above

the baseline cost of the marginal innovator, which is equal to:

ĈI =
1

λ

(
α− 2βcI

εL

)
. (8)

In the next subsection we analyze how the optimal innovation choice k(c̃;λ) responds

to a positive demand shock, i.e. to an increase in market size L.
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6.3 The market size and competition effects

We first analyze the direct effect of an increase in L, holding the competition level λ

constant. At each firm’s current innovation choice k(c̃;λ), this triggers a proportional in-

crease in firm output, and an upward shift in the marginal benefit of innovation, inducing

all firms to increase innovation.

Figure 9b shows this innovation response for firms with different baseline costs. Both

the intercept and the slope of the marginal gain curve increase. We see how this leads

to higher innovation for all firms. Given our assumptions on the benefits and costs of

innovations, this leads to higher innovation responses for more productive firms:

∂2k

∂L∂c̃
< 0.

This increase in market size also induces some firms to begin R&D (higher ĈI , see (8)).

We now consider the effect of an increase in competition λ, holding market size L

constant. At each firm’s current innovation choice k(c̃;λ), this triggers a decrease in firm

output (see equation (7)). However, unlike the case of a change in market size L, this

output response is no longer proportional across firms: high cost firms bear the brunt of

the competition increase and disproportionately lose market share. Even though all firms

respond by reducing innovation, this reduction in innovation is most pronounced (larger)

for those high cost firms:
∂2k

∂λ∂c̃
< 0.

This contrasts with the case of a market size decrease (leading to proportional output

decreases), which would lead to bigger innovation reductions for low cost firms instead.

In the limit for the most efficient firms (with baseline cost approaching c̃min), the negative

impact of increased competition on innovation dissipates completely (see (FOC)).

Figure 9c shows this innovation response for firms with different baseline costs. The

increase in competition decreases the marginal benefit of innovation, but substantially

more for the high cost firm – because the intercept decrease is larger (recall that the slope
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of the marginal benefit curve does not change with the firm’s baseline cost).29 Thus, the

high cost firm’s reduction in innovation is most pronounced. The competition increase

also induces some firms to stop R&D (lower ĈI , see (8)).

6.4 The heterogeneous innovation response to an export shock

How can our model generate the skewness we observed in firms’ innovation response to a

positive export demand shock? In Appendix F we endogenize the equilibrium competition

level λ in country D and we show that it increases with L. The intuition is that an

increase in market size L induces entry on the export market D by new firms; this in

turn increases the elasticity of the inverse demand curve faced by each French exporter

to D and an increase in λ. It then follows that an increase in market size L will have two

effects on firms’ innovation incentives: (a) a direct - positive - market size effect, whereby

the increase in L induces all firms to increase innovation; this effect was shown above

to be more positive for more frontier firms (i.e. for firms with lower initial production

cost c̃ ); (b) an induced - negative -competition effect whereby the increase in L increases

competition λ which in turns reduces firms’ innovation incentives; as we saw above,

the effect of an increase in λ on firms’ innovation is more negative for less productive

firms (i.e. for firms with higher initial production cost c̃). The overall effect of an

increase in market size L on innovation – which combines the direct market size effect

and the induced competition effect – will be unambiguously more positive for more frontier

firms; moreover, this overall effect can turn out to be negative for the least productive

firms - depending on the relative magnitude of the direct and indirect impacts. This

heterogeneous response is fully consistent with our empirical analysis: we showed that

the most productive half of the firms increase their innovation when their market size

expands, while the response for the least productive half of the firms is essentially muted.

29The new dotted marginal benefit curve remains below the old one at least until it meets
the marginal cost curve, even though an increase in competition increases the slope of
the marginal benefit curve.
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Figure 9: Theoretical relationships

(a) Optimal innovation
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7 Conclusion

In this paper we used exhaustive data covering the French manufacturing sector to an-

alyze the impact of export demand shocks on patenting by French exporting firms. To

disentangle the direction of causality between export demand and innovation, we con-

structed a firm-level export demand shock which responds to aggregate conditions in a

firm’s export destinations but is exogenous to firm-level decisions.

We first showed that French firms respond to exogenous growth shocks in their export

destinations by patenting more. Second, we showed that this positive impact of market

size on innovation is skewed and entirely driven by French firms with above-median

initial labor productivity within their sector. Third, we showed that the innovation

response arises 2 to 5 years after a demand shock, whereas the same demand shock

raises contemporaneous sales and employment for all firms. And lastly, we developed

a simple theoretical model with endogenous innovation and endogenous markups which

rationalizes the skewed innovation response to increases in export demand.

Our paper contributes to the existing literature on innovation and market size in sev-

eral respects: To our knowledge, we are the first to identify a causal impact of firm-level

market size on innovation that is independent of any sector-level dynamics (controlling

for arbitrary sector level year-on-year changes) and widespread across the entire manu-

facturing sector. Given the detailed timing of the changes in demand, we are also able to

precisely measure the time-lag required before the ensuing patenting activity is recorded.

And lastly, we have showed that this innovation response is highly skewed and dominated

by relatively more productive firms within each sector.
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