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Abstract

We prove a homology vanishing theorem for graphs with positive Bakry-Émery curvature, analogous
to a result of Bochner on manifolds [2]. Specifically, we prove that if a graph has positive curvature
at every vertex, then the first path homology group is trivial. We prove this by first showing that a
graph with positive curvature can have no non-trivial infinite cover preserving 3-cycles and 4-cycles, and
then by giving a combinatorial interpretation of the first path homology in terms of the cycle space of a
graph. We also relate cycle spaces of graphs to gain graphs with abelian gain group, and relate these to
coverings of graphs.

1 Introduction

In recent years there has been growing interest in applying tools and ideas from continuous geometry to
discrete setting on graphs. One of the principal developments in this area concerns curvature for graphs.
Numerous notions of curvature have been put forward for graphs [5, 16]. An important and very general
notion of curvature for graphs has been defined via various formulas due to Bakry and Émery, which is called
the Bakry-Émery curvature of a graph (see [1, 17, 14]).

In addition, there are various notions of homology and cohomology for graphs. Recent work has intro-
duced one such theory called the path homology [7]. Path homology has been shown to be a non-trivial
homology theory for graphs which satisfies nice functorial properties, namely the Künneth formula holds for
graph products [8].

In this paper, we prove an important connection between these two notions, namely we prove a homology
vanishing theorem for graphs with positive Bakry-Émery curvature. Homology vanishing theorems are ubiq-
uitous in continuous geometry, and give important structural information about manifolds. Our vanishing
theorem is analogous to a result of Bochner on manifolds ([2]).

hom_van Theorem 1.1. If G has positive Bakry-Émery curvature at every vertex, then its first path homology group
is trivial.

Our proof is executed by developing relationships between curvature and homology with other well-
studied combinatorial aspects of graphs. Particularly, we look at graph coverings, gain graphs, and the cycle
space of a graph. One of the main contributions of this paper is to develop connections between each of
these disparate areas of graph theory. In particular, we provide a combinatorial interpretation of the first
path homology group. In addition, one of our main contributions is the notion of a Γ-circuit generator of a
graph for a group Γ. This is a set of cycles B for which, if a gain function is balanced on B, it is balanced
on the entire graph. Such circuit generators can be viewed as a new kind of cycle basis. See Section 2 for
more detailed definitions.
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1.1 Organization and main results

The remainder of this paper will be organized as follows. In Section 2, we will give the technical preliminaries,
including definitions and known results concerning gain graphs, cycle bases, covers of graphs, graph homology,
and graph curvature. In addition to relevant known results, we present some new lemmas that will be useful
later.

In Section 3, we connect the Bakry-Émery curvature to coverings of graph. We prove

Theorem 1.2. If G is a graph with positive curvature, then G has no infinite covering that preserves 3-cycles
and 4-cycles.

Section 4 explores the relationship between gain graphs and covers of graphs. In particular, we prove

Theorem 1.3. There is a 1-1 correspondence between non-trivial covers of a graph preserving a set of cycles
and gain graphs that are balanced on those cycles.

Section 5 investigates the relationships between cycle spaces and gain graphs. In particular we prove

Theorem 1.4. A collection of circuits B of a graph is a F-circuit generator if and only if B is an F-cycle
basis.

In addition, we give a complete determinantal characterization of Γ circuit generators for Abelian groups
Γ.

Theorem 1.5. For an Abelian group Γ, a collection of cycles B is a Γ-circuit generator if and only if
gdetB 6= eΓ for all g ∈ Γ \ {eΓ}.

Finally, in Section 6, we prove a relationship between the path homology of graphs and cycle spaces.

Theorem 1.6. The first homology group H1(G,F) for a field F is isomorphic to the F-cycle space modulo
the space generated by all 3- and 4-cycles.

With these results, we will be able to prove Theorem 1.1.

2 Preliminaries
sec:prelim

2.1 Gain graphs and circuit generators

Let G = (V,E) an undirected graph. We will denote by ~E the set that contains two directed arcs, one in

each direction, for each edge in E. Let Γ be a group. A gain graph is a triple (G,φ,Γ) where φ : ~E → Γ is

a map satisfying φ(xy) = φ(yx)−1 for all edges (xy) ∈ ~E. The map φ is called the gain function of the gain
graph. Denote by Φ(G,Γ) the set of all gain functions from the graph G to the group Γ.

Gain graphs have also been referred to as voltage graphs, and are special cases of biased graphs (see [18]).
When Γ is a group of invertible linear transformations, they are also called connection graphs [3], and the
map φ can be considered as a connection corresponding to a vector bundle on the graph [11].

For the most part, we will take terminology about gain graphs and biased graphs from [18]. A circuit or
simple cycle C is a simple closed walk (x1, . . . , xn). Throughout the paper, we will refer to circuits of length
3 as “triangles,” and circuits of length 4 as “squares.” We write S(G) for the set of all circuits in G. A theta
graph is the union of three internally disjoint simple paths that have the same two distinct endpoint vertices.
A biased graph is a pair (G,B) where B ⊂ S(G) is a set of distinguished circuits, called balanced circuits,
that form a linear subclass of circuits, that is, B has the property that if any two circuits of a theta graph
are in B, then so is the third. We say B ⊂ S(G) is a cyclomatic circuit set if the cardinality of B equals the
cyclomatic number of G, |E| − |V |+ 1.

Gain graphs are biased graphs in a natural way. Define define the order of a circuit C = (x1, . . . , xn)
under a gain function φ via

oφ(C) := inf {r > 0 : [φ(x1x2) . . . φ(xn−1xn)φ(xnx1)]
r

= eΓ} .

We say the gain function φ is balanced on a circuit C = (x1, . . . , xn) if oφ(C) = 1. Denote by B(φ) the set
of balanced circuits. Then (G,B(φ)) defines a biased graph.
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Definition 2.1 (Γ-circuit generator). We say a set B of circuits is a strong Γ-circuit generator if for all
φ ∈ Φ(G,Γ), φ balanced on B implies that φ is balanced on the entire graph G. We say a set B of circuits
is a weak Γ-circuit generator if for all φ ∈ Φ(G,Γ), φ balanced on B implies that all circuits of G have finite
order under φ.

Definition 2.2 (Canonical gain graph). Let G = (V,E) be a graph and let B be a set of circuits. We define
the group Γ(G,B) via the presentation

Γ(G,B) = 〈 ~E|B〉,

i.e., Γ(G,B) is generated by the oriented edges and each circuit C = (x1, . . . , xn) ∈ B gives a relation

(x1x2) . . . (xn−1xn)(xnx1) = eΓ where we identify (xy) = (yx)−1 ∈ ~E. There is a natural gain function φB
given by the natural mapping of ~E into Γ(G,B), and the corresponding gain graph (G,φB,Γ(G,B)) is called
the canonical gain graph associated with the biased graph (G,B).

In [19], it is shown that the canonical gain graph satisfies a universal property with respect to gain graphs
balanced on B.

prop:universal Proposition 2.3 (Theorem 2.1 of [19]). Given any gain graph (G,ψ,Γ) such that ψ is balanced on B, then
there exists a homomorphism h : Γ(G,B)→ Γ such that ψ = h ◦ φB as defined above.

Definition 2.4 (Combinatorial circuit generator). We say, B ⊂ S is a combinatorial circuit generator if the
linear subclass generated by B is the entire set of circuits S(G).

For convenience in talking about combinatorial circuit generators and linear subclasses of circuits, we
define the following operation on circuits. For circuits C1, C2 belonging to the same theta graph, we define
C1 ⊕C2 to be the third cycle in the theta graph. Then we may describe a linear subclass as a set of circuits
that is closed under the operation ⊕.

prop:products Proposition 2.5. Let Γ1,Γ2 be groups, let G be a finite graph and let B ⊂ S(G) be a set of cycles. T.f.a.e.

1. B is a Γ1 × Γ2 circuit generator.

2. B is a Γ1 circuit generator and a Γ2 circuit generator.

Moreover if Γ1 ⊂ Γ2 is a subgroup and if B is a Γ2 circuit generator, then B is also a Γ1 circuit generator.

Proof. The fact that the circuit generator property is inherited to subgroups directly follows from the defini-
tion. This also proves 1 ⇒ 2. We now prove 2 ⇒ 1 indirectly. Suppose B is not a Γ1 × Γ2 circuit generator.
Then, there exists C = (x1, . . . , xn) ∈ S(G) and φ ∈ Φ(G,Γ1×Γ2) s.t. φ is balanced on B but not on C, i.e.,
φ(x1x2) . . . φ(xn−1xn)φ(xnx1) = (g1, g2) ∈ Γ1 × Γ2 with gk 6= eΓk

for some k ∈ {1, 2}. Define φi ∈ Φ(G,Γi)
s.t. φ(e) = (φ1(e), φ2(e)) Now, φi is balanced on B for i = 1, 2 and φk is not balanced on C. Therefore, B is
not a Γk-circuit generator. This is a contradiction and finishes the proof.

We prove some facts about circuit generators that will be useful to us later on.

prop:finitelyGenerated Proposition 2.6. Let Γ0 be a group, let G be a finite graph and let B ⊂ S(G) be a set of cycles. T.f.a.e.:

1. B is a Γ0-circuit generator.

2. B is a Γ-circuit generator for all finitely generated subgroups of Γ0.

Proof. 1 ⇒ 2 follows from Proposition 2.5.
2 ⇒ 1: Suppose B is not a Γ0-circuit generator. Then there exists φ ∈ Φ(G,Γ0) that is balanced on B

but not on some C ∈ S(G). Let Γ be the group generated by all φ(e) for all e ∈ ~E. Then, Γ is a finitely
generated subgroup of Γ0 and φ ∈ Φ(G,Γ) is balanced on B but not on C. Therefore, B is not a Γ-circuit
generator. This finishes the proof.
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2.2 Cycle bases and fields

If F is a field with additive group Γ, then we write Φ(G,F) := Φ(G,Γ) being a F-vector space.
The F-cycle space is defined by

C(G,F) :=

φ ∈ Φ(G,F) :
∑

y:(xy)∈~E

φ(xy) = 0 for all x ∈ V

 .

Every circuit can be identified with a cycle φ ∈ C(G,F) s.t. φ( ~E) ⊂ {0,±1} and such that φ−1({1}) is a
simple connected cycle. Therefore, we have S ↪→ C(G,F) allowing us to add circuits and to multiply them
with scalars. For a cycle C ∈ C(G,F) and a gain function φ ∈ Φ(G,F) define

φ(C) :=
∑
e∈~E

φ(e)C(e).

Definition 2.7 (F-cycle basis). A subset B ⊂ C(G,F) is called an F-cycle basis of G if B is a vector space
basis of C(G,F). In the literature, a Q-cycle basis is also called a directed cycle basis and an F2-cycle basis
is also called an undirected cycle basis.

According to [13], we define the determinant of a set of cycles. Let r be the cyclomatic number of G and
let B ⊂ S(G) be of size r. Corresponding to [13, Definition 22], consider the matrix M(B,F) over the field F
with the incidence vectors of B as columns. Let M(B,F, T )be the r× r submatrix that arises when deleting
the arcs of the spanning T tree of G. Remark that M(B,F) consists only of the entries 0 and ±1. Now write

detB := |detM(B,Q, T )|.

It is shown in [13] that detB does not depend on the choice of the spanning tree T . The following theorem is
a simple generalization of the characterization of directed and undirected cycle basis via determinants (see
[13]).

thmCycleDet Theorem 2.8. A set B ⊂ C(G,F) is an F-basis if and only if detB 6≡ 0 mod χ(F) where χ(F) denotes the
characteristic of the field F.

Proof. It is easy to see that B is a F-vector space basis of C(G,F) if and only if M(B,F, T ) is invertible as a
matrix over F for a given spanning tree T of G. This holds true if and only if detM(B,F, T ) 6= 0 which is
equivalent to

detM(B,Q, T ) 6≡ 0 mod χ(F).

This directly implies the theorem.

Besides the F cycle basis, there are also stricter notions of cycle basis. The following definitions can be
found in [13].

Definition 2.9 (Integral cycle basis). A set B = {C1, ..., Cr} ⊂ C(G,Q) of oriented circuits of a graph G is
an integral cycle basis of G if every oriented circuit C of G can be written as an integer linear combination
of circuits in B, i.e., there exist λi ∈ Z s.t.

C = λiCi + . . .+ λrCr.

Proposition 2.10 ([12]). Let B = {C1, ..., Cr} ⊂ C(G,Q) be a set of oriented circuits of a graph G. T.f.a.e.:

1. B is an integral basis.

2. detB = 1.

Definition 2.11 (Totally unimodular cycle basis). A Q-cycle basis B = {C1, ..., Cr} ⊂ C(G,Q) of a graph
G is a totally unimodular cycle basis of G if its cycle matrix M(B,Q) is totally unimodular, i.e., each sub
determinant is either 0 or ±1.
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Definition 2.12 (Weakly fundamental cycle basis). A set B = {C1, . . . , Cr} of circuits of a graph G is a
weakly fundamental cycle basis of G if there exists some permutation σ such that for all i = 2, . . . , r,

Cσ(i) \ (Cσ(1) ∪ . . . ∪ Cσ(i−1)) 6= ∅.

Proposition 2.13 ([13]). Let B = {C1, ..., Cr} ⊂ C(G,Q) be a set of oriented circuits of a graph G. T.f.a.e.:

1. B is a weakly fundamental cycle basis.

2. There exists a spanning tree T and a permutation of columns and rows such that M(B,Q, T ) is lower
triangular.

Definition 2.14 (Strictly fundamental cycle basis). A set B of circuits of a graph G is a strictly fundamental
cycle basis of G, if there exists some spanning tree T ⊆ E such that B = {Ce : e ∈ E \T}, where Ce denotes
the unique circuit in T ∪ {e}.

Proposition 2.15 ([13]). Let B = {C1, ..., Cr} ⊂ C(G,Q) be a set of oriented circuits of a graph G. T.f.a.e.:

1. B is a strictly fundamental cycle basis.

2. There exists a spanning tree T and a permutation of columns and rows such that M(B,Q, T ) is diagonal.

2.3 Circuit preserving coverings

Let G = (V,E) be a connected graph. If G̃ = (Ṽ , Ẽ) is a graph, and Ψ : G̃ → G is a surjective graph
homomorphism such that Ψ is locally bijective (i.e., Ψ is bijective when restricted to the neighborhood of a

single vertex), then the pair (G̃,Ψ) is called a covering of G.
Since Ψ is locally bijective, than it can be seen that |Ψ−1(x)| is constant for all vertices x ∈ V . If this

constant value is m, we say that (G̃,Ψ) is a covering with m sheets, or is an m-sheeted covering. Here, m
can be infinite.

We call a covering (G̃,Ψ) trivial if Ψ restricted to any connected component of G̃ is a graph isomorphism.

We say it is non-trivial otherwise, i.e., if there is at least one connected component of G̃ on which Ψ is not
one-to-one.

Let B ⊂ S(G) be a set of circuits. We say a covering (G̃,Ψ) is a B preserving covering of G if for all

circuits C = (x1, . . . , xn) ∈ B and all x̃1 ∈ Ṽ with Ψ(x̃1) = x1, there exist a circuit C̃ = (x̃1, . . . , x̃n) ∈ Ṽ
s.t. Ψ(x̃k) = xk for all k. Note in particular that every circuit in the pre-image of C has length equal to the
length of C.

2.4 Path homology of graphs

In this section, we will give definitions for a homology theory on graphs that has been developed in recent
years, called path homology. See [7, 6, 8]. This homology theory is most naturally described for directed
graph, and the homology of an undirected graph is obtained by orienting each edge of an undirected graph
in both possible directions.

For a directed graph G = (V,E) (without self-loops) we start by defining an elementary m-path on V to
be a sequence i0, ..., im of m + 1 vertices of V . For a field F we define the F-linear space Λm to consist of
all formal linear combinations of elementary m-paths with coefficients from F. We identify an elementary
m-path as an element of Λm denoted by ei0...im , and {ei0...im : i0, ..., im ∈ V } is a basis for Λm. Elements of
Λm are call m-paths, and a typical m-path p can be written as

p =
∑

i0,...,im∈V
ai0...imei0...im , ai0...im ∈ F.

Note that Λ0 is the set of all formal linear combinations of vertices in V .
We define the boundary operator ∂ : Λm → Λm−1 to be the F-linear map that acts of elementary m-paths

by

∂ei0...im =

m∑
k=0

(−1)kei0...̂ik...im ,
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where îk denotes the omission of index ik.
For convenience, we define Λ−1 = 0 and ∂ : Λ0 → Λ−1 to be the zero map.
It can be checked that ∂2 = 0, so that the Λm give a chain complex (see [8]). When it is important to

make the distinction, we will use ∂m to denote the boundary map on Λm, ∂m : Λm → Λm−1.
An elementary m-path i0...im is called regular if ik 6= ik+1 for all k, and is called irregular otherwise.

Let Im be the subspace of Λm spanned by all irregular m-paths, and define

Rm = Λm/Im.

The space Rm is isomorphic to the span of all regular m-paths, and the boundary map ∂ is naturally defined
on Rm, treating any irregular path resulting from applying ∂ as 0.

In the graph G = (V,E), call an elementary m-path i0...im allowed if ikik+1 ∈ E for all k. Define Am to
be the subspace of Rm given by

Am = span{ei0...im : i0...in is allowed}.

The boundary map ∂ on Am is simply the restriction of the boundary map on Rn, however, it can be the case
that the boundary of an allowed m-path is not an allowed (m− 1)-path. So we make one further restriction,
and call an elementary m-path p ∂-invariant if ∂p is allowed. We define

Ωm = {p ∈ An : ∂p ∈ Am−1}.

Then it can be seen that ∂Ωm ⊆ Ωm−1. The Ωm with the boundary map ∂ give us our chain complex of
∂-invariant allowed paths from which we will define our homology:

· · ·Ωm
∂→ Ωm−1

∂→ · · · → Ω1 → Ω0 → 0.

Observe that Ω0 is the space of all formal linear combinations of vertices of G, and Ω1 is space of all formal
linear combinations of edges of G. We can now define the homology groups of this chain complex.

Definition 2.16 (path homology). The path homology groups of the graph G over the field F are

Hn(G,F) = Ker ∂|Ωn
/Im ∂|Ωn+1

.

A standard fact is that dim H0(G,F) counts the number of connected components of G ([7]).
As a standard example of some of the interesting behavior of this homology, consider the directed 4-cycle

pictured below.

x

yy z

x ww

z

Note that the 2-paths exyz and exwz are allowed by not ∂-invariant, since the edge xz is missing from the
graph. However, if we consider the linear combination exyz − exwz, then note

∂(exyz − exwz) = eyz − exz + exy − (ewz − exz + exw) = eyz + exy − ewz + exw ∈ Ω1.

Thus exyz−exwz ∈ Ω2, and it turns out that Ω2 = span{exyz−exwz}. It can be seen that Ker ∂1 is spanned
by exy + eyz − ezw − exz, which is precisely Im ∂2, so H1(G,F) = 0. For circuits of length more than 4, then
dim H1(G,F) = 1. See [8] for details.

2.5 Curvature bounds in graphs

For a graph G = (V,E), the graph Laplacian is the operator ∆ on the space of functions f : V → R given by

∆f(x) =
∑
y∼x

(f(y)− f(x)).
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The Bakry-Émery operators are defined via

Γ(f, g) :=
1

2
(∆(fg)− f∆g − g∆f)

Γ2(f, g) :=
1

2
(∆Γ(f, g)− Γ(f,∆g)− Γ(g,∆f)) .

We write Γ(f) := Γ(f, f) and Γ2(f) = Γ2(f, f).

Definition 2.17 (Bakry-Émery Curvature). A graph G is said to satisfy the curvature dimension inequality
CD(K,n) for some K ∈ R and n ∈ (0,∞] if for all f ,

Γ2(f) ≥ 1

n
(∆f)2 +K · Γ(f).

thm:diam_bound Theorem 2.18 (Bonnet-Myers Theorem, Corollary 2.2 of [15]). Let G be a graph satisfying CD(K,∞) for
some K > 0, and with maximum degree Degmax. Then

diam(G) ≤ 2Degmax
K

.

3 Curvature and coverings
sec:CurvCover
thm:CurvCover Theorem 3.1. Suppose a finite graph satisfies CD(K,∞) for some K > 0. Then, there exists no infinite

covering of G preserving all 3- and 4-cycles.

Proof. Suppose there exists an infinite covering (G̃,Ψ) of G preserving all 3- and 4- cycles. Then, G̃ is

locally isomorphic to G and thus satisfying the same curvature bound CD(K,∞). We observe that G̃ has

bounded vertex degree Deg. Now, Theorem 2.18 implies diam(G̃) ≤ 2Deg
K and thus finiteness of G̃. This is

a contradiction and therefore proves that there is no infinite covering of G preserving 3- and 4-cycles.

4 Coverings and circuit basis
sec:CoverCircuit

For gain graphs, there is a natural construction of a covering of the graph that is derived from the gain
function. This construction is given in [10] and is a variant on a construction from [9].

Definition 4.1. Let G = (V,E) be a graph

1. Let φ be a gain function on G into group Γ. We define the derived graph, denoted Gφ = (V φ, Eφ) as

V φ = V × Γ

Eφ = {{(u, g), (v, gφ(uv))} : uv ∈ E, g ∈ Γ} .

2. For φ a gain function into the symmetric group Sn, σuv = φ(uv), we define the permutation derived
graph Gσ = (V σ, Eσ) as

V σ = V × {1, ..., n}
Eσ = {{(u, i), (v, σuv(i))} : uv ∈ E, i = 1, ..., n} .

Note that, as pointed out in [10], a permutation derived graph is not simply a derived graph where the
associated group is the symmetric group. Indeed, the latter would have n!·|V | vertices, while the permutation
derived graph has n|V | vertices. Also, in the definition, we allow n = ∞, and identify S∞ with the infinite
symmetric group Sym(Z), in which case Gσ is an infinite graph.

There is a natural projection Ψ : Gφ → G given by Ψ((u, g)) = u. It is clear, as noted in [10], that Ψ is a
covering map, so that (Gφ,Ψ) is a covering of G with |Γ| sheets. Similarly, Gσ is a covering with n sheets.

We give a slight variation of our definition of the order of a cycle in a gain graph when the group is the
symmetric group Sn. For a gain graph where each edge has an associated permutation σuv, and for a circuit
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C of the graph, we denote by σC the composition of all the permutations going around the cycle. For an
element i ∈ {1, ..., n} we denote

oi(C) = min{k : σkC(i) = i}.

Note that for i 6= j, oi(C) may not be equal to oj(C), depending on the action of σC on i and j.

lem:perm_lift_cycle Lemma 4.2. Let G be a gain graph with group Sm and corresponding permutation derived covering (Gσ,Ψ).
Given a circuit C of length n of G, the pre-image Ψ−1(C) consists of a collection of vertex disjoint circuits

{C̃}, where if C̃ contains the vertex (x1, i) for some i ∈ {1, ...,m}, then the length of C̃ is oi(C) · n. In the
case oi(C) is infinite, Ψ−1(C) contains an infinite path.

Proof. Let C = (x1, ..., xn) be a circuit of G, and fix i ∈ {1, ...,m}. Set i1 = i, and define ij+1 = σxjxj+1(ij)
where the index j on the x’s is taken (mod n). Then since xjxj+1 ∈ E for all j, then {(xj , ij), (xj+1, ij+1)} ∈
Eσ for all j by definition. Now we ask, when (if ever) does the sequence C̃ = ((x1, i1), (x2, i2), ....) return
to its starting point at (x1, i1). Clearly, for this to be the case, the index j satisfies j ≡ 1 (mod n), and
every time j becomes 1 (mod n), the associated element gets mapped by σC . So the sequence comes back
to (x1, i1) when the xj have come back to x1 oi(C) times. The sequence cannot intersect itself at any earlier

point by minimality of oi(C). Therefore clearly C̃ is a circuit of length oi(C) ·n. If there are multiple distinct
circuits in Ψ−1(C), it is clear that they are vertex disjoint by the definition of Gσ.

A slight modification of the above proof can be applied to derived graphs (not permutation derived) for
any group.

lem:derived_lift_cycle Lemma 4.3. Let (G,φ,Γ) be a gain graph, with (Gφ,Ψ) the corresponding derived covering. Given a circuit

C of length n of G, the pre-image Ψ−1(C) consists of a collection of vertex disjoint circuits {C̃} where each

C̃ is of length oφ(C) · n. In the case oφ(C) is infinite, Ψ−1(C) contains an infinite path.

We remark that for the derived cover (Gφ,Ψ), every circuit in Ψ−1 has the same length, oφ(C) ·n, but for
the permutation derived cover (Gσ,Ψ), Ψ−1(C) may contain circuits of different lengths, if the permutation
σC has different orders for different elements of {1, ...,m}.

cor:cover_pres_balance Corollary 4.4. Let (G,φ,Γ) be a gain graph with (Gφ,Ψ) the associated derived covering, and if Γ is some
permutation group, let (Gσ,Ψ) be the associated permutation derived covering. Then for both Gφ and Gσ, if
B is a collection of circuits of G, then φ is balanced on B if and only if the covering preserves B.

Proof. For the permutation derived covering Gσ, a cycle C of length n is balanced if and only of σC is the
identity, which holds if and only if σC(i) = i for all i ∈ {1, ...,m}, in other words, oi(C) = 1 for all i, so that
Ψ−1(C) is a collection of vertex disjoint cycles of length n by Lemma 4.2. This is the definition of C being
preserved under the cover.

A similar argument works for Gφ.

The following theorem from [10] shows that permutation derived coverings account for all possible cov-
erings of a graph.

thm:all_cover_perm Theorem 4.5 (Theorem 2 of [10]). Let (G̃,Ψ) be a covering of G with m sheets. Then there is a gain
function into the symmetric group Sm assigning each edge uv a permutation σuv ∈ Sm on G such that the
permutation derived graph Gσ is isomorphic to G̃.

We remark here that m need not be finite, in which case the associated symmetric group can be identified
with Sym(Z).

thm:StrongGenCover Theorem 4.6. Let G = (V,E) be a connected graph and let B be a set of circuits. T.f.a.e:

1. There exists no non-trivial covering of G preserving B

2. The circuit set B is a strong Γ circuit generator of G for all groups Γ.

3. The circuit set B is a strong Sym(Z) circuit generator of G.

4. The circuit set B is a strong Γ(G,B) circuit generator of G.
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Proof. We begin by proving 1 =⇒ 2 by contraposition. Suppose that there is some group Γ for which
B is not a strong Γ circuit generator. That means there is a gain φ : ~E → Γ that is balanced on B, but
that is unbalanced on some circuit, say C of G. Then oφ(C) > 1. Consider the derived covering (Gφ,Ψ).
By Corollary 4.4, this covering preserves B. By Lemma 4.3, since oφ(C) > 1, Ψ−1(C) contains a circuit of
length strictly larger than C. This implies that the covering is non-trivial.

That 2 =⇒ 3 is immediate.
Now we prove 3 =⇒ 1 by contraposition. Suppose that there is a non-trivial covering of (G̃,Ψ) of G

that preserves B, and suppose it has m sheets. Then by Theorem 4.5, this covering can be realized as a
permutation derived covering (Gσ,Ψ) for some assignment σuv ∈ Sm for all uv ∈ E. Since the covering
preserves B, then every circuit from B is balanced under this assignment by Corollary 4.4. We need to find
some circuit of G, not in B, that is unbalanced. Since (Gσ,Ψ) is a non-trivial covering, there exist two

vertices, call them x̃1 and x̃k in the same connected component of G̃ such that Ψ(x̃1) = Ψ(x̃k). Since these
belong to the same component, there is a path connecting x̃1 to x̃k. Since the covering preserves edges, and
Ψ(x̃1) = Ψ(x̃k), the image of this path is a circuit of G. Call this circuit C, and suppose it has length n,

and let x1 = Ψ(x̃1) = Ψ(x̃k). By Lemma 4.2, the pre-image C̃ of C is a circuit of length oi(C) ·n for some i.

But since the pre-image of x1 has at least two vertices, then C̃ has strictly more vertices than C, implying
oi(C) > 1. Thus the permutation σC cannot be the identity, so C is not balanced. So B is not a strong Sm
circuit generator, for any m. Thus B is not a Sym(Z) circuit generator either, by Proposition 2.6.

It is clear that 2 =⇒ 4, and 4 =⇒ 2 by Proposition 2.3.

thm:CoverWeakGen Theorem 4.7. Let G = (V,E) be a connected graph and let B be a set of circuits. T.f.a.e:

1. There exists no non-trivial infinite covering of G preserving B

2. The circuit set B is a weak Γ circuit generator of G for all groups Γ.

3. The circuit set B is a weak Sym(Z) circuit generator of G.

4. The circuit set B is a weak Γ(G,B) circuit generator of G.

Proof. The proof will follow the proof of Theorem 4.6. We begin by proving 1 =⇒ 2 by contraposition.
Suppose that there is some group Γ for which B is not a weak Γ circuit generator. That means there is a
gain φ : ~E → Γ that is balanced on B, but there is a circuit, say C of G, that has infinite order under φ (in
particular, Γ is an infinite group). Consider the derived covering (Gφ,Ψ), which is an infinite cover of G. By
Corollary 4.4, this covering preserves B. By Lemma 4.3, since the order of C is infinite, Ψ−1(C) contains an
infinite path. This implies that the covering is non-trivial.

That 2 =⇒ 3 is immediate.
Now we prove 3 =⇒ 1 by contraposition. Suppose that there is a non-trivial infinite covering of (G̃,Ψ)

of G that preserves B. Then by Theorem 4.5, this covering can be realized as a permutation derived covering
(Gσ,Ψ) for some assignment σuv ∈ Sym(Z) for all uv ∈ E. Since the covering preserves B, then every
circuit from B is balanced under this assignment by Corollary 4.4. We need to find some circuit C where
σC has infinite order. Since (Gσ,Ψ) is a non-trivial infinite covering, there exist an infinite path containing
an infinite sequence x̃1, x̃2, ... of vertices, such that Ψ(x̃k) = x1 ∈ V for all k. Since the covering preserves
edges, and Ψ(x̃1) = Ψ(x̃k) for all k, the image of this path is a circuit of G. Call this circuit C, and suppose
it has length n. By Lemma 4.2, the order of σC is infinite.

It is clear that 2 =⇒ 4, and 4 =⇒ 2 by Proposition 2.3.

5 Cycle bases and gain graphs
sec:BasisGain

Theorem 5.1. Every weakly fundamental cycle basis is a combinatorial circuit generator.

Proof. Let {C1, . . . , Cr} be a weakly fundamental cycle basis. Due to the weakly fundamental property, we
can assume without obstruction that Cr contains an edge e = x1x2 not contained in all other Ci. We assume
by induction that the theorem holds true for all cyclomatic numbers smaller than r. Let C be a circuit. Due
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to induction, we can assume that C contains e since otherwise C can be be represented by C1, . . . , Cr−1 and
we can delete e and Cr from the graph and decrease the cyclomatic number. We aim to write

C = (. . . (Cr ⊕K1)⊕ . . .)⊕Kn (1) eq:weaklyFundamentalCombinatorial

with Ki ∈ 〈C1, . . . , Cr−1〉. This would prove the theorem since due to induction over the cyclomatic number,
we can assume that K1, . . . ,Kn are in the closure of B under ⊕.

We inductively define Kk and

Ckr := (. . . (Cr ⊕K1)⊕ . . .)⊕Kk

for all k. We start with C0
r = Cr. Write

Ckr = (x1, . . . , xN ).

Now, we can write
C = (x1, . . . , xK , y1, . . . , yL, xM , . . .)

with yi /∈ Ckr , and after xM are some further elements of C that we need not specify. Define

Kk+1 := (y1, . . . , yL, xM , . . . , xK).

Observe that Kk+1 does not contain the edge x1x2, so Kk+1 belongs to the closure of B under ⊕ by the
induction hypothesis. Note also that Ckr and Kk+1 belong to a theta graph whose paths are given by
p1 = xK , xK+1, ...xM−1, xM ; p2 = xK , y1, ..., yL, xM ; and p3 = xM , ...xN , x1, ..., xK . Define

Ck+1
r := Ckr ⊕Kk+1 = (x1, . . . , xK , y1, . . . , yL, xM , . . . , xN ).

Observe that Ck+1
r and C share a longer path than Ckr and C do. Therefore, this process will terminate

yielding (1). This finishes the proof.

Theorem 5.2. Every combinatorial circuit generator is a Γ-circuit generator for all groups Γ.

Proof. Let B a combinatorial circuit generator and define inductively B0 := B and

Bk+1 := Bk ∪ (Bk ⊕ Bk) = Bk ∪ {C1 ⊕ C2 : C1, C2 ∈ Bk}.

Since B is a combinatorial circuit generator, we have
⋃
k∈N Bk = S(G). Suppose B is not a Γ-circuit generator

for some group Γ. Let K be the minimal number such that there exists a circuit C ∈ Bk and φ ∈ Φ(G,Γ) such
that φ is balanced on B but not on C. Due to minimality, φ is also balanced on Bk−1. Since C ∈ Bk \ Bk−1,
we can write C = C1 ⊕ C2 for some C1, C2 ∈ Bk−1, where C, C1, and C2 all belong to a single theta graph
in G. Thus, we can write Ci = (pi, p3) for some paths p1, p2, p3. Moreover, C = (p1, p

−1
2 ) where p−1

2 is the
inverse of the path p2. Due to induction, we have φ(pi)φ(p3) = eΓ and thus φ(p1)φ(p−1

2 ) = eΓ showing that
φ is balanced on C. This is a contradiction and proves that B is a Γ-circuit generator. This finishes the
proof.

thm:CycleCircuitField Theorem 5.3. Let F be a field with additive group Γ. Let B = {C1, ..., Cr} ⊂ C(G,F) be a cyclomatic circuit
set of a graph G. T.f.a.e.:

1. B is a F−cycle basis.

2. B is a Γ-circuit generator.

Proof. 1 ⇒ 2: We aim to show that every gain function φ is balanced on all cycles when assuming that φ
is balanced on B. Now, φ is balanced on C if and only φ(C) = 0. Since φ is linear and φ(C) = 0 for all
C ∈ B due to assumption, we infer that φ(C) = 0 for all C ∈ span(B) = C(G,F) since we assume that B is
a F-cycle basis of G.

2 ⇒ 1: We indirectly prove the claim. Assume B is not a F-cycle basis. Then, there exists a basis B̃
and C0 ∈ B̃ s.t. B ⊂ span(B̃ \ {C0}). The matrix M(B̃,F) is a r × |E| matrix with full rank r. Hence,
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the multiplication with the gain functions M(B̃,F) : Φ(G,F) → FB̃ is surjective. In particular, there exists

φ ∈ Φ(G,F) s.t. for C ∈ B̃,

φ(C) =
[
M(B̃,F)φ

]
(C) =

{
1 : C = C0

0 : C ∈ B̃ \ {C0}
.

This implies φ(C) = 0 for all C ∈ B and φ(C0) = 1 which proves that B is not a Γ circuit generator. This
finishes the proof.

cor:CurvBasis Corollary 5.4. If a graph G satisfies CD(K,∞) for some K > 0, and if F is a field with characteristic 0,
then there is an F-cycle basis consisting of only 3- and 4-cycles.

Proof. Let B be the set of 3- and 4-cycles of G. By Theorem 3.1, there is no infinite cover of G preserving
preserving B. Then take Γ to be the additive group of the field F. By Theorem 4.7, the set B is a weak
Γ-circuit generator of G. Since F has characteristic 0, no non-trivial element has finite order, so in fact B is
a strong Γ-circuit generator of G. Then by Theorem 5.3, B contains a F-cycle basis.

Since all proper finitely generated subgroups of (Q,+) are isomorphic to Z we immediately obtain the
following corollary by using Theorem 2.8.

cor:QZcircuitGenerators Corollary 5.5. Let G be a finite graph and let B ⊂ S(G) be a cyclomatic circuit set. T.f.a.e.:

1. detB 6= 0.

2. B is a Q-circuit generator.

3. B is a Z-circuit generator.

cor:qnDetAbel Corollary 5.6. Let n ∈ N and let q be a prime number. Let Γ be the cyclic group with qn elements and let
G be a graph with a cyclomatic circuit set B ⊂ S(G). T.f.a.e.:

1. detB 6≡ 0 mod q.

2. B is a Γ circuit generator.

Proof. The implication 2⇒ 1 follows from Theorem 2.8, Theorem 5.3 and Proposition 2.5 since the additive
group of Fq is a subgroup of Γ.

We next prove 1 ⇒ 2. We say B = {C1, . . . , Cr}. We canonically identify the elements of Γ with
{0, . . . , qn − 1} ⊂ Q via a function η : Γ → Q. Since detB 6≡ 0 mod q, the matrix M(B,Q, T ) is invertible
for a spanning tree T and every circuit C ∈ C(G,Q) can uniquely be written as

C =
λ1

detB
C1 + . . .+

λr
detB

Cr

with integers λ1, . . . , λr. Suppose B is not a Γ circuit generator. Then there exists φ ∈ Φ(G,Γ) that is
balanced on B but not on some C ∈ S(G). Observe η ◦ φ ∈ Φ(G,F) and φ is balanced on a circuit C if and
only if (η ◦ φ)(C) ≡ 0 mod qn. Therefore we can write, (η ◦ φ)(Ci) = ciq

n for integers ci and i = 1, . . . , cr.
This implies

(η ◦ φ)(C) · detB = (λ1c1 + . . .+ λrcr)q
n ∈ qnZ.

Since detB 6≡ 0 mod q and since q is prime, we obtain (η◦φ)(C) ≡ 0 mod qn which is equivalent to balance
of φ on C. This contradicts the assumption that B is not a Γ circuit generator. This finishes the proof.

Using the above theorem, we can fully characterize Γ circuit bases for Abelian groups Γ

Corollary 5.7. Let Γ be an Abelian group and let B = {C1, ..., Cr} ⊂ S(G) be a cyclomatic circuit set of a
graph G. T.f.a.e.:

1. gdetB 6= eΓ for all g ∈ Γ \ {eΓ}
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2. B is a Γ-circuit generator.

Proof. We start proving 2 ⇒ 1. First suppose detB 6= 0. Suppose gdetB = eΓ for some g ∈ Γ \ {eΓ}.
Then, we can assume without obstruction that g has prime order q and detB ≡ 0 mod q. Theorem 2.8
and Theorem 5.3 imply that B is not a 〈g〉 circuit generator. Since 〈g〉 is a subgroup of Γ, Proposition 2.5
implies that B is not a Γ circuit generator. Now suppose detB = 0. If there exists g ∈ Γ \ {eΓ} with finite
order, we can proceed as in the case above. Otherwise, there exists an element g ∈ Γ with infinite order and
therefore (Z,+) ∼= 〈g〉 ⊂ Γ. Corollary 5.5 yields that B is not a 〈g〉 circuit basis since detB = 0. Since 〈g〉 is
a subgroup of Γ, Proposition 2.5 also yields that B is not a Γ circuit basis. This finishes the proof of 2 ⇒ 1.

We now prove 1 ⇒ 2. W.l.o.g., Γ is not the one element group and therefore, we can assume detB 6= 0.
Due to Proposition 2.6 we can assume without obstruction that Γ is finitely generated. Therefore, Γ is
isomorphic to Zn ⊕ Zq1 ⊕ . . .⊕ Zqt where q1, . . . , qt are powers of prime numbers and Zq is the cyclic group
with q elements. Due to Proposition 2.5 it suffices to show that B is a Z circuit generator and a Zqi
circuit generator for i = 1, . . . , r. Corollary 5.5 and detB 6= 0 implies that B is a Z circuit generator. Let
i ∈ {1, . . . r}. We know qi = pn for some prime p and we know Zqi has order p. Therefore, assertion 1 of the
theorem implies detB 6≡ 0 mod p. Now, Corollary 5.6 applied to Zqi yields that B is a Zqi circuit generator.
Since i is arbitrary, this shows that B is a Γ circuit generator. This finishes the proof.

6 Cycle basis and homology
sec:BasisHomology

We will be dealing with undirected graphs G = (V,E), so when considering the homology groups, we will
view G as a directed graph in which each edge corresponds to two directed edges, one in each direction.

thm:HomologyCycleSpace Theorem 6.1. Let F be a field with characteristic not equal to 2, and let C(G,F) denote the F-cycle space
of G. Let TS denote the subspace of C(G,F) that is generated by all simple triangles and squares of G. Then

H1(G,F) ∼= C(G,F)/TS.

This section will be devoted to proving this theorem.
Recall that by definition,

H1(G,F) = Ker ∂1/Im ∂2

where ∂1 denotes the boundary operator on 1-paths and ∂2 the boundary operator on 2-paths.
Observe that the space Ω1 of 1-paths can be naturally identified with the space of functions from the

edge set to the field F; that is

Ω1
∼= {φ :

−→
E → F}.

This space can naturally be decomposed: define

Ω+ = {φ ∈ Ω1 : φ(xy) = φ(yx) for all x, y}
Ω− = {φ ∈ Ω1 : φ(xy) = −φ(yx) for all x, y}.

Then it is clear that
Ω1 = Ω+ ⊕ Ω−.

lem:ker Lemma 6.2. Ker ∂1
∼= Ω+ ⊕ C(G,F).

Proof. The action of ∂1 on Ω1 can be given as

∂1φ =
∑
x,y

φ(xy)(ey − ex) =
∑
x

∑
y

(φyx − φxy)ex.

Therefore φ ∈ Ker ∂1 if and only if ∑
y∼x

(φ(yx)− φ(xy)) = 0 for all x.
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In terms of the direct sum decomposition above, this then yields

Ker ∂1 = {φ : φ(xy) = φ(yx) for all x, y}

⊕

{
φ : φ(xy) = −φ(yx) for all x, y and

∑
y∼x

φ(xy) = 0 for all x

}
.

The first term is clearly Ω+ and the second is, by definition, the cycle space C(G,F). This gives the lemma.

lem:im Lemma 6.3. Im ∂2
∼= Ω+ ⊕ TS.

Proof. First, any element of Ω+ can be written

∑
x,y

φ(xy)(exy + eyx) = ∂2

(∑
x,y

φ(xy)exyx

)
,

so Ω+ ⊂ Im ∂2. It remains to show that the portion of Im ∂2 that lies in Ω− is equal to TS. That is, we
must show that any element from C(G,F) is in Im ∂2 if and only if it is in the space spanned by triangles
and squares.

Suppose xyz is a triangle of G. Consider first any triangle, that is, some φ such that φ(xy) = φ(yz) =
φ(zx) = −φ(yx) = −φ(zy) = −φ(xz) and is 0 on all other edges. Note that

∂2(φ(xy)(exyz − ezyx) = φ(xy)eyz − φ(xy)exz + φ(xy)exy − φ(xy)eyx + φxyezx − φ(xy)eyx

= φ(xy)exy + φ(yz)eyz + φ(zx)ezx + φ(yx)eyx + φ(zy)ezy + φ(xz)exz

which is the triangle φ. So any triangle is contained in Im ∂2.
Similarly if φ is an square xyzw of G, i.e. φ(xy) = φ(yz) = φ(zw) = φ(wx) = −φ(yx) = −φ(zy) =

−φ(wz) = −φ(xw) and is 0 elsewhere, then in a similar way, it can be verified that

∂2(φ(xy)(exyz − exwz − ezyx + ezwx)) = φ.

Therefore any square is in Im ∂2 as well. It follows that the space TS ⊂ Im ∂2.
Conversely, we must show Im ∂2 ⊂ Ω+ ⊕ TS. We already know Im ∂2 ⊂ Ker ∂1 = Ω+ ⊕ C(G,F), so we

will be done if we can show that any φ ∈ Im ∂2 ∩ C(G,F) belongs to TS. Since φ ∈ Im ∂2 we can write

φ = ∂2

(∑
xyz

axyzexyz

)
=
∑
xyz

axyz(eyz − exz + exy),

where the sum is taken over ∂-invariant allowed paths xyz of G. Since Ω2 consists only of ∂-invariant allowed
elements, axyz is non-zero only for allowed paths xyz, implying that xy and yz are edges of G, and that
either xz is an edge of G, or else the exz term cancels in the sum. We will therefore split the above sum into
two parts, ∑

xyz
xz∈E(G)

axyz(eyz − exz + exy) +
∑
xyz

xz 6∈E(G)

axyz(eyz − exz + exy).

Since we are assuming φ ∈ C(G,F) (in particular, φ(xz) = −φ(zx)) then it is clear that the first term above
is a linear combination of triangles.

For the second term, since it is allowed, any exz term must cancel. Thus, for any xyz for which axyz
is non-zero in the second sum, there must be some other allowed 2-path in which exz shows up as a term.
Namely, there exists w 6= y such that xwz is allowed in G, and the coefficient axwz = −axyz. It is clear then
that the second sum is a linear combination of squares of G. Thus we have shown that Im ∂2∩C(G,F) ⊂ TS,
and we have shown the lemma.
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Lemma 6.2 and Lemma 6.3 together immediately give the proof of Theorem 6.1.
Theorem 6.1 along with Corollary 5.4 give the following corollary.

cor:HomVanish Corollary 6.4. If G is a graph satisfying CD(K,∞) for some K > 0 and if F is a field with characteristic
0, then

H1(G,F) = 0.

Of course, the converse of Corollary 6.4 does not hold. Indeed, it is well-known that in trees other than
paths or the star on 4 vertices, there will typically be vertices with negative curvature (see, for instance [4]).
However, all trees have trivial first homology [6].

It is natural to ask if the hypotheses of Corollary 6.4 can be weakened, but still obtain trivial first
homology. Consider however the graph pictured below.

Computation shows that this graph has non-negative curvature at every vertex, and strictly positive curvature
at some vertices. However dim H1(G,F) = 1, since the outer 5-cycle is not generated by any 3- or 4-cycles.
This shows that we cannot weaken the hypothesis to simply non-negative curvature, even if there are some
vertices with strictly positive curvature.

6.1 Clique Homology

A more commonly used notion of homology in graph theory is the clique homology coming from the clique
complex, or flag complex of the graph. In this theory, the chain complex is

· · ·Cn → Cn−1 → · · · → C1 → C0 → 0

where Cn is the space of all formal F-linear combinations of n-cliques of the graph G. (Hence it is still the
case that C1 is all formal linear combinations of edges, and C0 all formal linear combinations of vertices.)
The boundary map ∂ of a clique is the sum of all its “faces,” viewing the graph as a cell complex with an
n-cell filling each n-clique. Then the clique homology groups are defined in the same way,

Hclique
n (G,F) = Ker ∂|Cn

/Im ∂|Cn+1
.

Using techniques very similar to those used to prove Theorem 6.1, it is possible to prove an analogous
theorem for clique homology.

thm:CliqueHomologyCycleSpace Theorem 6.5. Let F be a field with characteristic not equal to 2, and let C(G,F) denote the F-cycle space
of G. Let T denote the subspace of C(G,F) that is generated by all simple triangles of G. Then

Hclique
1 (G,F) ∼= C(G,F)/T.

Hence for both the path and clique homology theories, the first homology group “counts” cycles of the
graph, but there are certain types of cycles ignored depending on the theory; clique homology does not see
triangles, and path homology sees neither triangles nor squares.

Observe in particular that the homology vanishing theorem for path homology, Corollary 6.4, does not
hold for the clique homology (a simple 4-cycle being a counterexample). We take this as further evidence
that the path homology is the more appropriate homology theory for graph theory.
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mulas. preprint, 2015.

Gross74 [9] Jonathan L. Gross. Voltage graphs. Discrete Math., 9:239–246, 1974.

GrossTucker77 [10] Jonathan L. Gross and Thomas W. Tucker. Generating all graph coverings by permutation voltage
assignments. Discrete Math., 18(3):273–283, 1977.

Kenyon [11] Richard Kenyon. Spanning forests and the vector bundle Laplacian. Ann. Probab., 39(5):1983–2017,
2011.

liebchen2003finding [12] Christian Liebchen. Finding short integral cycle bases for cyclic timetabling. In European Symposium
on Algorithms, pages 715–726. Springer, 2003.

liebchen2007classes [13] Christian Liebchen and Romeo Rizzi. Classes of cycle bases. Discrete Applied Mathematics, 155(3):337–
355, 2007.

LinYau10 [14] Yong Lin and Shing-Tung Yau. Ricci curvature and eigenvalue estimate on locally finite graphs. Math.
Res. Lett., 17(2):343–356, 2010.

liu2016bakry [15] Shiping Liu, Florentin Münch, and Norbert Peyerimhoff. Bakry-emery curvature and diameter bounds
on graphs. arXiv preprint arXiv:1608.07778, 2016.

ollivier2009ricci [16] Yann Ollivier. Ricci curvature of markov chains on metric spaces. Journal of Functional Analysis,
256(3):810–864, 2009.
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