Uncovering Household Self-Targeting with Machine

Learning

Moya Chin*

EXTENDED ABSTRACT

Please do not cite or circulate without permission.

December 16, 2019

Abstract

I investigate the extent to which households in Colombia manipulate their eligibility
for a social program. Eligibility is determined by a poverty score that is calculated
from answers to a household survey, the formula for which was released four years after
the start of the program. Because proxy-means testing systems can potentially predict
household poverty poorly, households have incentives to manipulate their eligibility. I
find that, as in Camacho and Conover (2011), there is a significant discontinuity at the
eligibility cutoff and that one method households use to manipulate their eligibility is
by having their poverty score overwritten. I then use machine-learning techniques to
predict households’ actual poverty level. I find that households who manipulate their
score are more likely to be poorer than households with the same score and are more
likely to be poorly predicted by the government’s poverty score. These findings suggest
that not all proxy-means testing systems predict household poverty well and when they

do not, households self-target by manipulating their eligibility.
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1. Introduction

Targeting households for social welfare programs has remained a constant issue for
governments. In developing countries, where the poor are often concentrated in the informal
sector, governments must deal with costly income verification and agency problems that
may arise among those who determine eligibility (Niehaus and Sukhtankar, 2013; Olken and
Pande, 2012; Reinikka and Svensson, 2004).

To minimize these issues, many governments use proxy-means testing systems (PMTSs).
In a PMT, household information, such as asset ownership and demographics, is collected
in order to predict a household’s poverty status and determine eligibility. However, these
systems may be subject to manipulation, as households may engage in lying or fraud to
become eligible. This can increase or decrease targeting efficiency, depending on whether
households who qualify through manipulation are more or less likely to be eligible. This
project studies the implementation of a PMT for a large social program in Colombia before
and after the targeting rule was made public. The resulting manipulation by households to
become eligible allows me to study which households self-target and when they do so.

While many PMTs use sophisticated econometric techniques, there is far from consensus
on their prediction quality (Coady et al., 2004; Kidd and Wylde, 2011). PMTSs often rely on
techniques that (1) are un-regularized, which contributes to over-fitting of the data, and (2)
do not identify interactions in the data, which leads to model mis-specification. These issues
can result in poor out-of-sample predictions and have motivated growing interest in machine
learning methods (Blumenstock, 2016; Mullainathan and Spiess, 2017). This project applies
machine learning methods to evaluate the prediction quality of a PMT used in Colombia.

Because PMTs can potentially predict household poverty poorly and the benefits of
program eligibility are high, households face large incentives to manipulate their way into
eligibility. Following the release of the formula for the eligibility rule, there were increased
opportunities for households to engage in manipulation. The second goal of this project is
to document whether the prediction quality of the government’s PMT influences whether

households engage in manipulation.
2. Empirical strategy

I revisit Camacho and Conover (2011) and study Sisbén I, a national social program
implemented between 1994 and 2003 in Colombia. A household’s poverty status is summarized
by a poverty score, an index that ranges from 0 to 100, representing the probability that the
household’s consumption level is above the poverty line (lower scores indicate higher poverty).
Various government welfare programs then use the poverty score to determine eligibility. The

formula for calculating the poverty score was released to local officials in mid-1997.



I use the administrative Sisbén survey, which contains the answers from the household
survey and each household’s poverty score. Because Sisbén does not contain consumption
measures, I use the 1993, 1997, and 2003 Quality of Life surveys to train machine learning
algorithms to create a prediction algorithm that can be applied to the Sisbén survey. I

estimate an ensemble of a random forest, boosted tree, and lasso.
3. Results

First, as in Camacho and Conover (2011), I find a significant discontinuity in the density
of households at the eligibility cutoff after 1998, when the poverty score formula was released,
suggesting that poverty scores are being manipulated (Figure 1). T document that one method
households use to manipulate their eligibility is by having the poverty score altered. I do not
find evidence that these irregularities are due to mis-calculation or other errors.

Second, households who had their poverty scores altered, compared to households with
the same original score but who did not have their scores altered, are more likely to be poor
as predicted by a machine-learning algorithm (Figure 2). I find that the government’s poverty
score predicts poverty poorly, particularly for the poorest households (Figure 3).

Third, households for whom the government’s poverty score under-predicts their poverty
are more likely to have their score altered (Figure 4). This effect is seen both before and after
the score was released, suggesting that households are able to predict when their poverty will

be predicted poorly by the government.
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Figure 1 Density of poverty scores, before and after 1998
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Data from Sisbén survey. Density of poverty scores assigned to households in Sisbén. The poverty score
algorithm was released to local officials in late 1997. Households with a score below 47 (the dotted vertical
line) are eligible for a variety of social programs.



Figure 2 Households whose scores are manipulated are more likely to be poor than households
whose scores are not manipulated
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Data from Sisbén survey, for surveys conducted after 1998. Horizontal axis is the household’s reconstructed
poverty score, prior to any manipulation. Vertical axis is the household’s probability of being poor, as
predicted by the machine learning algorithm. Outcomes plotted separately for households whose poverty score
was manipulated (blue line) and households whose poverty score was not manipulated (red line). Households
to the left (right) of the vertical line are (not) eligible for social programs.



Figure 3 Prediction quality by household consumption
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Data from Quality of Life surveys. Horizontal axis is the household’s actual distance from the poverty line.
Vertical axis is the household’s predicted probability of being poor (either by the machine learning algorithm,
in red, or by the government’s poverty score, in blue). Binned by percentile, so that each point in the graph
represents 1% of households. Households to the right (left) of the vertical line are above (below) the poverty
line. Households above (below) the horizontal line are (not) eligible for social programs.



Figure 4 Households who manipulate their score are more likely to be considered richer by the

government’s poverty score
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Data from Sisbén survey, for surveys conducted before 1998 (in red) and after 1998 (in blue). Horizontal axis
is the household’s residual, which is defined as the government’s poverty score minus poverty as predicted by
the machine learning algorithm. Households with a negative (positive) residual, ie. to the left (right) of the
vertical line, are poorer (richer) than the government’s poverty score would predict. Binned by percentile, so

that each point in the graph represents 1% of households.
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