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I will divide the main discussion into two parts.

e ''Static Analysis”. An analysis of price changes

that are likely to result from the merger
if we hold the non-price characteristics of
all firms (those of the merging firms, the
other incumbents, and of the potential en-
trants) fixed at their premerger values. By
“characteristics” we mean the goods they
market, their capital stocks, etc.

e “Dynamic Analysis”. An analysis of the
change in prices and firm characteristics
that are likely to occur after the merger
(this takes account of the fact that the
merger will change the incentives which de-
termine entry, investment, and exit deci-
sions).



Static Analysis

I will try to give you a flavor of the analysis
that can be done, the assumptions needed for
the analysis, and what can go wrong when the
assumptions are inappropriate. The goals of
the analysis are to

e Provide a model which determines pre and
post merger prices as a function of empir-
ically analyzable magnitudes.

e Consider sources of information on the needed
magnitudes, giving special emphasis to the
role of demand systems and current tech-
niques for estimating them.



Static Analysis:Model

I am going to focus on a "unilateral” pricing
"differentiated product’” model, as it underlies
much of modern analysis. In this model

e Different products compete for consumers,
and the extent of competition between any
two of them (or their “similarity” ) is deter-
mined by the extent to which consumers
view the goods as subsitutable for one an-
other (a concept that will be formalized
below).

e Firms set prices and we assume that price
choices maximize the profits of the firm
given the prices and the characteristics of
other firms (that is a firm could not earn
higher returns from a unilateral change in
its price).



Details: Unilateral Pricing Models

Note. The latter condition is the “Nash in
Prices” or Bertrand, equilibrium condition. A
similar analysis can be done for the other " uni-
lateral” models which appear in the literature.

However models which allow for collusive pric-
ing require a different (and slightly more re-
fined) type of reasoning. Collusive models which
are realistic enough to be analyzed for their de-
tailed numerical implications are just now be-
ing developed (a bit more on this below).



Profit Maximization Conditions; Pre
Merger.

We let the quantity demanded of good : be
¢;(-), and it will be a function of the prices,
as well as perhaps the characteristics, of all J
competing goods (say (p1,...,p7), and (z1,...,x75)).
If we let c;(z;,q;) be the cost of producing g;
units of good ¢ then the equilibrium condition
is that firm ¢'s price, p;, maximizes profits, or

pi¢i(p1,---, 07, %1, ., 7)) — (g, x;),

(conditional on the observed prices and char-
acteristics of its competitors.)

Note this analysis is " static” because the char-
acteristics of the products being marketed, and
their cost functions, will be held fixed.



Static Pricing Equations; Pre Merger.

Letting the marginal cost of good i be me(q;, z;),
the equilibrium condition insures that price is
set equal marginal cost plus a markup equal to
the inverse of the semi-elasticity of demand,
i.e.

1
[0q;/0pil/q;

p; = me(xg, ¢;) +

or, equivalently, that the percentage markup
(markup/price) is equal to the inverse elasticity
of demand (n;;), or

p; —mci(q;,z;) 1

1) Mis



Notes on the Markup Equation.

e If prices and marginal costs are known we
can simply compute markups as their dif-
ference. Unfortunately reliable cost data
are often proprietary and very difficult to
obtain.

e An alternative way of getting some idea
of the pre-merger markup is to estimate
the elasticity of demand; i.e. estimate a
demand system.



Details: Computation of Markups.

Note that this elasticity depends (through the
demand function) on the prices and character-
istics of all the goods marketed. However esti-
mates generally imply that it is a fairly " smooth”
function of these variables, so that a small
change in price, say from pre to post merger
prices, will not affect its value very much (the
effect will be second order). When we use the
term "“approximate” below, we will mean that
we are ignoring such second order effects.



Post Merger Prices.

In the firms that produce the first two goods
merge, then the merged firm is concerned with
the sum of the profits generated from the two
goods, and the equilibrium condition for good
one is that its price maximizes

[P1a1(P1,.--,p5) —c1(q1,z1)]+

[p2g2(P1,...,p7) — c2(q2,22)],

which is just profits from good one plus profits
from good two.

If we index post merger prices with the su-
perscript m, then for the post merger price to
satisfy our equilibrium we require that the post
merger markup be
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1
p — me(w1,q1) =
! [0q1/0p1]/ 01

dqo / 0q1

+ (p3" — mcy) :
2 Op1’ Op1

is (approximately)

The first term,
[361&(/31?1 /a1’
the premerger markup, so if
dqo ,0q1
6r1 = /
Op1” Op1

i.e. if 61 is the fraction of those customers
who stop purchasing good one when good one’s
price rises, who then substitute to good two,
the difference between the post and pre merger

markup is

021 (p3" — mcep),
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which is positive for a horizontal merger (i.e.
for substitutes).

The Logic of The Post Merger Increase
in Price.

Pre merger:

p1 T = 1 profits by ¢1, and
l profits by Agq1(Ap1)(p1 — mey).

At equilibrium we increase price until the sum
IS zero. Post merger:

p1 T = 1 profits by ¢q1, and | profits
by Agq1(Ap1)[(p1 — mec1) — 021 (p2 — me2)]



Now increase price until the sum of these terms
IS zero.

Pre vs Post Merger Prices.

A similar pricing equation holds for the second
good. Consequently we can solve for the post
merger markups of each good in terms of the
diversion ratios and the premerger markups of
both goods.

Recalling that the p’s without the superscript
are the premerger prices, we have

1

py—mey = o 921912[(p1—m01)+921(p2—m62)]-

Theincrease in markup as a result of the merger
will be higher



e the higher the two ‘‘diversion” ratios (6>1,6015),
or of those who subsitute out of one good
when its price rises, the higher the fraction
that substitute to the second good (see
Shapiro,1995), and

e the higher the premerger markup on each
of the merging goods.



Empirical Magnitudes

There are at least two ways of getting these.

e If we obtained pre merger markups by esti-
mating a demand system (recall that they
equal the price semi-elasticities), then gen-
erally that same demand system will gen-
erate estimates of (015,051).

e If we obtained premerger markups in some
other way, and demand system estimates
are not obtainable in the relevant horizon,
we need another way of obtaining approxi-
mate estimates of the diversion ratios. Var-
ious survey techniques have been used to
infer the diversion ratios (see below).

12



Survey Results: Caveats.

e If we use responses to a question about
second choices to estimate the &'s, it is im-
portant to keep in mind that we need the
second choices of the subsample of pur-
chasers who would substitute out of good
one were its price to rise, not the second
choices of typical purchasers.

e Survey responses are not likely to be as ac-
curate as actual purchases (the incentives
underlying the choices are different).

First issue. Typically the ‘“survey instrument”

is designed to sample randomly from the group

of purchasers of good one. The second choices

of a random sample can give a very misleading

estimate of . The purchasers who would sub-

stitute out if the price of good one increased,
13



are a select sample of the purchasers: they are
particularly price sensitive. As a result their
second choice will tend to be to different then
those of the randomly chosen purchaser (they
will tend to be to lower priced goods). One
possibility is to ask first about whether the con-
sumer would substitute out of the good when
the price changes by .. ..



Details: Cost “Synergies’” and Price
Changes

We have not considered any cost changes that
might result from the merger, and it is possible
for cost synergies to overturn the result that
post merger prices are higher than premerger
prices. Since prices will fall with marginal cost,
the net effect of mergers on prices depends on
whether this effect can outweight the “inter-
nalization” effect discussed above. Here is a
suggestion for analyzing this possibility.

e Note, first that if we have estimates of the
demand system, we can actually back out
estimates of pre merger marginal costs.
I.e.our formulas imply that p;(1 — 1/n;;) =
mc,;.
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e If we are willing to specify how synergies
change these marginal costs and had the
diversification ratios, then in most cases we
can solve for the post merger prices implied
by those synergies and the demand param-
eters (there is a system of "“J"’ equations,
one for the price of each good, in the “J"
unknown prices).

e T he suggestion is to do this for a reason-
able range of cost synergies and trace out
the prices they imply.

Caveats for Synergy Analysis.

e The only synergies which count for the static
analysis are synergies which lower the marginal
cost of production. Synergies which effect
fixed costs do not matter.



e Note that if there are increasing returns,
then the marginal cost we have from the
pre-merger analysis would have to be changed
for both possible synergies, and for possi-
ble scale effects, and these might tend to
offset each other.

e T his discussion only involves cases where
the effects of the synergies are limited to
the firms involved in the merger. 1If the
merger generates new products or processes
which are then (perhaps slowly) diffused to
other firms in the industry, we would also
want to quantify those effects.



Models for Demand Estimates.

There are two types of demand system models
which are in current use.

e Demand systems where consumer prefer-
ences are defined directly on the products
they purchase. E.g. Hausman (1992).

e Demand systems where consumer prefer-
ences are defined to be a fucntion of the
characteristics of the products they pur-
chase, and products are defined to be par-
ticular bundles of those characteristics. E.qg.
Berry,Levisohn and Pakes (1995).

15



Demand in Product Space.

e Almost all applied work in this genre uses
the representative agent framework. It as-
sumes a single agent who has a utility func-
tion defined on all goods, and derives quan-
tities demanded by maximizing this utility
function subject to a budget constraint.

e T he solution gives the demand for each
good as a function of the prices of all goods
and total expenditure. If we estimated only
one parameter for each price and expen-
diture effect, there are J 4+ 1 parameters
for each of J equations; or about J? pa-
rameters to estimate. For markets with
a reasonable number of goods this is far
too many parameters to estimate precisely
from most currently available data sets.

16



Details: Demand in Product Space

It is possible to generalize from the represen-
tative agent framework, derive different de-
mands for different households as a function
of the household’s charcteristics, and then use
the distribution of household characteristics in
some public use data base to sum up to get
market demand. This is a more computa-
tionally demanding strategy which, though not
currently used, may well be used in the near fu-
ture (since improvements in computers make
it easier to accomplish).

The number of parameters that need to be
estimated can be reduced by imposing the con-
straints implied by the representative agent util-
ity maximizing framwork (these include adding
up, symmetry, and homogeneity restrictions).
However the number of parameters we need
to estimate will still grow like J2, and we will
quite generally still need more restrictions.

17



Dealing With “Too Many” Parameters.

The usual way to deal with this is to place
“a priori” restrictions on the system. This re-
duces the number of parameters at the cost
of forcing the estimates to have certain char-
acteristics regardless of whether the data fa-
vor those characteristics. Probably the most
commonly used restrictions are the restrictions
in the “multi-level budgeting”’ or the "utility
tree” model (see, e.g. Deaton and Muellbauer,
1980; which is largely based on the work of
Terrence Gorman). Then, our representative
agent

e First allocates expenditures among certain
“upper level’ expenditure groups.

e Then it allocates each group’s expenditure
among the goods within the group (with-
out reference to which goods are purchased
in other groups).

18



Details: Multilevel Budgeting

If we have a two level system with K groups
multilevel budgeting will reduce the number of
parameters by about a factor of K. There can
be more than two levels. An example follows.

e Upper level:-food,entertainment,transportation,. ..

e Within transportation: air, rail, bus, vehi-
cles,. . ..

e Within vehicles: cars, minivans,sport utility
vehicles, pickup trucks,. ...

e Within cars: 2-seaters, 4-seaters, family
cars, station wagons ...

e Within family cars, Taurus, Accord . ..

19



Two Types of Restrictions Implicit in
Multi-level Budgeting.

e T0 make the lower level maximization make
sense, the preference orderings for the goods
within a group cannot depend on the pre-
cise quantities of the goods we consume
from other groups (else we would have to
choose all goods jointly)

— The allocation of goods into groups is
done “a priori” (and is usually based on
the characteristics of the product). Of-
ten a single good could be classed in
different groups (is the land rover a lux-
ury vehicle or a sport utility?) - and will
be depending on the goals of the re-
search. This makes it difficult to com-
pare across estimates.

20



— The intuitive basis of the classification
scheme is made difficult by the represen-
tative agent framework, but in a a more
micro world it is fairly simple: Do my
preferences among family cars (which
presumably depends on passenger size
of the cars) depend on the (passenger
size) of the sport utility that I own? If
so, then sport utilities and family cars
should be grouped together.

e To make the upper level maximization make
sense we must be able to construct “aggre-
gate” goods and associated ‘prices” in a
way that allows us to choose the quanti-
ties for these aggregates by maximizing a
utility function defined on them subject to
the usual budget constraint. Without fur-
ther restrictions (see below), this requires
all goods in a subgroup to increase propor-
tionately as expenditures in the subgroup



increase; for then the aggregate is just a
constant fraction of each good.

— This implies that the there can be no
goods in the group which receive higher
fractions of expenditures as incomes rise
(no “luxuries”).

Stated in this way, the restrictions implicit in
multilevel budgeting look rather strong.



Detail on the Restrictions of Multi-level
Budgeting.

e Weak separability and cross price elastic-
ities. The response of the quantity of a
good from group r to the change of a price
of a good from group ¢ can only depend
on the groups the goods belong to and the
responses of the two goods to changes in
expenditures on their respective groups.

e Formally, for the aggregation conditions to
be met we require the subutility functions
to be one of the “Gorman’s polar forms”.
The easiest “polar form” is one which re-
quires that within every group, the fraction
of the expenditure that go to the various
goods in the group are independent of the
total quantity of expenditures in the group.

21



The group price index is then just the ap-
propriate weighted average of the prices of
the goods in the group.

Gorman’s second polar form allows the straight
lines not to go through the origin (so the
shares of some goods in the group can de-
crease as group expenditures go down) but
then constrains the cross price derivatives
between two goods even further; they only
depend on the expenditure derivatives for
the goods in question — i.e. they canot
even depend on the groups from which the
goods are chosen.



Details on Multilevel Budgeting:
Approximations

Recall where we started. We wanted to de-
velop a utility maximizing theory, which abided
by what seemed a sensible way of making de-
cisions (multilevel budgeting) and then use the
restrictions implied by that decision making
process to reduce the number of parameters
that need to be estimated to analyze a de-
mand system. One way of interpreting Gor-
man’'s results is that this cannot be done in
a way that does not restrict the utility func-
tion, and hence the implied demand patterns,
in “unacceptable” ways.

One reaction to this is to find a system which is

“acceptable” in terms of the restriction it im-

poses, but only approximately satisfies utility

maximizing theory. Predominant among these

systems, are systems that maintain the weak
22



separability assumptions, but do not really at-
tempt to do the upper level allocation exactly.
In particular, they do not produce exact quan-
tity and price aggregates for the groups, thus
allowing for a wider range of within group En-
gel curves. Instead they use approximate ag-
gregates, price and quantity indices, which may
be exact at some point in their sample, but
are only approximations at other points. Pro-
vided weak separability is indeed appropriate,
the error implied by the approximation should
be confined to the expenditure allocations to
the different lower level groups, and one has
to judge whether this can seriously harm the
estimates of the quanitities of interest.



General Impressions: Multilevel
Budgeting.

Whether a particular set of estimates are to be
“trusted’ depend on

¢ \What they are to be used for, and

e Whether the assumptions made in getting
them leads to a misrepresentation of what
the data has to say on the issue at hand.

If, as in the analysis above, we are interested in
estimating own and cross price elasticities, all
we really care about is that we fit a functional
form which is flexible enough to account for
the differences in demand patterns generated
by the different prices observed in the data. In
this context, I believe the major worries should
be,

23



e T hat our attempts to keep down the num-
ber of parameters estimated does not re-
strict the cross price elasticities in unrea-
sonable ways (and if the division of prod-
ucts into groups, or the weak separability
assumption, is inappropriate, this will tend
to happen), and

e That the estimation method is appropri-
ate for the data at hand, and will, there-
fore, generate a 'good” estimate of the
restricted price response surface.

The latter point is meant to emphasize taking
proper account of estimation problems (like si-
multaneity, and mismeasured variables), prob-
lems which I have spent a good fraction of my
working life on, but which I will not have time
to cover in my discussion today.



Details: Further Caveats on Multi-level
Budgeting

Other issues here that you might want to be
aware of.

e [ here may be other questions you want
to analyze with the demand system; for
example the demand impacts of the intro-
duction, or the discontinuance of different
goods. Here the multilevel budget system
becomes more suspect.

— It does not allow us to do “ex ante”
analysis of product introductions (since
it does not allow us to analyze the de-
terminants of demand or price responses
for a product that doesn’t exist).

— “ex post” analysis will also be difficult
because now we are not just making
24



small changes and trying to mimic the
data, but to extrapolate demand in un-
explored regions of the data. The rep-
resentative agent model is also suspect
here. The benefits to increases in vari-
ety often result from different consumers
liking different goods.

e Another, less explicit attack on the “two
many parameter’ problem, is to simply de-
fine markets narrowly (dropping goods out
of the analysis where it seems possible),
and goods broadly (not differentiating be-
tween minor variants of the good in ques-
tion; this can be justified by Hick's aggre-
gation theorem if the prices of the variants
always move in proportion.) It goes with-
out saying that this too can cause prob-
lems.



Demand in Characteristic Space
The Basics of the Model.

Products are bundles of characteristics (a
car is described by its size, horsepower,
miles per gallon, quality of its service net-
work, etc.)

Consumer preferences are defined directly
on these characteristics (and not on the
product per se),

Each consuming unit chooses the product
that it most prefers (We use the discrete
choice framework; see McFadden,1981)

Aggregate demand is obtained by explicitly
summing over the demands of the different

households.
25



Notes on the Basic Model

e A consumer’s preferences over the various
product charcteristics depends on the con-
sumer’s characteristics (thus large families
might prefer large cars, etc.),

e The consumer may choose the “outside”
alternative, the alternative of not choos-
ing any of the products in this market and
spending all of its income on goods in other
markets (this generates aggregate demand)



The Major Advantages of the
Characterisitics Model

e Main advantage: there is often a substan-
tial reduction in the number of parameters
that need to be estimated.

e To see this note that all we need to esti-
mate is the distribution of preferences over
characteristics. E.g. if there were C “im-
portant” characteristics, and it was suffi-
cient to estimate the mean and the vari-
ance of the preferences for each (i.e. of the
B’'s multiplying each), then we would only
need to estimate 2C parameters. Usually
we want much more detail than that (we
want to let preferences for product charac-
teristics depend on household characteris-
tics, etc.).

26



e However, it is clear that the number of pa-
rameters we need estimate is independent
of the number of products, or J. Further
once we estimate these parameters they
determine all J2 cross price elasticities —
no matter J.

As a result we can typically include many more
products in demand system estimated in char-
acteristic (in contrast to product) space, and
still obtain fairly precise parameter estimates.



Details: Further Properties of the
Characteristic Model.

e Another advantage of this system is it al-
lows us to analyze the likely impacts of new
products before they are introduced.

e T hough in principle it is straightforward to
develop a model which allows individuals to
purchase more than one unit of the prod-
uct in every period (we would need pref-
erencences for ‘couples” or “n-tuples’ of
goods for each household), for computa-
tional reasons almost all models that are
in current use are models that assume that
each household buys at most one unit of
the good in a given period.

e We expect the quality of the estimates from
a characteristics based system to depend
27



on the extent to which one can capture
preferences for products by preferences for
the observable characteristics of those prod-
ucts (which is likely to vary with product
group), though we will show how to in-
corporate unobservable product character-
istics below.



Early Discrete Choice Models.

The early models in this spirit are exemplified
by the simple logit model.

The reference for the current generation of
models is Berry, Levinsohn, and Pakes, 1995,
who simply

e Modify the simple logit in two ways. These
are designed to

— Generate more sensible price elasticities,
and to

— Take account of the fact that we sel-
dom have information on all the relevant
characteristics.

e Points out ways of increasing the precision

of the estimators from the model.
28



e Provides a computationally practical esti-
mation algorithm.

I will not discuss computational issues (they
are based on a simulation technique introduced
by Pakes, 1986, and an inversion technique in-
troduced by Berry,1994), and will only briefly
consider estimation problems.



The Simplest Logit Model.

Each product is endowed with a mean utility
which is a function of its characteristics and
price, say

(Sj — 5($],pj)

The preferences of consumers are assumed to
be distributed independently about this mean.
[.e. the utility of consumer ¢ for good 5 was
written as

Uij = 0(zj,p;) + €,
where the €;; Are distributed independently across

products and across consumers for a given prod-
uct.

A simple “two step” estimation algorithm could
be used. First estimate each of the {4;}. Then
regress these estimates on (z;,p;).

29



Problems With The Simple Logit Model:
Price Elasticities

° 5j is the only characteristic of good 5 that
determines demand. Consequently the model
constrains all price elasticities to depend
only on the 9;.

e Since there is a one to one relationship be-
tween the ¢; and the shares of sales, any
two goods with the same shares are con-
strained to have the same cross price elas-
ticity with any third good, and are also con-
strained to have the same own price elas-
ticity ( if they do not, there is an error in
the computer code).
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e E.g. Consider the Yugo (which was the
lowest priced car in our sample), and the
Mercedes. They both had about the same
shares. So estimates from the simple logit
model would have to imply

— That both cars have the same cross price
elasticity with any third car, say with the
Geo Metro. I.e. the estimated demand
system will imply that as I raise the price
of a Geo Metro and consumers substi-
tute out of that car, just as many sub-
stitute to the Mercedes as to the Yugo.

— The "semi-price elasticities” of the two
cars are identical. Recall that in Nash
pricing equilibrium these semi elastici-
ties determine markups. So our model
will imply that the Yugo (which sold in
1990 for about $3500) had the same
markup as a $65000 Mercedes.



Obtaining Reasonable Cross Price
Elasticities.

e \We allow different households to prefer dif-
ferent characteristics differently

Uij = Za;iBf — piB} + €ijy
where the §; differ among consumers (we

come back to how they are determined be-
low).

e Now increase the price of good 5. Some
people who purchased good 5 will substi-
tute out to other cars. The people who
purchased good ;5 were people who pre-
ferred the characteristics of good 5 and
hence will tend to substitute to other cars
which are similar to good j.
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e Also the people who buy high priced cars
will tend to be consumers with low 37, and
this will tend to generate low semi-price
elasticities, and hence high markups, for
high priced cars.

The Determinants of the 3;

We allow the 3; to depend on both measured
and unmeasured household characteristics. For
e.g. we allow families with high measured in-
comes to be less responsive to price (have a
lower B). Also, since, there may be sources
of wealth that we do not measure and differ-
ent degrees of price sensitivity among house-
holds with the same wealth, we allow for an
interaction of price with an unmeasured vari-
able whose mean and variance are estimated.
Precisely how you do this depends on the data
that is available. For a discussion see Berry
Levinsohn and Pakes,1997.



Unobserved Product Charateristics.

Because we seldom have information on
the whole range of characteristics that ef-
fect people’s behavior, we allow for an un-
observed (&;), as well as for the observed
(z1;) product characteristics.

It is easy to see the role of unobserved
characteristics in the simple logit model,
in which case all we need to do is let the
6; (the mean utility) to depend upon §; as
well as on the (z;,p;), i.e

0j = ZpaiBy — B’ + &

The &; play the role of the disturbance in
this equation (which is estimated in the
simple logit model). Thus if cars with higher
unmeasured qualities (higher §;) also charge
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higher prices (as our model of price setting
implies), then & will be correlated with p
and OLS estimation algorithms are inap-
propriate.

E.g. In the car example, if we only in-
cluded standard characteristics of cars like
Size, horsepower, number of airbags,.. .,
the Lexus 400 would look quite similar to
many upper level family cars. It has a
higher price, and this is presumably be-
cause both the consumers and the retail-
ers know that the Lexus is better along the
dimensions of quality that we do not mea-
sure.

This is the same simultaneity problem as
we discussed in the traditional demand anal-
ysSis and we have to modify our estimation
algorithm in similar ways. If we do not do
this modification we will tend to get much
lower price elasticities than is appropriate.



Dynamics: What is “Doable”.

My overall view of what is possible here is dif-
ferent than in the static analysis. There we
could attempt to get fairly realistic estimates
of the quantities of interest. Here I think of
what we are doing as a reality check on the
rather fuzzy lines of reasoning that are often
used in the dynamic analysis of mergers.

We are interested in evaluating the likely im-
pact of the merger on entry and investment
decisions; and then analyze

e the extent to which the changes in market
structure that result from the entry and in-
vestment decisions, imply post merger prices
that are different than the static prediction
for post merger prices given above.
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e the change in entry and investment costs
(as well as in non-price aspects of con-
sumer benefits), that are likely to occur
if the merger is permitted.

On Cost Savings, Mergers, and
Investment.

e T he analysis of possible cost savings from
mergers has largely focused on synergies
in production costs. Whether or not there
will be cost savings of this form depend on
details of the production process; details
that are often proprietary and difficult to
verify.

e On the other hand simple economics tells
us that the merger changes incentives for
investment, and, at least for the merging
firms, almost always changes it in the same



direction. Premerger the firm ought to in-
vest until their marginal gain just equals
the marginal cost of investment. Part of
the gain to one firm's investment is a result
of buisness taken away from other firms,
(either through increased quality or decreased
costs and then prices; see for eg. Mankiw
and Winston,1986). The merged firm wiill
internalize this externality (as should soci-
ety), and invest less. This is a real cost
savings.

There may also be a decrease in consumer
surplus as a result of a smaller amount of
investment, so we cannot say, without fur-
ther analysis, whether society should pre-
fer to have the lower investment path. On
the other hand the analysis that has been
done to date suggests that often the gains
from the fall in investment costs far ex-
ceed whatever losses in consumer benefits



(E.g. Pakes and McGuire, 1994, or Berry
and Pakes,1993).

Note also that investment cost savings can
(and probably often do) provide the incen-
tive to merge. This is a very different rea-
son for merging than the reason tradition-
ally associated with mergers (where it is
often presumed that mergers are designed
to increase market power and price), and
should be treated differently by society.



Mode of Analysis.

I am going to assume that we know

e T he results of a static analysis something
like the analysis described above (or at least
can provide a simple characterization of
them).

e T he likely costs and time required both to
enter, and to expand exisiting facilities (or
at least provide a range of possible values
for them).

Then I am then going to describe a computer
program which

e Takes as inputs different guesses for these
magnitudes.
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e Assumes that firms make investment, en-
try and exit decisions to maximize the ex-
pected discounted value of their future net
cash flows.

e Computes equilibrium investment,entry, and
exit policies for all firms. (Here again equi-
librium is in the Nash sense; i.e. each firm
IS doing the best it can do given the actions
of its competitors ).

e Takes the equilibrium policies and computes
their implications for prices and costs, and
therefore for profits and consumer for con-
sumer benefits, over time.

The purpose of the algorithm is to allow us to
compute what different primitives imply for the
objects of interest; price cost margins, entry
and investment costs, consumer and producer
benefits, etc.



Details: Accessing the Algorithm, and its
History

The algorithm used here was first developed by
Ariel Pakes and Paul McGuire (1994). It makes
extensive use of theoretical environments de-
veloped in Makin and Tirole (1988), and Eric-
son and Pakes(1995).

A public use version of the algorithm was writ-
ten by Gautum Gowrisankaran and Ariel Pakes.
To access it FTP to “econ.yale.edu”, use “anony-
mous” to login, and your own name as the
“password” . The user should change directory
to “pub/mrkv/egm” and copy all the needed
files. There is a “readme” file to start you off;
and a description of the program in postcript.
Alternatively, you can find both a link that will
allow you to download the needed files, and a
description of the program, on my web site.
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Detail: The Nature of Equilibrium.

Each firm chooses its policies to maximize the
expected discounted value of its future net cash
flows. The future earnings a firm will make
as a result of its investment decisions are de-
termined, in part, by the likely states of its
competitors, or the “market structure”, in the
future. Thus in order to make optimal in-
vestment decisions the firm must have some
perceptions of what the market structure is
likely to be tomorrow conditional on current
information. Given a perceived distribution of
market structures, each incumbent can make
its exit and investment decision, and each po-
tential entrant can decide whether to enter,
by maximizing their expected future values.
These investment, exit and entry decisions gen-
erate an objective distribution of future market
structures. Equilibrium occurs when the per-
ceived distribution of future market structures
generate an objective distribution which con-
incides with the perceptions.
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Different Choices in the Program.

This is a click on program (directions for ac-
cessing it are in your handout). It has three
parts or modules. The details of each module
can be modified to fit the environment being
analyzed (more on this below); but I will not
spend time on any but the most basic varia-
tions.

The first module has the user specifying which
of three static I.O. paradigms seems most ap-
propriate, and then setting the parameters needed
to analyze dynamic behavior in that frame-
work. These are

e A differentiated product model (similar to
that discussed above) in which;

— Each good has a quality,
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— Investment is designed to improve that
quality,

— Prices in each period are the Nash in
prices (or Bertrand) equilibrium prices
for the distribution of qualities in that
period.

e A homogeneous product model in which;

— There are differences in capacities among
firms,

— Investment increases capacity,

— Quantities in each period are the Cournot
(or Nash in quantities) equilibrium quan-
tities for the distribution of capacities in
that period.

e A homogeneous product model in which;



— There are differences in marginal costs
across firms,

— Firms invest in capital to reduce marginal
cost,

— Quantities in each period are the Cournot
(or Nash in quantities) equilibrium quan-
titis for the distribution of capital stocks
in that period (the same as above).



Detail Module 1: Calculating Profits,
T he Differentiated Products Example.

Let (z1,...,x5) represent the qualities of the
products of the J firms active. Then, if for ex-
positional simplicity we assume constant marginal
cost, we have from our previous discussion

1
(09 (21, ..., 25,p1,---,07)/Opjl/a;

pj = mej(z;)+

These are J equations in the J unknown prices.
The program uses them to solve for

p; = pj(z1,...,x;).

These p;'s and z;'s are substituted into the
demand system to determine quantities [the
g;'s] as a function of the z's. Profits are then
determined as

wi(x1,...,zj) = q;(-)[p;(-) — me(z;)].

This is done for every possible value of the
(z1,-..,xy) tuple.
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Module 2: Entry,Exit, and Investment
Policies.

The second module of the program takes the
profit function as input, and produces equi-
librium entry, exit, and investment policies as
output. Again these are calculated for all in-
cumbents and all potential entrants at each
possible quality tuple.

e Entry (the simplest model). The entrant
sinks e dollars. If the entrant enters it en-
ters in the next period at location z€ with
probability p®. A potential entrant enters
only if the expected discounted value of net
cash flows generated by entering exceeds
the cost of entry (z°).

e EXxit. Each incumbent calculates its con-
tinuation value (its value if it would con-
tinue), and continues only if the contin-
uation value is larger than ¢ dollars (the
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selloff value; or the quantity that the firm
could get were it to use its assets in an-
other activity).

Investment. If the firm continues, it chooses
an amount to invest which maximizes firm

value. The more investment the firm makes
the more likely it is that the firm’s state

variable (the quality of its product, its capi-

tal, or its capacity, depending on the model)
increases in the next period.



Details: Module Two.

e The user needs to specify the parameters
of the entry process (e, z€ p®), the alter-
native value of the firm ¢, a distribution
for the increase in its state (for z;41 — x¢)
conditional on investment, and a cost of in-
vestment function. The reasonableness of
certain choices can often be judged by the
relationship between the parameters of the
model (thus we can consider entry costs
relative to the total profits typically earned
per period, etc.).

e One version of the model differentiates po-
tential entrants by differing costs of entry,
and the entrant that appears during the
period is chosen by a random draw from
that distribution.
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e We could, and probably should, modify the
program to allow for different comginations
of sunk cost and marginal cost (or quality
of the good) when we enter. This would
allow us to model the distinction between
“‘committed” and “uncommitted” poten-
tial entrants that is in the guidelines.



Module 3: The Output Program.

The third module takes the investment, en-
try and exit policies generated by the second
module as input, then simulates market out-
comes from an initial condition that the user
supplies, and collects statistics of interest that
result from the simulation.

The “initial condition” specifies where the mar-
ket is today. For merger analysis we will want
to compare the output from the program when
we specify the initial condition to be

e T he condition that the market would be in,
if the merger were not to take place, to

e [ he condition the market would be in were
the merger to proceed.
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From each initial condition, the program

e Uses the investment, entry and exit deci-
sions calculated by the second module to
generate likely sequences of future industry
structures, and then

e Accumulates data from the market struc-
tures that are generated in this fashion.
The data include measures of. price cost
margins, concentration ratios, entry, con-
sumer welfare, profits, investment and more.



Some Current Limitations of the
Framework.

e We do not allow for the possibility of col-
lusion (for prices or quantities not to be
set by “unilateral” behavior, but rather by
either explcit or implicit agreement among
the agents). It is possible to analyze the
possibilities for collusion in this dynamic
framework, and Chaim Fershtman and I
have made some progress in this direction,
but this “module” will not be ready for
some time.

e T he framework does not allow for learn-
ing by doing, or other factors which make
demand or cost in year t depend on price
or quantity decisions in year t — 1. Again,
the framework is being modified to allow
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for this possibility (by Lanier Benkard), but
this is not yet ready for use.

The framework ignores the possibilities of
future mergers, and this can impact on the
benefits and the costs of current merger
activity. Again, some progress has been
made on modifying this framework to en-
dogenize merger activity by Gowrisankaran(1995
), but this program, though available from

that author, is still quite difficult to use.



Current Limitations of the Framework:
Computational.

e [ hough the public use program does allow
the user several options, it is easy to think
of modifications that one might want to
undertake in order to better approximate
a given institutional environment. In order
to make such modifications a reasonably
computer literate person will have to spend

some time familiarizing him or herself with

both the program and the Pakes Mcguire

article.

e T he public use program is currently set up
to handle problems where firms are dis-
tinguished from each other by only one

state variable (quality of product, or cap-

ital stock, ..., but not quality of product
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and capital stock, or two quality dimen-
sions). It is easy to modify the program
to allow for two or more state variables
per firm (and we have already done it in
our own research), but at least right now
those modifications are not included in the
public use version.

Part of the reason richer sets of assump-
tions are not included in the public use ver-
sion of the algorithm, is that once richer
sets of assumptions are used it becomes
important to use more efficient computa-
tional techniques than those employed in
that algorithm. In particular the memory
and time requirements of the public use
version have limited the experiments we do
on it to single state variable per firm prob-
lems with seven or less firms active, and
two state variables per firm problems with



five or less firm’s active. These programs
run in about two hours on our Sun Ultra’s
(smaller problems run much quicker, and
larger problems much slower).

Two more powerful algorithms have been
developed. First Gowrisankaran(1997 ) has
produced a modification to the original pro-
gram which allows it to compute problems
for multiproduct firms more efficiently. You
can contact him for more details.

Thereis now a second Pakes McGuire algo-
rithm (Ariel Pakes and Paul McGuire,1996),
and it is both quite a bit more powerful
than the first and much easier to program.
Indeed it is so easy to program that it was
not obvious to us that we needed a public
use version of it (though we are now think-
ing of producing one). On the other hand



this algorithm uses very different computa-
tional principles, principles that might have
to be explained to your programmer (and
we would be happy to do so.)



