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The menu

I Homework 1. Due today in lecture! �

I Review

I Regression

I Alliances

I Intro to civil war (time permitting)
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REVIEW: AUDIENCE COSTS AND

DEMOCRATIC PEACE
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Audience costs

1. If audience costs are real, they are hard to observe

2. Democracies have stronger audiences
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ICA 1: Autocratic audience costs?

I Democracies do not have an advantage over nondemocracies in which
elites can visibly coordinate
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Democratic Peace: Mechanisms

1. Culture

2. Transparency

3. Accountability
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Democratic Peace: Empirics

I Cold war

I Number of democracies was very small until recently

I Omitted variable (eg., capitalism)
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TF ACCOUNTABILITY
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TF accountability: Pace
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TF accountability: Difficulty
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TF accountability: Learning
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TF accountability: Amusement
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TF accountability: Clarity
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TF accountability: The Best
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TF accountability: The Best
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TF accountability: The Worse
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ALLIANCES
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Alliances in nonhuman primates
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Alliance theory

I Alliances signal credibility
I Tradeoff between credibility and control

I Change in the outcome of war (pA)
I Increase in the size of the BR (we’re adding the costs for Country C)
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ICA2: Regression Table
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The CEF

1. The Conditional Expectation Function E[Y |X ]. Also known as
population regression function.

2. For each value of X , it spits out average Y .

3. Goal: approximate the CEF

4. With our approximation, we can predict average Y for each value of X
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The CEF
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The CEF

I Assume the true CEF is given by a line:

E[Y |X ] = α + βX

I A line is defined by two points:

I α is the intercept or constant: the value of Y when X is zero
I β is the slope

I Sign of β: does E[Y ] increase or decrease with X
I Magnitude of β: how fast E[Y ] increases or decreases with X

I “A 1 unit increase in X is associated with β unit increase/decrease in
Y ”

I Important: α and β are true parameters that describe the relationship
between X and Y in the whole population. We don’t know them!
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What is regression?

1. A way to approximate the CEF using a dataset (= a sample): Ê[Y |X ]

2. OLS (Ordinary Least Squares) does it for you!
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Regression ingredients

1. Dependent variable: Y , a.k.a. response variable, outcome, etc.

2. Independent variable(s): X , a.k.a. covariates, predictors, treatment
variables, etc.

3. Control variables: distinction with the variable of interest
(“treatment”) is conceptual
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You get a regression

Yi = Ŷi + εi

= α̂ + β̂X + εi

I Regression splits the outcome Y in a predicted value Ŷi and a

I The systematic component is a combination of the predictors X

I The residual ε = Yi − Ŷi is everything that’s left over: all omitted
variables
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You get a regression

Pablo Balán Section 4 GOV 40, March 7 2019 33 / 1



Stuff in regression tables

I Point estimates of slope (β̂) for each predictor and the intercept (α̂)
I Uncertainty estimates to see if we reject H0 or not:

I p-values (small is good!)
I Standard error (small is good; if less than half the size of β we’re good

I Other stuff
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ICA2: Regression Table
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CIVIL WAR
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ICA 3: Macro trends in Civil Wars

I Observation 1: # civil wars increases from 1945 to 1990

I Observation 2: # civil wars spikes after the fall of the Soviet Union

I Observation 3: # civil wars decreases right after 1991
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What have we learned?

I Review of audience costs and democratic peace

I Alliances

I Regression

I Intro to civil war
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