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Abstract

An important mechanism to achieve regulatory specificity in diverse biological pro-

cesses is through the combinatorial interplay between different regulators, such as

amongst transcription factors (TFs) during transcriptional regulation or between

RNA binding proteins (RBPs) and microRNAs (miRNAs) during transcript degrada-

tion control. To advance our understanding of combinatorial regulation, we developed

a computational pipeline called CCAT (Combinatorial Code Analysis Tool) for pre-

dicting genome-wide co-binding between biological regulators.

In the first part of this thesis, we applied CCAT to the D. melanogaster genome

to uncover cooperativity amongst TFs during embryo development. Using publicly-

available TF binding specificity data and DNaseI chromatin accessibility data, we first

predicted genome-wide binding sites for 324 TFs across five stages of D. melanogaster

embryo development. We then applied CCAT in each of these developmental stages,

and identified from 20 to 60 pairs of TFs in each stage whose predicted binding sites

are significantly co-localized. Several of the co-binding pairs we found correspond to

TFs that are known to work together. Further, pairs of binding sites predicted to

cooperate were found to be consistently enriched in their evolutionarily conservation

and their tendency to be found in regions bound in relevant ChIP experiments. Fi-

nally, we found that TFs tend to be co-localized with other TFs in a dynamic manner

across developmental stages.

In the second part of this thesis, we applied CCAT to explore whether RBPs

and miRNAs cooperate to promote transcript decay. We concentrated on five highly

conserved RBP motifs in human 3′UTRs. A specific group of miRNA recognition sites

were enriched within 50 nts from the RBP recognition sites for PUM and UAUUUAU.

The presence of both a PUM recognition site and a recognition site for preferentially

co-occurring miRNAs was associated with faster decay of the associated transcripts.

For PUM and its co-occurring miRNAs, binding of the RBP to its recognition sites was
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predicted to release nearby miRNA recognition sites from RNA secondary structures.

Overall, our CCAT analyses suggest that a specific set of RBPs and miRNAs work

together to affect transcript decay, with the release of miRNA recognition sites via

RBP binding as one possible model of cooperativity.

Our pipeline provides a general tool for identifying combinatorial cooperativity

in biological regulation. All generated data as well as source code are available at:

http://cat.princeton.edu.
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Chapter 1

Introduction

1.1 Regulation of eukaryotic gene expression

In virtually all biological processes, gene expression patterns are regulated in a time

or space dependent manner [2, 3]. Transcriptional and post-transcriptional regulation

are two basic layers of gene expression regulation (Figure 1.1).

Figure 1.1: Regulation of gene expression. Levels of mRNA in eukaryotic cells
are controlled by transcriptional and post-transcriptional regulation. In transcrip-
tional regulation, transcription factors bind either promoters proximal to coding
genes or enhancers distant from coding genes and modulate mRNA transcription.
In post-transcriptional regulation, RNA binding proteins and microRNAs bind the 3
′untranslated regions (3′UTRs) of mRNA transcripts and modulate their stability.
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Transcription factors (TF) are a major class of regulatory proteins and they bind

specific short DNA sequences (motifs) in gene promoters or enhancers [2, 4, 5, 6]. The

binding of TFs, especially their combinatorial cooperativity, lead to the regulated pat-

terns of gene transcription exhibited in diverse biological processes, including embryo

development and cell differentiation [2].

After a gene is transcribed, post-transcriptional regulation can modulate the sta-

bility of the mRNAs and its translation efficiency [7, 8]. The two major regulators

involved are microRNAs (miRNA) and RNA binding proteins (RBP). miRNAs are

short RNAs approximately 21-23 nucleotides in length that generally bind their tar-

gets through complementary pairing in a short 7 bp seed sequence. This binding

leads to translational repression or transcript decay [9, 10, 11, 12]. RBPs can affect

transcript stability by binding to recognition sequences within 3 ′untranslated regions

(3′UTRs); this either increases the degradation of target transcripts [13, 14, 13, 15,

16, 17, 18, 19, 20] or stabilizes the targeted message [21].

The final mRNA level in the cytoplasm is determined by the activity of both

transcriptional regulation and post-transcriptional regulation (Figure 1.1).

1.2 Combinatorial regulation in biological pro-

cesses

Recent progress in profiling the binding landscape of TFs has revealed that a single

TF can bind thousands or tens of thousands regions in a genome [22, 23, 24], and that

the binding of a single TF cannot achieve the complex and precise control of gene

expression exhibited in organisms [25]. Similarly, at the level of transcript degradation

control, the same RBP can regulate the stability of transcripts in totally different

manners [26]. Thus, the existence of a single biological regulator is far from achieving

the regulated outcome of the entire biological system.
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Combinatorial cooperativity amongst different biological regulators is a central

mechanism by which regulatory specificity is achieved (reviews, [2, 4, 27, 5, 28]). As

an example, the Drosophila TF dl works with the TF twist to determine neurogenic

activity in early embryo development [29]. Binding sites for dl and twist are ob-

served close to each other in the enhancer regions of several genes and across several

Drosophila species [30, 31]. As an example in transcript degradation control, the

Pumilio (PUM) RNA binding protein has been proposed to modulate miR-221/222

activity on the 3’UTR of cyclin-dependent kinase inhibitor p27Kip1 by binding to

sequences that can hybridize with miRNA recognition sites and thereby make them

more accessible for the RISC complex [28]. Thus, the repression efficiency of miR-

221/222 will depend on PUM expression.

In many studies of combinatorial cooperativity, it has been observed that certain

pairs or groups of TFs tend to collaborate not only in a single region, but across many

promoter or enhancer regions, following certain rules of binding motif positioning [30,

31, 32, 33, 29]; similarly, certain pairs of RBP and miRNAs recognition sites tend to

co-localize with each other on certain 3’UTRs [34, 35, 36]. Thus, for a large class of

combinatorial regulation cases, the problem can be abstracted as that of uncovering

proximal recognition sites that are associated with the functional output of a biological

process (Figure 1.2).

1.3 Computational challenges of finding combina-

torial cooperativity

Given the prevalence and importance of cooperativity, several computational ap-

proaches have been developed to analyze genome-scale experiments in order to reveal

interactions between TFs based upon ChIP experimental datasets [37, 38, 24, 39,

40, 41] or TF sequence motifs [42, 43, 44]. Despite these initial efforts, many com-
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Figure 1.2: Common pattern of combinatorial regulation. For many examples of
known combinatorial regulation, the recognition sites of the involved regulators are
colocalized with each other over many genomic regions.

putational difficulties remain in uncovering TF interactions across diverse biological

processes.

A common first step for all of the previous studies is that of finding the binding

sites of TFs. Currently, it is estimated that there are about 753 TFs for fruitfly [45]

and 1700 to 1900 TFs for human [46]. Considering the huge diversity of biological

conditions, it is infeasible to profile hundreds of TF ChIP profiles under each condition

of interest; thus ChIP based methods are not able to uncover TF cooperativity at the

genome scale in a condition specific manner.

For the other class of studies, TF binding sites are computationally predicted in

gene promoters from hundreds of available position weight matrices (PWM). However,

given the short lengths of binding sites for most TFs and the degeneracy in sites

that a TF can bind, matches to PWMs are frequently found by chance in genomic

regions. Moreover, for higher eukaryotes, only a small fraction of TF binding sites

are located in regions proximal to genes and a larger number of binding sites are
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located further away and presumably regulate transcription by higher order genome

organization [47, 48, 49, 50]. Thus, predicting binding sites with PWMs in promoters

may suffer from reliability issues and may miss the majority of binding sites in higher

eukaryotes.

For post-transcriptional regulation, previous computational approaches have ini-

tially attempted to find interactions between RBPs and miRNAs on a case by case

basis. As an example, the miR-30 motif was found to be enriched on PUM targets [51]

and miR-410 binding sites were found to be close to PUM recognition sites [52]. How-

ever, to the best of our knowledge, there has not been a genome scale screening of

interactions between RBPs and miRNAs. Further their combinatorial impact on tran-

script stability is largely unknown. This is mostly due to the lack of known binding

specificities for RBPs. For most RBPs, both their sequence motifs and experimental

binding profiles are largely unknown.

1.4 Our contributions

In this thesis, we develop a computational pipeline named CCAT (Combinatorial

Code Analysis Tool) to uncover combinatorially interacting motif pairs. CCAT is de-

signed to overcome difficulties in previous studies, such as the requirement of having

ChIP datasets for the condition of interest or limited searching of binding sites within

promoter regions. While our methodology is general, we concentrate our efforts on

two biological applications. First, we study the process of Drosophila embryo develop-

ment and uncover genome-wide cooperativity between TFs across the five progressive

embryo stages. Second, we study the cooperativity between RBPs and mammalian

miRNAs in transcript degradation, and uncover interactions between PUM and a

specific group of miRNAs. In both cases, we apply CCAT to profile genome scale

cooperativity between the involved biological regulators. The predicted interactions
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capture previously known cases of cooperativity and statistical analysis shows their

consistency with other genomic datasets such as ChIP binding profiles and mRNA

decay profiles.

Our front-to-end pipeline CCAT provides tools for clustering and manipulating

regulatory motifs, predicting evolutionarily conserved regulatory motif sites, and un-

covering preferentially co-occuring binding motifs. All source code is released as a

Unix software package at http://cat.princeton.edu.
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Chapter 2

Cooperativity between

transcription factors for Drosophila

embryo development

2.1 Introduction

Transcriptional regulation controls a diverse range of biological processes, from de-

velopment to response to external stimuli. Recent progress in profiling the binding

landscape of transcription factors (TF) has revealed that a single TF can bind thou-

sands or tens thousands of regions in a genome [22, 23, 24], and it is clear that the

binding of a single TF cannot achieve the complex and precise control of gene ex-

pression exhibited in organisms [25]. Combinatorial cooperativity amongst TFs is a

central mechanism by which regulatory specificity is achieved (reviews, [2, 4, 27, 5]).

Distinct modes of cooperativity between TFs have been identified, including physical

interactions between TFs for proximal co-binding [53], collaborative competition of

two TFs with a nucleosome for DNA binding [54], and changes in the local conforma-

tion of DNA by one TF’s binding to assist the binding of other TFs [55, 56]. Further,
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a TF may have different sequence specificities when interacting with different cofactor

TFs [57, 58, 59, 60].

In many studies of TF cooperativity, it has been observed that certain pairs or

groups of TFs tend to collaborate not only in a single region, but across many pro-

moter or enhancer regions, following certain rules of binding motif positioning [30, 31,

32, 33, 29]. For example, the yeast TF MCM1 interacts with several cofactor TFs to

combinatorially regulate cell cycle and mating [53, 32]. Its binding motif is found near

those of its cofactor TFs in many regulons and in several yeast species [32]. Another

example comes from the Drosophila TF dl, which works with the TF twist. Binding

sites for dl and twist are observed close in the enhancer regions of several genes and

across several Drosophila species [30, 31], and binding motifs for other TFs, including

Su(H), also co-locate with them [29].

Given the prevalence of TF cooperativity, several computational approaches have

been developed to analyze genome-scale experiments in order to reveal interactions

between TFs. For example, ChIP experiments for TFs have been analyzed to find

overlapping binding profiles [37, 38, 24] and to uncover enriched TF motifs correspond-

ing to cofactors in distinct biological contexts [39, 40] or among related species [41].

Several studies have also computationally predicted TF binding sites in gene pro-

moters from available position weight matrices (PWM), and used these to predict

combinatorial TF interactions [42, 43, 44]. A common first step for all of these meth-

ods is to collect genomic binding sites for TFs. Computational methods using ChIP

experiments clearly require the availability of ChIP datasets [37, 38, 39, 40, 41];

however, ChIP data is context-specific, and given the large number of TFs in higher

eukaryotes(e.g., 753 in D. melanogaster [45] and 1700 to 1900 in H. sapiens [46]), it

is currently prohibitive to perform these experiments for all TFs in each biological

context of interest. On the other hand, the large numbers of TFs in model organisms

for which binding specificities are known (e.g., 364 in D. melanogaster and 722 in H.
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sapiens) provide a promising means for predicting binding sites for a significant frac-

tion of TFs at the genome-scale. However, given the short lengths of binding sites for

most TFs and the degeneracy in sites that a TF can bind, matches to PWMs are fre-

quently found by chance in long genomic regions. To make higher quality predictions,

binding sites are typically required to be conserved across organisms, and searched

for within regions upstream of genes [61, 62] or within a small set of experimentally

verified enhancer regions [63, 64]. However, for higher eukaryotes, only a small frac-

tion of TF binding sites are located in regions proximal to genes and a larger number

of binding sites are located further away and presumably regulate transcription by

higher order genome organization [47, 48, 49, 50]. For example, less than 20% of the

D. melanogaster TF ChIP binding regions included in the modENCODE project over-

lap gene promoter regions [37]. Thus, predicting binding sites only within promoter

regions may miss the majority of regulatory binding sites in higher eukaryotes.

Recently, DNaseI digestion has been coupled with massively parallel sequenc-

ing to measure genome-wide chromatin accessibility and the occupancy patterns of

DNA binding proteins [65, 66, 67, 68]. The binding of multiple regulators within a

genomic region will increase its local chromatin accessibility to DNaseI nuclease di-

gestion. Thus, finding DNaseI hypersensitive sites has proven to be a powerful means

for mapping regulatory binding sites without requiring prior knowledge of specific

DNA binding proteins. DNaseI digestion patterns have already been measured at the

genome scale by high throughput sequencing for the five stages of Drosophila embryo

development [66, 67] as well as for 125 diverse cell and tissue types for human [68].

Thus, the rapid progress of DNaseI experiments, when combined with predictions

of TF binding sites, provides new opportunities for profiling genome-wide condition

specific TF occupany [69, 70] as well as TF cooperativity under different conditions.

In this study, we develop a computational pipeline CCAT (Combinatorial Code

Analysis Tool) to uncover combinatorially interacting motif pairs, which is designed to
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overcome difficulties in previous studies, including the requirement of ChIP datasets

under the studied condition or limited searching within promoter regions. We concen-

trate our efforts on the process of Drosophila embryo development, which involves ex-

tensive cooperativity amongst many TFs [2]. We leverage known binding site specifici-

ties for hundreds of D. melanogaster TFs [71, 72, 73, 23, 22, 74, 75, 76, 61, 77, 78, 79],

full genome sequences for 12 Drosophila species, and genome-scale chromatin acces-

sibility data as determined by DNaseI experiments [67, 66] across five conditions of

embryo development. We first predict conserved binding sites for 324 TFs in these

five conditions by focusing on accessible genomic regions in each condition. We show

that our predictions exhibit good agreement with ChIP experiments, and are com-

parable in quality to high-throughput ChIP experiments, as judged via functional

measures. We next search for pairs of TF regulatory motifs whose binding sites

are significantly co-localized, by comparing real occurrences of binding motifs with

randomized controls. We find that pairs of binding sites predicted to cooperate are

consistently enriched in their evolutionarily conservation and in their tendency to be

found in regions bound in relevant ChIP experiments. Further, our predicted com-

binatorial pairs tend to be used in specific stages of embryo development, which is

consistent with the dynamic nature of combinatorial regulation. The source code

for our front-to-end pipeline, from predicting evolutionarily conserved genomic bind-

ing sites for TFs to uncovering preferentially co-occuring binding motifs, is available

online at http://cat.princeton.edu.
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2.2 Results

2.2.1 Predicting TF binding sites in accessible genomic re-

gion

We collected 712 position weight matrices (PWM) representing 364 different D.

melanogaster transcription factors (TFs) from several resources [71, 72, 73, 23, 22, 74,

75, 76, 61, 77, 78, 79]. We searched the 12 Drosophila genomes for matches to these

PWMs using the fimo algorithm from the MEME package [80, 81]. For each binding

site in D. melanogaster, we next calculated conservation scores based upon nearby

matches in the 11 other Drosophila species [61, 82]. For each TF, only the top 20%

most conserved binding sites were selected for further analysis. We next considered

only conserved binding sites in D. melanogaster within the most accessible genomic

regions, as determined by DNaseI experiments across five embryo development stages

of Drosophila (stages S5, S9, S10, S11 and S14, corresponding to 3, 4, 5, 6, and 11

hours after fertilization) [67, 66]. For each stage, all genomic DNaseI accessibility

scores were sorted from largest to smallest and the top 5% of scores were used for

binding site selection.

We noticed that many of the collected PWMs are very similar to each other

(e.g., homeodomain proteins cluster into groups of TFs with similar binding specifici-

ties [72]), and thus have largely overlapping sets of predicted genomic binding sites.

To address this, we grouped TFs with similar PWMs together using hierarchical clus-

tering [83]. This resulted in 198 TF PWM clusters, and 44 of these contained two or

more TFs. Binding site predictions for any TF in one of these clusters were assumed

to be putative predictions for the other TFs in the same cluster. All 44 clusters with

multiple TFs were assigned indices from 0 to 43, and were referred to by that index

along with a representative TF contained within the cluster. As one example, we vi-

sualized binding site predictions near the transcription start site of hb (Figure 2.1A).
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While several binding site predictions correspond to a single TF, a few correspond

to predictions for a cluster of TFs. For example, binding sites for TFs in a cluster

including bcd are found; this cluster, referred to by bcd and the index 8, contains 4

different TFs including bcd, oc, Ptx1 and Gsc (Figure 2.1B).

In order to assess the quality of our binding site predictions, we used the ChIP

datasets we collected from diverse sources [23, 22, 84, 77, 78, 79, 85, 86]. Among

53 TFs with at least one associated ChIP dataset, 39 of them are included in our

TF binding site predictions. For each of these TFs, we computed the percent of its

predicted binding sites that are located within ChIP bound regions. We found that

by requiring conserved sites to be within a DNaseI accessible regions in at least one

stage, a larger fraction of binding sites are located within ChIP regions than are when

considering conserved sites over all genomic regions (Figure 2.2A and Figure 2.3).

We further compared our binding site predictions with other large-scale regulatory

networks. The fly modEncode project released two physical regulatory networks:

motif net and ChIP net. The motif net network is computationally predicted by

finding conserved binding sites within gene promoters [61, 84]. The ChIP net network

is determined via ChIP experiments [84]. We also constructed regulatory networks

from BDTNP [23, 22] by assuming that a TF regulates a gene if there is a ChIP

binding region within 2000 nts from the transcription start site. For our binding site

predictions, we built six networks using predictions restricted to either DNA accessible

regions in a specific stage or over the whole genome. Our regulatory network contains

a significantly larger number of TFs (Table 2.1) than these previous networks.
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Figure 2.1: Predicted conserved TF binding sites in chromatin accessible regions.
TF binding sites were predicted across the entire genome and overlapping sites were
merged based upon the membership of TFs within uncovered clusters with similar
binding specificities. For each motif instance, the local average DNaseI accessibility
score are calculated for five embryo development stages [67, 66]. (caption continued
on next page.)
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Figure 2.1: (previous page) For each stage, only motif instances with DNaseI score
larger than the top 5% of all scores were selected. (A) Examples of motif instances
near the transcription start site of gene hb. Only predicted binding sites with conser-
vation percentile score greater than or equal to 0.8 are selected. The TF names are
shown over their motif instance position. For merged binding sites, only the name of
one representative TF member is shown, followed by the index number of that TF
cluster. DNaseI scores for five developmental stages are shown proportional to the
height of vertical bars. Regions within the top 5% of scores are shown for each stage
with horizontal bars (S5, S9 and S10 in this example). Conservation scores are shown
on the bottom with denser colors representing higher conservation. (B) Example of
TF cluster 8. TF members and their motif logos are shown.

DataSet Network #Regulators #Targets #Interactions

modEncode
motif net 104 10921 92978
ChIP net 79 12411 158571

BDTNP BDTNP 24 8686 43243

CCAT

All site

324

13155 379192
S5 6503 67153
S9 6597 68693
S10 6087 62019
S11 6510 72097
S14 6631 71305

(a) Network level statistics

Network #Regulators #Targets #Interactions #Binding Sites

All site

198

13090 271609 1188101
S5 6406 49195 64275
S9 6491 50494 70085
S10 5969 45707 60679
S11 6409 52952 74118
S14 6530 52792 74735

(b) Binding site level statistics

Table 2.1: Regulatory network sizes. (A) For each dataset, the number of regulators,
targets and interactions are listed in each column. (B) Statistics for the dataset
generated by CCAT, with TFs with similar PWMs clustered and their overlapping
binding sites merged.

We also assessed the quality of our network using known functional annotations

from the Gene Ontology [87]. We reasoned that the target genes of a TF should

be involved in similar biological processes as it. For each GO biological process

term annotating a TF, we computed an enrichment ratio by dividing the fraction of
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genes annotated with that term within the TF’s target genes versus the fraction of

non-target genes annotated with that term. The top 20% conserved binding sites

have similar GO enrichment measures as the modEncode computational motif net

network, whereas the ChIP experimental networks ChIP net and BDTNP have better

functional quality measures than purely computationally predicted networks (Fig-

ure 2.2BC). However, when restricting binding site predictions to be in the top 5%

of DNaseI accessible regions, the GO enrichment measures of our binding site pre-

dictions were significantly improved in all five stages (Figure 2.2BC). There were 17

TFs profiled in all four datasets. When we compared over these 17 common TFs, our

binding site predictions have similar functional enrichment ratios as the modEncode

experimental ChIP network (Figure 2.2B and Figure 2.4). When all TFs included in

each network were used to compute the enrichment measures for each network, our

approach obtained a higher GO enrichment ratio than the modEncode ChIP experi-

mental network (Figure 2.2C).
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Figure 2.2: Predicted TF binding sites have quality comparable to ChIP experiment.
(caption continued on next page.)
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Figure 2.2: (previous page) (A) For each TF profiled with a corresponding ChIP
dataset, the percent of predicted binding sites that are located within experimen-
tally identified bound region was calculated. Only binding sites with conservation
percentile scores greater than or equal to 0.8 were considered. White bars represent
the percentages calculated with TF binding sites over the whole genome. Gray bars
represent percentages calculated with binding sites with the top 5% of DNaseI scores
in at least one stage. (B,C) Regulatory networks from TF to target genes were first
built by connecting TFs to genes if binding sites are found within 2000nts of the
transcription start site. For each GO term [87], the enrichment ratio among target
genes was calculated as the fraction of target genes annotated with the term, di-
vided by the fraction of non-target genes annotated with the term. For each TF, the
GO enrichment ratios were calculated for all of its GO biological process annotations
and visualized together by boxplots for each dataset. Motif net and ChIP net are two
physical regulatory networks generated by modEncode [84]. BDTNP is the regulatory
network constructed from BDTNP [23]. CCAT represents the networks generated by
our computational predictions, constructed from conserved binding sites (conserva-
tion percentile score≥0.8) over the entire genome or within DNaseI accessible regions
of each stage. (B) Only the 17 TFs profiled by all datasets are considered. (C) All
TFs profiled in each dataset are considered.

P
e
rc
e
n
ta
g
e
(%

)

0
2
0

4
0

6
0

8
0

Real

Random

T
rl d
l

tw
i
D d
a K
r

c
a
d

s
u
(H
w
)

C
p
1
9
0

M
e
d h

p
rd z

b
c
d

s
e
n
s

C
T
C
F
h
b

s
n
a

ru
n

h
k
b

M
e
f2 g
t

s
lp
1
ti
n

s
h
n tl
l

d
is
c
o

U
b
x

S
ta
t9
2
E

b
in ft
z

e
ve

b
a
b
1

k
n
i

M
a
d

in
v

b
a
p

G
A
T
A
e
tt
k

Figure 2.3: The CCAT predicted binding sites significantly overlap with ChIP exper-
iments. We selected predicted binding sites within the top 5% of accessible DNaseI
scores in at least one stage and having conservation percentile scores greater than or
equal to 0.8. For each predicted binding site, the TF identity was randomly swapped
with another TF if both of them were profiled in our collected ChIP datasets. The
percent of binding sites in BDTNP ChIP bound region was calculated as Figure 2.2A.
The standard deviations from 10 randomizations were represented by error bars.
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Figure 2.4: GO enrichment assessments for regulatory network targets. (caption
continued on next page.)
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sna h tll
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Figure 2.4: (previous page) For each TF and its annotated GO biological process
terms, GO enrichment ratios among target genes were calculated and visualized as
described in Figure 2.2B. Only 17 TFs that are included in all datasets are shown.

As an additional quality control, we utilized the Redfly regulatory network, a

small, curated database of regulatory interactions in fly [88]. For each of the four
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datasets, we computed the number of interactions that overlap those annotated in

Redfly and compared this against the overlap found when the Redfly network is ran-

domized by edge swapping [89]. The overlap enrichment is defined as number of

overlapping interactions divided by the expected number of overlaps, as computed

by averaging the number of overlapping interactions over 1000 edge-swapped [89]

Redfly networks. We found our predicted regulatory network and the modEncode

motif net network consistently had higher enrichment levels than regulatory net-

works determined by ChIP (Figure 2.5); this finding is consistent with what was

reported in the modEncode project [62].
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Figure 2.5: The CCAT regulatory network has high overlap with the Redfly dataset.
505 Redfly regulatory interactions were taken as a gold standard [88]. For each regu-
latory network, the overlap count was calculated with the real Redfly network and the
randomized Redfly networks generated by edge swapping [89]. The enrichment ratio
was defined as the real overlap count divided by the average overlap count from 1000
randomizations. Motif net and ChIP net are two networks integrated by modEn-
code [84]. BDTNP is derived from BDTNP ChIP experiments [23]. CCAT represents
the networks predicted by our computational pipeline, which are constructed from
conserved binding sites (conservation percentile score ≥0.8) over the whole genome
or binding sites within DNaseI accessible regions for each developmental stage [67].
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2.2.2 Dynamic usage of TF binding motifs in embryo devel-

opment

The DNaseI accessibility data we used provides information about the dynamics of

chromatin accessibility during embryo development [67, 66]. We utilized this dynamic

information to determine whether binding site accessibility varies per TF across devel-

opmental progression. For each TF, we first computed its normalized degree in each

stage as the number of its predicted accessible binding sites normalized by the total

number of predicted accessible binding sites for all TFs [69]. We found that different

regulatory motifs tend to vary in their degrees across different stages (Figure 2.6A).

For example, bcd has larger fractions of the accessible binding sites at the early stages

S5 and S9, but lower fractions at the later stages S10, S11 and S14 (Figure 2.6A).

For each TF, in order to check the significance of its degree variation across stages,

we defined the variation ratio as the maximum normalized degree across five stages

divided by the minimum normalized degree. For each motif instance, we randomly

permuted the binary DNaseI accessibility determination across the five stages and

counted the accessible binding sites in each stage. For each TF motif, the normal-

ized degrees and variation measures across five stages were computed again for each

randomization. We found the real data were consistently more abundant than ran-

domized data for larger variation ratios (Figure 2.6B).
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Figure 2.6: Stage specific usage of TF binding sites across embryo development. (A)
For each regulatory TF motif, only predicted sites with conservation percentile score
greater than or equal to 0.8 were considered. The normalized degrees in different
stages were calculated as the number of binding sites normalized by the total number
of binding sites over all TF motifs. For each regulatory motif, the centered normalized
degree in each stage was computed by dividing the average degree across five stages
and visualized by heatmap. (B) For each TF regulatory motif, a variation ratio
was calculated as the maximum normalized degree among the five stages divided
by the minimum normalized degree. As a random control, the DNaseI accessibility
classifications for each predicted binding site were permuted across the five stages and
the accessible binding sites were counted again to calculate the randomized normalized
degrees and variations. Histograms for real and random variation ratios are shown,
and the average and standard deviation values of random histograms were calculated
from 1000 randomizations.
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2.2.3 Finding combinatorial regulatory motif pairs

Based upon our stage-specific binding site predictions, we searched for pairs of regu-

latory motifs that show a co-localization enrichment based upon the frequency with

which they occur within 100 nts of each other. For each pair of regulatory motifs, we

first enumerated all predicted binding sites that fell within 1000 nts of each other (Fig-

ure 2.7A). For each enumerated pair, we assigned a weight between 0 and 1 by taking

the minimum conservation percentile score between the two involved binding sites.

Then, we classified all enumerated pairs into distance intervals corresponding to the

number of nucleotides between them (< 100 nts, 100–200 nts, etc.) and summed the

weights that fell into each interval (Figure 2.8A). To estimate the expected weighted

co-localization score for each pair of regulatory motifs, we permuted the identities

of binding sites among TFs with similar base pair composition (Figure 2.7B and

Figure 2.9), while keeping the genome position and conservation percentile score as-

sociated with each site fixed. For each pair of regulatory motifs, the distribution of

distances between them were computed again (Figure 2.8A), and an empirical P -value

for the motif pair co-localization was computed based upon the initial weighted count

for motifs within 100 nts as compared to the weighted counts over 10,000 randomiza-

tions. FDRs for motif pairs were computed using the Benjamini-Hochberg procedure,

and motif pairs with FDRs ≤ 0.05 were determined to be co-localizing (Methods).

We ran the above procedure separately for each of the five studied stages and

obtained 20 to 60 co-localizing regulatory motif pairs (Figure 2.8B and Figure 2.10).

Several previously known examples of TF cooperativity were recapitulated in this set.

For example, we found several TFs that co-localize with vfl (also known as zelda), a

protein critical in embryo development [90]. In stage S5, we found that it co-localizes

with bcd, which is known to be involved in early embryo development [91]. Similarly,

previous studies showed that dl and twi cooperate in neurogenic enhancers that direct

gene expression in the early embryo [29, 92], and we found that binding sites for dl and
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twi co-localized with each other in stage S5 (Figure 2.8B). In additional to capturing

known cooperativity among factors that play a role in development, our pipeline also

predicted co-localization between Hsf and Tbp binding sites (Figure 2.8B); these TFs

were previously found to physically interact with each other and cooperatively bind

heat shock promoters [93].

A. B.

Figure 2.7: Finding combinatorial regulatory motif pairs. (A) Enumerating neighbor
motif pairs. In case 1, two binding sites of motif A are close to the binding site
of B. Since only the closest motif pair is considered, 1 pair is counted. In case 2,
the binding site of motif A is close to the binding site of motif B. However, another
binding site of A overlaps with site B, 0 pairs are counted. (B) Motif identity shuffling.
Each regulatory motif was considered separately as pivot. The identities of all other
regulatory motifs were randomly permuted within each composition cluster (listed in
Figure 2.9), and significant proximal motifs for the pivot motif were profiled. For the
final result of combinatorial motif pairs, a reciprocal mutual hit was required as both
sides should identify each other as a proximal motif.
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Figure 2.8: Combinatorial regulatory motif pairs with significantly co-localized sites.
(caption continued on next page.)
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Figure 2.8: (previous page) For each pair of TF regulatory motifs, all neighbor binding
sites were enumerated within DNaseI accessible regions in each stage. The distances
between all enumerated neighboring sites were profiled by a histogram with a step of
100nts, and the count in each bin was weighted by the conservation percentile scores of
the enumerated binding site pairs. As a background, the identities of regulatory motifs
with similar base pair composition were permuted across the same chromosome and
the distance histograms were profiled again. For each window, an empirical P -value
was calculated from 10000 randomizations, and the Benjamini-Hochberg procedure
was used for multiple hypothesis correction. A FDR threshold of 0.05 was used. (A)
For regulatory motifs represented by vfl and bcd in stage S5, the first window has
FDR smaller than the threshold 0.05. (B) All predicted combinatorial TF regulatory
motif pairs in stage S5 are shown.

The PWMs in our collection include binding specificities for CTCF, Su(Hw) and

Cp190, which bind insulator elements. Our CCAT pipeline found that binding sites

for CTCF and Cp190 co-localize in all five stages (Figure 2.8B and Figure 2.10).

Consistent with our findings, it was found that CTCF interacts with Cp190, and that

its binding to targets requires Cp190 in many cases [94]. Further, the ChIP binding

profiles of CTCF and Cp190 were previously observed to cluster together [85].
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Figure 2.9: Clusters of regulatory motif base pair compositions. For all 198 TF regula-
tory motifs, we clustered them by the similarity of their base pair compositions. Each
PWM was converted to a frequency vector of A,C,G,T content minus the background
frequency of A,C,G,T over the whole fly genome. The standard deviation of each
PWM composition was computed as a measure of base pair composition bias. The
bottom 20% of them were excluded from further clustering as they don’t have strong
preference of compositions (shown as cluster “others”). Then all of the rest compo-
sition vectors were clustered by average link hierarchical clustering based upon the
Pearson correlation coefficient. The hierarchical tree was cut at a Pearson correlation
of 0.8.
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Figure 2.10: Combinatorial regulatory motif pairs. (caption continued on next page.)
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Figure 2.10: (previous page) For combinatorial regulatory motif pairs predicted, we
plotted them by interaction graphs. (A) Stage S9. (B) Stage S10. (C) Stage S11.
(D) Stage S14.
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Encouraged by the coherence of our findings with previous studies, we set out

to systematically assess the quality of our predicted combinatorial motif pairs. We

reasoned that if a predicted binding site for a TF is close to a predicted binding site

for one of the TFs with which it cooperates, then these predictions are more likely

to be correct than other predicted sites for these TFs. To check this, we used our

collected ChIP datasets. In order to use a TF in this assessment, for each TF that

was profiled in at least one ChIP dataset, we considered its top 20% most conserved

genome-wide binding sites, and required that at least 5% of them be located in a

ChIP bound region. If several ChIP datasets existed for the same TF, we selected

the ChIP dataset with the maximum percentage of predicted binding sites within

ChIP bound regions.

For each TF considered, we classified its conserved binding sites into two cate-

gories: (1) those with a predicted conserved binding site within 100nts of it for a

TF that was found to be co-localizing and (2) those with other predicted binding

sites within 100nts, but none of the binding sites are for TFs that were found to be

combinatorial pairs. For each category, the percent of binding sites within a ChIP

bound region was computed (Figure 2.11A).
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Figure 2.11: TF binding sites of combinatorial pairs are enriched in ChIP bound
regions. All collected ChIP datasets are used to assess the quality of predicted motif
pairs. The TF binding sites were classified into two categories: (1) those with another
TF binding site within 100nts and the neighbor TF pair was predicted to be a combi-
natorial motif pair; (2) those with other TF binding sites within 100nts, but none of
them comprise the predicted combinatorial pairs. For each category, the percent of
TF binding sites within the ChIP bound regions was computed. (caption continued
on next page.)
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Figure 2.11: (previous page) (A) Combinatorial pairs profiled in stage S5 are consid-
ered. The ChIP percentages are plotted for the two categories. (B) The difference
of ChIP percentages between the two categories is shown for all TF pairs profiled as
combinatorial regulatory motif pairs and all other TF pairs that were not predicted.
For each group of TF motif pairs, the measures are visualized by boxplots. The bot-
tom and top of the box are the 25th and 75th percentiles (the inter-quartile range).
Whiskers on the top and bottom represent the maximum and minimum data points
within the range represented by 1.5 times the inter-quartile range. The Wilcoxon rank
sum test was used to compare the two groups, and P -values were Bonferroni corrected
for each of the five stages. One asterisk represents a P -value ≤ 0.05, two asterisks
represent a P -value ≤ 0.01 and three asterisks represent a P -value ≤ 0.001. (C) The
combinatorial regulatory motif pairs in each stage were randomized by network edge
swapping [89]. For each stage, the median difference is plotted for real pairs and
randomized motif pairs. Average, standard deviation and empirical P -values were
calculated from 10000 randomizations. P -values were Bonferroni corrected for the
five stages and visualized by asterisks as in (B).

We assume that if a predicted combinatorial motif pair is used by TFs at a spe-

cific stage, the first category should have more binding sites located in ChIP bound

region than the second category in that specific stage. We took the difference of

percentages between two categories as a quality measure for the combinatorial motif

pairs. For each stage, when comparing against other pairs of regulatory motifs that

were not predicted, the difference in these two categories is significantly larger for

predicted combinatorial pairs in all stages (Figure 2.11B). For each stage, we also

built randomized motif pairs by treating the predicted combinatorial motif pairs as a

network where edges correspond to uncovered combinatorial pairs between TFs and

then randomizing the network via edge-swapping; note that this maintains the num-

ber of combinatorial pairs each motif is involved with [89]. The difference measures

for real motif pairs are consistently better than randomized motif pairs in all stages

(Figure 2.11C).
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Figure 2.12: TF binding sites of combinatorial pairs are more conserved. (A) For
each profiled combinatorial pair between TF A and B, the conservation percentile
scores were compared among three categories: 1 (TF A & TF B) those with motif
sites of TF A and TF B within 100nts; 2 (TF A & not TF B) those with motif site
of TF A and another motif site which is not TF B within 100nts; and 3 (TF B & not
TF A) those with motif site of TF B and another motif site which is not TF A within
100nts. The percent of site pairs with conservation percentile scores greater than or
equal to 0.8 for both involved binding sites was calculated for all three categories.
(caption continued on next page.)
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Figure 2.12: (previous page) (B) For each motif pair, the measure “Difference” is
defined as the percent of conserved site pairs (conservation percentile score≥0.8)
of category “TF A & TF B” - maximum(the percentage of category “TF A & not
TF B”, the percentage of category “TF B & not TF A”). For each stage, boxplots
were used to visualize difference measures for all predicted combinatorial pairs and
other pairs not predicted to be preferentially co-localized. The bottom and top of
the box are the 25th and 75th percentiles (the inter-quartile range). Whiskers on
the top and bottom represent the maximum and minimum data points within the
range represented by 1.5 times the inter-quartile range. The Wilcoxon rank sum test
was used to compare between two groups. P -values were Bonferroni corrected for
five stages. One asterisk represents a P -value ≤ 0.05, two asterisks represent a P -
value ≤ 0.01 and three asterisks represent a P -value ≤ 0.001. (C) The regulatory
motif pairs predicted in each stage were randomized by network edge swapping [89].
The median difference was plotted for real pairs and randomized pairs. The average
and standard deviation values and empirical P -values were calculated from 10000
randomizations. P -values were Bonferroni corrected for each of the five stages and
visualized by asterisks as (B).

We also used evolutionary conservation to assess the quality of our uncovered

combinatorial pairs of TFs. A previous study in mammalian embryonic stem cells

revealed that a TF binding site would be more evolutionarily conserved if it was

found near a binding site for a TF with which it cooperates [95]. We also searched

for whether there was evolutionary constraint for our predicted combinatorial motif

pairs. For each profiled combinatorial pair between TF A and B, the conservation

percentile scores were compared among three categories: 1 (TF A & TF B) those

with motif sites of TF A and TF B within 100nts; 2 (TF A & not TF B) those with

motif site of TF A and another motif site which is not TF B within 100nts; and 3

(TF B & not TF A) those with motif site of TF B and another motif site which

is not TF A within 100nts. Then for each of these three categories, we computed

the percent of site pairs where both binding sites had conservation percentile scores

greater than or equal to 0.8 (Figure 2.12A). Similar to the comparison based upon

ChIP experiments (Figure 2.11), we computed the difference of the fraction of highly

conserved pairs between the first category and the other two categories and found
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that our predicted pairs consistently have more significant measures than pairs that

are not predicted or than randomized pairs (Figure 2.12BC).

2.2.4 Dynamic usage of combinatorial pairs in embryo devel-

opment

For all combinatorial motif pairs predicted in any of the five stages, we checked the

extent to which they had stage-specific usage. We first computed the stage specific

enrichment ratio for each stage by dividing the weighted counts of site pairs within

100nts between real and randomized data, as plotted in Figure 2.8A. We grouped all

predicted motif pairs by their maximum stage specific enrichment ratios and visualized

them in heatmap format (Figure 2.13A). For each motif pair, the variation ratio

is defined as (maximum stage specific enrichment ratio)/(minimum stage specific

enrichment ratio). The histogram of all predicted combinatorial pairs are compared

with combinatorial pairs resulting from edge-swapping randomizations [89]. We found

that for larger variation ratios, our predicted pairs are consistently more frequent than

randomized pairs (Figure 2.13B).

We further concentrated on twi and dl, a combinatorial pair that we found to be

strongly preferred in the stages S5 and S9 (Figure 2.13A), and for which we have ChIP

experiments in several stages of development. In particular, twi has been profiled via

ChIP in three consecutive embryo developmental stages (S5-7, S8-9 and S10-11) [77].

We found that twi binding sites with 100nts of a dl site had higher fraction in ChIP

bound region in the first two stages (S5-7 and S8-9) than the third stage (S10-11)

whereas when twi binding sites had other TF sites nearby, the fraction within ChIP

bound regions was similar across the three stages (Figure 2.13C). Thus, this case

study is coherent with our stage specific usage profiling (Figure 2.13A).
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Enrichment ratio (centered)
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Figure 2.13: (A) For each pair of TF regulatory motifs, five stage enrichment ratios
were determined as (#site pairs within 100nts in a stage specific DNaseI accessible
region)/(#average site pairs within 100nts from random shuffles). For all predicted
motif pairs across five stages, the enrichment ratio in each stage was centered by
dividing the average ratio across five stages and visualized by heatmap. (caption
continued on next page.)
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Figure 2.13: (previous page) (B) A variation ratio is calculated as the maximum
enrichment ratio across five stages divided by the minimum stage enrichment ratio.
The histograms of variation ratios were plotted for all predicted TF regulatory motif
pairs in any stages, and randomized TF regulatory motif pairs by edge swapping.
The average and standard deviation values of randomized histogram were calculated
from 10000 shuffles. (C) For the combinatorial motif pair twi and dl, the percent of
predicted twi binding sites in ChIP bound region was plotted over three consecutive
stages of embryo development as Figure 2.11A [77].

2.3 Discussion

We developed a pipeline for predicting combinatorial TF interactions based upon

known TF binding motifs and DNaseI data. In addition to capturing some known

cases of TF cooperativity, our systematic quality assessments revealed that our pre-

dicted TF pairs are coherent with experimental ChIP data and supported by evo-

lutionary analysis. Thus for specific biological processes of focus, without requiring

hundreds of ChIP experiments, our pipeline enabled the genome scale profiling of the

landscape of transcriptional cooperativity from a single DNaseI-seq experiment. In

addition, we also developed accompanying tools to cluster similar PWMs of different

TFs into clusters which removed redundancy in our predicted TF pairs.

2.3.1 Positional constraints between regulatory motifs

Currently, we only considered proximity in binding sites when predicting whether

two TFs combinatorially cooperate. However, several studies have shown that within

enhancer regions, TF binding sites may follow specific positioning and orientation

rules [42, 56, 96]. For example, in the human Interferon-β enhancer, eight TFs bind

together with a very specific motif order within 55bps of DNA [56]. Further, in

several well-characterized developmental enhancers in Drosophila, binding sites show

a periodic distribution that reflects the geometry of helical turns of DNA [96]. A
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computational study in yeast also showed that interacting TF binding sites follow

very strict spacing and orientation preferences [42].

To date, we have not found evidence that our predicted combinatorial motif pairs

exhibit any spacing or orientation preferences between binding sites. Instead, we

observe a relatively flexible spacing in our data, consistent with the billboard model

of enhancers [4]. For example, one study of Drosophila cardiac development revealed

that five TFs cooperatively bind a large set of enhancers that have diverse motif

compositions along with flexible positioning between binding sites [97].

One possibility for the difference of positioning constraint might come from the

biological processes studied. Our study is focused on embryo development and it is

possible that developmental combinatorial binding allows flexible spacing. On the

contrary, the Interferon-β enhancer needs to rapidly response to viral infection [56]

and may prefer a highly ordered structure among TF binding sites. Another pos-

sibility for differences in positional constraints might come from the evolutionary

differences between organisms. In a single cell organism such as yeast, protein phys-

ical interaction between TFs might facilitate the strength of cooperativity and the

spacing and orientation constraints reflect the constraints of physical interactions [42].

In higher eukaryotes such as Drosophila, spacing flexibility might allow TF coopera-

tivity in more enhancers and allow more cooperativity with different TFs. However,

without a systematic study of TF motif positioning under many different biological

contexts, it is not possible to conclude whether flexible or strict positioning is more

common in combinatorial regulatory motif pairs.

2.3.2 Systematic profiling of combinatorial regulatory code

among diverse biological processes

We have shown that combining binding sites matches to TF PWMs with DNaseI

accessibility experiments can result in high-quality genome-wide TF binding site pre-
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dictions that are comparable in quality to those obtained by ChIP experiments (Fig-

ure 2.2BC). Several previous studies also reached a similar conclusion [70, 98, 50].

Our high-quality binding site predictions allowed us to find combinatorial interactions

between regulatory motifs at the genome scale. The different conditions of DNaseI ex-

periments also enabled us to uncover the dynamic usage of combinatorial motif pairs

in different stages. Compared to ChIP experiments, which require one experiment for

each single TF under each condition, DNaseI experiments enable genome-scale pro-

filing of combinatorial code in only one single experiment. The recent release of the

ENCODE project includes genome-wide DNaseI experiments for 125 different human

cell lines and tissue types [68]. Thus, the growing availability of DNaseI experiments

would enable reliable combinatorial regulatory motif pair profiling in many biological

conditions.

2.4 Methods

2.4.1 Binding site search, conservation and accessibility scor-

ing for position weight matrix

Multiple genome alignments of D.melanogaster and 11 other sequenced Drosophila

species were downloaded from the UCSC genome browser [99]. Each position weight

matrix (PWM) was searched on both strands of the genome sequences via the algo-

rithm fimo from the MEME package [80, 81], using the default P -value threshold 1E-4.

We excluded all binding sites in protein coding exons, as annotated by Flybase [100].

For each match to a PWM on the D.melanogaster genome, we looked for matches

in the other 11 genomes on either strand within an offset of 10 nts. These additional

matches were considered conserved instances, and were used to calculate a branch

length score (BLS) as follows [61]. We obtained the minimum phylogenetic subtree

that included all conserved instances. The BLS was computed as the total branch
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length of this subtree as a fraction of the entire tree [61]. We observed that it was

possible to get a high BLS score if there was an isolated match in a species distant

to D. melanogaster. Since such a match may be spurious, we ignored the match in

the genome most distant from D. melanogaster if there was a gap of more than four

species from the second most distant match and the evolutionary distance from D.

melanogaster was two times bigger than the second most distant match. Then for

each TF PWM, all of its binding sites were ranked by BLS scores from largest to the

smallest. These BLS scores were then converted to conservation percentile scores,

which represent the relative ranks among all predicted binding sites. For example, a

conservation percentile score of “0.6” means the current binding site has BLS score

greater than 60% of all predicted binding sites for that PWM.

For each predicted PWM binding site in D.melanogaster, we derived accessibility

scores based upon DNaseI experiments over five embryo development stages (S5, S9,

S10, S11 and S14 corresponding to 3, 4, 5, 6, and 11 hours after fertilization) [67, 66].

For each predicted PWM binding site, its DNaseI accessibility score was estimated by

averaging all DNaseI experimental scores ±50nts around it. For each stage, the top

5% of DNaseI scores across the whole genome was set as a threshold, and PWM sites

with an average DNaseI score larger than this threshold were defined as accessible

binding sites.

2.4.2 Collection and selection of TF regulatory motifs

We collected 712 PWMs representing the binding specificities of 364 different DNA

binding proteins from FlyFactorSurvey [71, 72, 73], BDTNP [23, 22], Flyreg [74],

JASPAR [75], Transfac 6.0 [76], a collection of Kellis and colleagues [61] and several

ChIP experiment papers [77, 78, 79]. Of the 364 collected DNA binding proteins, 170

have two or more PWMs associated with them. For example, the well-studied bcd

has 12 different PWMs in our data set. It has been shown previously in S.cerevisiae
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that different PWMs for the same TF may differ in quality even if they share motif

similarity [101]. Thus, in order to control for PWM quality and correct for study

bias, only one PWM was selected for each TF as follows.

We collected ChIP datasets for 53 TFs from BDTNP [23, 22], modEncode [84] and

several publications [77, 78, 79, 85, 86]. For any TF, if there is ChIP experimental

data for it, the percent of PWM binding sites within the ChIP experiment regions was

calculated. If several different ChIP datasets existed for the same TF, the median

value was taken for comparison. For different PWMs of the same TF, the PWM

with the highest ChIP percentage was selected. For TFs without available ChIP

experiment, the five embryo stage DNaseI dataset was utilized [67, 66]. The regions

with DNaseI accessibility score in the top 5% were treated as the ChIP region for

PWM selection.

Finally 364 PWMs were selected for 364 DNA binding proteins. After searching

with the fimo algorithm with the default P -value threshold 1E-4 [80, 81], 324 of them

have matched binding sites on the D. melanogaster genome.

2.4.3 Clustering of highly similar TF regulatory motifs

Many TFs, especially from certain structural families, exhibit similar binding speci-

ficities [72]. Thus predicted binding sites for different TFs may overlap extensively

with each other. We clustered our selected PWMs by hierarchical clustering and then

merged their overlapping binding sites.

For each pair of PWMs A and B, the Pearson correlation coefficient (PCC) was

calculated as follows. The PCC between two PWM columns X and Y was computed as

∑

(X−X)(Y −Y )/
√

∑

(X −X)2
∑

(Y − Y )2 with X (or Y ) representing the average

of X (or Y). The information content (IC) was computed for each PWM column as

2+
∑

i∈(A,C,G,T ) Pi ∗ log(Pi). For an aligned column between A and B, the information

content was computed as
√
ICcolumn A ∗ ICcolumn B.
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For each possible ungapped alignment between PWM A and B, a weighted PCC

was computed as
∑

i∈Aligned columns(ICi ∗ PCC(Ai, Bi))/
∑

c∈All columns ICc . Since we

search PWMs on both the positive and negative strands of genome, the PCC is also

calculated between PWM A and the reverse complement motif of PWM B. A final

PCC for the similarity between A and B was calculated as the maximum possible

PCC with the optimal column offset and orientation.

Average linkage clustering was applied to group all PWMs into a hierarchical tree.

To uncover clusters of PWMs, the tree was cut at PCC ≥ 0.8. 198 PWM clusters

were acquired by this threshold and 44 of them contained two or more PWMs. For

each cluster of TFs, a binding site is predicted for that cluster if it is predicted for at

least one of its members.

2.4.4 GO enrichment analysis for the predicted TF target

genes

In order to measure the biological function similarity between a TF and its predicted

target genes, we utilized Gene Ontology (GO) annotations [87]. We only considered

GO biological process terms with more than 5 but less than 1000 genes annotated

in D. melanogaster. For each TF and a GO term annotated with it, we computed

the fraction of its target genes that are also annotated with that term. For all genes

that are not a target of that TF but are annotated with at least one GO term, we

also calculated the fraction annotated. The enrichment ratio for that specific GO

term and its annotated TF is computed as (fraction of target genes with that annota-

tion)/(fraction of non-target genes with that annotation). For each TF, we considered

all annotated biological process terms and use the median among all enrichment ratios

over all TFs as an overall measure for each dataset (Figure 2.2BC).
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2.4.5 Finding combinatorial regulatory motif pairs

Within the top 5% of accessible DNaseI regions of each stage, the predicted binding

sites with conservation percentile score greater than or equal to 0.6 were first selected.

Then, for each regulatory motif in turn as “pivot”, we set out to find other regulatory

motifs that significantly co-localize with it.

First, we enumerated all pairs of predicted binding sites between the pivot reg-

ulatory motif and other regulatory motifs, weighted by the minimum conservation

percentile score between the two involved binding sites. For each genomic region

where several binding sites for the same TF are clustered, only the neighboring sites

closest to the pivot motif were considered (Figure 2.7A). Then for each pivot TF motif

and other motifs, we classified all enumerated binding site pairs by the distance be-

tween the two involved sites and derived a histogram in steps of 100nts (Figure 2.8A).

In each histogram bin, the weights of all enumerated binding site pairs were added

up as a weighted count (Figure 2.8A).

To estimate how often TF binding sites would co-localize by chance, we random-

ized the identities of the other regulatory motifs. The binding site identity of the

pivot regulatory motif is not changed; but the identities of all other motif binding

sites are shuffled across the same chromosome (Figure 2.7B). As an extra constraint

in the shuffling process, we classified the 198 TF PWM clusters by the similarity in

their nucleotide compositions and created 10 composition clusters (method described

in the next section). Only regulatory motifs in the same composition cluster can

exchange their identities in the shuffling process (Figure 2.9). In this way, the local

base pair composition will be similar to the initial data after randomization. Then,

the motif pair sites neighboring the pivot regulatory motif were enumerated again.

Histograms were plotted according to the distances of all motif pairs for real data and

randomized data (Figure 2.8A).

43



Empirical P -values were computed in each histogram bin as the fraction of ran-

domized weighted counts that were greater than or equal to the real weighted count

among 10000 randomizations. For each histogram bin, we only considered motif

pairs with weighted count greater than or equal to 1% of the total sum of all con-

servation percentile scores of each involved regulatory motif (pivot and other TF).

The Benjamini-Hochberg procedure was applied on the empirical P -values, and a

FDR threshold of 0.05 was used to select significant combinatorial motif pairs [102].

The final set of combinatorial motif pairs were selected by reciprocal hit in the first

histogram bin (distance within 100nts), where FDR≤0.05 was required when each

motif was used as the pivot (Figure 2.7B). We also required the final set of predicted

combinatorial motif pairs to have at least 10 pairs with conservation percentile score

greater than or equal to 0.6 within 100nts of each other.

2.4.6 Categorizing regulatory motifs by base pair composi-

tion

For each of the 44 PWM clusters that contained more than one PWM, one centroid

PWM was generated by averaging over all included PWMs over their shared columns.

Then for each of the 198 PWM clusters, we computed the A,C,G,T content of its

centroid PWM by averaging over columns. The background frequency of the whole

fly genome was subtracted from these compositions (A:28.87%, C:21.15%, G:21.11%,

T:28.86%).

The standard deviation of each PWM composition was calculated as a measure of

base pair preference. The bottom 20% of all compositions ranked by their standard

deviations were excluded for further clustering, since they show weak preference of

base pair compositions (the cluster “others” in Figure 2.9). All of the rest frequency

compositions were then clustered by average link hierarchical clustering using the

Pearson correlation coefficient (PCC). Since we search the regulatory motifs on both
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strands on the fly genome, the PCC between base pair composition vectors were

calculated in both the same direction and the reverse complement direction, and the

maximum of the two was used.

The hierarchical tree was cut at PCC 0.8. If there were small clusters with less than

5 members, this would lead to a very restricted space in our motif identity shuffling

process. We merged them to the last cluster (labeled with “others”). Finally, 10

composition clusters were generated (Figure 2.9).
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Chapter 3

Cooperativity between RNA

binding proteins and microRNAs

in transcript decay

3.1 Introduction

Transcript degradation is an important mechanism for regulating the levels of proteins

in a time or space-dependent manner [3]. One mechanism through which transcript

degradation can be controlled is via miRNAs, short RNAs approximately 21-23 nu-

cleotides in length that regulate diverse biological processes [10, 12]. miRNAs are ini-

tially transcribed as pri-miRNAs, processed to form pre-miRNAs, which are hairpins

of approximately 70-80 nucleotides, exported from the nucleus, and further processed

to generate the final mature dsRNA [10]. Mature miRNAs are then loaded into the

RISC complex, where they associate with target transcripts, resulting in transcript

degradation and translation inhibition [103].

miRNAs generally bind their targets through complementary pairing in a short 7

bp seed sequence [9, 11]. There are likely other factors that also determine whether a
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miRNA will effectively target a particular recognition site, and some of these factors

may be 3′UTR sequences that reside outside of the complementary sequence that the

miRNAs bind. As an example, AU-rich sequences surrounding the miRNA binding

sites have been reported to enhance the efficacy of miRNA-mediated mRNA decay [11,

104, 34]. The location of the recognition site at the 5’ or 3’ end of the 3′UTR, and

especially far away from the center of long 3′UTRs, has also been associated with

improved miRNA efficiency [11]. Thus, given a target transcript with a specific

miRNA recognition site sequence, its decay efficiency is likely to be determined by a

number of variables not all of which are currently well-understood.

Transcript degradation can also be regulated by RNA binding proteins (RBPs).

These proteins can affect transcript stability by binding to recognition sequences

within 3′UTRs. Some RBPs, for instance, AU rich element (ARE) binding proteins

or Pumilio (PUM), increase the degradation of target transcripts [13, 14, 13, 15, 16,

17, 18, 19, 20]. Others, like the HuR family of ARE-binding proteins [21], cause

stabilization of the targeted message. Several genomewide studies have suggested

that RBPs and miRNAs may functionally interact [105]. Mukherjee and colleagues

found that microRNA depletion had a less dramatic effect on sites at which the

HuR binding protein could also bind, indicating that HuR was likely competing with

microRNAs for binding sites and stabilizing the targeted transcript [106]. In another

study, an analysis of gene expression changes after miRNA transfection revealed that

U-rich motifs similar to HuD binding sequences were associated with transcript down-

regulation [107]. Finally, immunoprecipitation with antibodies to the PUM protein

followed by microarray analysis of surrounding RNA sequences revealed that miRNA

binding sites are overrepresented in 3′UTR sequences within close proximity to PUM

binding sites [51].

Specific instances in which RBPs enhance or inhibit the effectiveness of miRNAs

have been experimentally verified. Competition between miRNAs and RBPs for the
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same sequence has been reported [108, 109, 110]. For example, down-regulation of the

cationic amino acid transporter 1 (CAT-1) mRNA by miR-122 is inhibited by stress,

and the de-repression requires binding of HuR to the 3′UTR [108]. As another exam-

ple, the RBP CRD-BP binds to the coding region of TrCP1 mRNA and stabilizes it

by competing with miR-183 and thus preventing miRNA-dependent processing [110].

miRNAs and RBPs have also been reported to cooperate. HuR and the miRNA let-7

repress c-MYC expression though a mechanism that requires both HuR and let-7 [35].

The C. elegans PUM homolog puf-9 is required for 3′UTR-mediated repression of the

let-7 target hbl-1 [36]. In Drosophila, an association between the RBP dFXR and

RISC is required for efficient RNA interference [111]. As a final example, an AU-rich

motif located upstream of the miR-223 binding site in the 3′UTR of RhoB has been

reported to enhance miRNA function [34].

One specific mechanism through which the PUM RNA binding protein has been

proposed to modulate miRNA function is by binding to sequences that can hybridize

with miRNA recognition sites and thereby make them more accessible for the RISC

complex. Binding of PUM to the 3′UTR of the cyclin-dependent kinase inhibitor

p27Kip1 has been reported to cause a local change in structure that promotes p27Kip1

repression by miR-221/miR-222 [28]. Another study demonstrated that binding of

PUM facilitated miR-503 regulation of the E2F3 3′UTR [112]. The authors hy-

pothesized PUM binding was able to relax the 3′UTR secondary structure elements

that would otherwise block miR-503 binding sites. A final study on the pyrimidine-

tract-binding (PTB) protein proposed that PTB binding can modulate the secondary

structure of the GNPDA1 3′UTR to facilitate let-7b binding [26].

We hypothesized that miRNAs and RBPs might cooperate to facilitate transcript

decay more extensively than had been realized. Using computational models, we sys-

tematically explored RBP-miRNA interactions within human and mouse 3′UTRs and

discovered that RBP recognition sites co-occur with subsets of miRNA recognition
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sites. Our analyses revealed that PUM is likely to cooperate with specific miRNAs

to promote decay. Moreover, we found that a subset of miRNAs that co-occur with

PUM recognition sites have recognition seed sequences that are the reverse comple-

ments of the PUM recognition motif, and thus, may form hairpin secondary structures

that would be disrupted by PUM binding. Based on our computational analysis, we

discovered seven miRNAs in human and five in mouse that followed this pattern.

Approximately 4% of the target sites for these miRNAs colocalize with PUM sites in

a pattern that would have the potential for miRNA binding site rescue.

3.2 Results

3.2.1 RBP and miRNA recognition motif selection

We performed a literature search and identified 15 instances in which an RBP and

its putative recognition motif were reported [16, 113, 114, 115, 116, 117, 118] (Fig-

ure 3.1). We reasoned that true RBP recognition motifs that are functional in 3′UTRs

would be present more frequently than expected by chance, especially at high levels of

evolutionary conservation. Using a method adapted from Kellis and colleagues [119],

we found 5 out of the 15 RBPs had significantly increased conservation frequencies

compared to their shuffled control motifs (Figure 3.2AB, 3.3). All five of these motifs

have been demonstrated to be present in 3′UTRs by previous studies. The motifs

are recognition motifs for the transcript decay factors PUM (UGUANAUA) [116],

the Fox-1 family of proteins associated with splicing (UGCAUGU) [120, 121, 122],

U1A (AUUGCAC)(a component of the snRNP complex) [123, 124], Nova (YCAUU-

UCAY) [117], and the AU-rich element (ARE) UAUUUAU, which is bound by many

different ARE binding proteins [13, 125].
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Figure 3.1: RBP recognition motifs. The position weight matrix logos are shown for
the 15 RBP motifs that were evaluated.
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Figure 3.2: Identifying RBPs with binding sites evolutionarily conserved in 3′UTRs.
(A, B) For each instance of a putative RBP recognition motif site in 3′UTRs, the
Branch Length Score (BLS) was determined based on multiple genome alignments.
The number of motifs at different levels of conservation (BLS) is plotted. The area
below the curve for the true RBP is shaded green. The frequency with which randomly
shuffled motifs were present in the genome is indicated in gray according to the y-
axis on the left. Error bars indicate the standard deviation for the different shuffled
versions of the motif. The precision ratio (1-[The average number of matches of
shuffled motifs]/[The number of matches of the canonical motif]) is indicated by the
red line according to the y-axis on the right. (caption continued on next page.)
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Figure 3.2: (previous page) (C) CLIP-Seq binding regions for Fox-2 were mapped on
human 3′UTRs [126]. At each conservation BLS threshold, an enrichment ratio was
determined by comparing the density of binding sites within the CLIP region versus
outside the CLIP region for the Fox-1 and Fox-2 binding motif UGCAUGU [127].
The BLS threshold is shown on the X-axis and enrichment is shown on Y axis. As a
control, enrichment of the Fox-1 and Fox-2 motif in PUM2 Par-CLIP sequences was
also plotted [118].

For the PUM recognition motif, for instance, there is a large increase in the

number of observed recognition sites compared with the number expected based on

shuffled controls (Figure 3.2A). In contrast, U2B is reported to bind the sequence AU-

UGCAG [128], however, its putative binding sites were present a comparable number

of times in 3′UTRs compared with shuffled versions of the motif at all levels of evolu-

tionary conservation (Figure 3.3D). U2B and the nine other such RBPs were therefore

not included in our subsequent analyses.

One example of a RBP motif that passed our threshold was the Fox-1 family bind-

ing site (UGCAUGU), which represents a family of RBPs that are well-conserved

in metazoans. In mammals, there are three members of the Fox-1 family, Fox-1,

Fox-2 and Fox-3 [127]. The Fox-1 RBP family recognizes sites with a consensus se-

quence of UGCAUGU [120] and matches to this sequence were consistently present

in 3′UTRs at a higher frequency than shuffled controls (Figure 3.2B). This was some-

what unexpected because Fox-1 family RBPs are generally considered to be splicing

factors [127]. To further confirm that the recognition sites on 3′UTRs that we desig-

nated as a Fox-1 family binding sites are bound by Fox-1 family RBPs, we analyzed

34,111 non-overlapping regions on human 3′UTRs identified in a previous study of

Fox-2-associated sequences using next generation sequencing [126]. As a member of

the Fox-1 RBP family, Fox-2 also binds UGCAUGU, so we compared the density of

Fox-1 family motifs within the immunoprecipitated 3′UTR sequences with the density

in 3′UTRs outside the immunoprecipitated sequences. The enrichment for the Fox-1

family motif increased monotonically with an increasing conservation threshold,
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Figure 3.3: RBP recognition motif selection. The number of instances of each RBP
was plotted for different Branch Length Scores (BLS) as in Figure 1. These values are
plotted using the y-axis on the left. True motifs are indicated in green and shuffled
motifs are indicated in gray. Precision is shown in red and plotted according to the
y-axis on the right. (A) UAUUUAU. (B) U1A. (C) Nova. (D) U2B.

53



from twice as frequent for all binding sites to 4 times more frequent when requir-

ing perfect conservation through all placental mammals (Figure 3.2C). As a control,

we didn′t observe a significant enrichment for the Fox-1 motif within sequences im-

munoprecipitated with antibodies to PUM2 [118] (Figure 3.2C). We conclude that

the computational approach that we are using to define RBPs that bind 3′UTRs is

consistent with experimental data, and that members of the Fox-1 family likely do

bind 3′UTRs.

3.2.2 RBP motifs tend to localize to the end of long 3′UTRs

Previous analyses showed human miRNA recognition motifs tend to localize at the 5′

beginning or 3′ end of long 3′UTRs [129, 130]. For the five RBP recognition motifs

included in this study, we investigated the localization of the associated RBP binding

sites along 3′UTRs. We first classified the human 3′UTRs into three length categories:

3′UTRs with length < 500 nts (6622 transcripts), 3′UTRs with length ≥ 500 nts and

< 2000 nts (7385 transcripts) and 3′UTRs with length ≥ 2000 nts (3759 transcripts).

Within each length category, we divided 3′UTRs into 10 equal parts and counted the

percentage of motif occurrences in each of the 10 bins. We observed that for RBP

motifs PUM and UAUUUAU, the number of recognition sites is highest at the very

end of the 3′UTRs longer than 500 nts (Figure 3.4A). For 3′UTRs longer than 2000

nts, we created ten 100-nt-windows from the 5′ beginning and 3′ end of the full UTR

and counted the percentage of RBP motifs found in each window. The number of

RBP motifs PUM and UAUUUAU was highest in windows located 100 nts and 200

nts from the end of the 3′UTRs (Figure 3.4B).
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Figure 3.4: RBP motifs tend to localize to the end of long 3′UTRs. (A) All human
3′UTRs were classified into three length categories: smaller than 500 nts, longer than
2000 nts, or between 500 and 2000 nts. Each 3′UTR was equally divided into ten
bins, numbered from 0.0 to 0.9. Within each length category, the percentage of RBP
recognition sites in each bin was plotted. (caption continued on next page.)
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Figure 3.4: (previous page) (B) For 3′UTRs longer than 2000 nts, ten 100-nt-windows
from the 5′ start towards downstream and the 3′ end towards upstream were analyzed.
The percentage of RBP recognition sites in each window was plotted. (C, D) Hu-
man (H.sapiens), mouse (M.musculus) and fly (D.melanogaster) (but not the worm
C.elegans) contain 3′UTRs longer than 2000 nts. The localization patterns of PUM
and UAUUUAU recognitions sites were plotted in ten bins for 3′UTRs longer than
2000 nts.

For RBP motifs such as PUM and UAUUUAU with high AU content, their pref-

erential distribution at the very end of 3′UTRs could, in principle, reflect the higher

AU-content at the end of long 3′UTRs. We analyzed the fraction of AU base pairs

in different deciles of 3′UTRs and found that 3′UTRs tend to have high AU-content

at the 3′ end region in human, mouse, fly and worm (Figure 3.5). In order to control

for AU-content, we generated shuffled control motifs that have the same base pair

composition as the initial motif for each RBP. We compared the percentage of RBP

recognition sites in each 3′UTR bin with the average from all shuffled RBP motifs in

the same bin (Figure 3.6). In the human genome, PUM recognition sites (binomial

test P -value =2.24E-23) and UAUUUAU (binomial test P -value =6.57E-3) were sig-

nificantly more frequent at the very 3′ end of 3′UTRs, even after correcting for the

high AU content in this region of 3′UTRs (Figure 3.6A, B).
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Figure 3.5: AU-content is high at the end of 3′UTRs. Each 3′UTR longer than 500
nts was equally divided into ten deciles. For each decile, AU-content was calculated
and box-plots across all genes are shown. (A) Human. (B) Mouse. (C) Fruit fly. (D)
Worm.
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***

A. Human. PUM
**

B. Human. UAUUUAU

***

C. Mouse. PUM D. Mouse. UAUUUAU

Figure 3.6: RBP localization compared with shuffled control motifs. Each 3′UTR
longer than 2000 nts was equally divided into ten bins, numbered from 0.0 to 0.9. The
percentage of RBP recognition sites in each bin was compared with its shuffled control
motifs, which have the same AU-content. For each 3 ′UTR bin, asterisks represent
comparisons of percentages between real and random motifs using the binomial test
with a Bonferroni correction for 10 tests. One asterisk indicates a P -value ≤ 0.05, two
asterisks indicate a P -value ≤ 0.01, and three asterisks indicate a P -value ≤ 0.001.
(A) PUM localization in human. (B) UAUUUAU localization in human. (C) PUM
localization in mouse. (D) UAUUUAU localization in mouse.
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Having discovered that certain RBP recognition motifs are enriched at the 3’ ends

of long 3′UTRs in human, we then asked whether this localization pattern is present

in other species as well. PUM is part of a well-conserved family of PUF proteins [18,

131]. There are PUM proteins that bind the consensus sequence UGUANAUA in

human [116], mouse [132], fly [133] and worm [134]. UAUUUAU is also a binding

motif for RBPs in human, mouse [135], fly [136] and worm [137]. We analyzed the

localization of the PUM and UAUUUAU consensus sequence within 3′UTRs in these

four species and discovered that the preference for the 3’ most region of long 3′UTRs

exists in human and mouse, but not fly and worm (Figure 3.4C, D for 3′UTRs longer

than 2000 nts and Figure 3.7 for 3′UTRs shorter than 2000 nts but longer than

500nts). For mouse, we also determined the extent to which AU content can explain

the enrichment for PUM and UAUUUAU at the 3′ end of longer 3′UTRs.
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Figure 3.7: Localization of RBP motifs in 3′UTRs across four organisms. For each
organism, 3′UTRs with length longer than 500 nts, but shorter than 2000 nts, were
considered. Each 3′UTR was equally divided into 10 bins, numbered from 0.0 to
0.9. The percentage of RBP recognition sites in each bin was plotted. (A) PUM
localization pattern. (B) UAUUUAU localization pattern.
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In a pattern similar to that observed in human, PUM strongly localized to the

most 3′ decile of mouse 3′UTRs compared to shuffled control motifs (Figure 3.6C,

binomial test P -value = 1.95E-9). However, UAUUUAU was present in a similar

percentage of 3′UTRs compared to shuffled control motifs with the same AU content

(Figure 3.6D), even though it is highest in the most 3′ decile. Thus, for mouse

3′UTRs, both PUM and UAUUUAU are enriched at the very end of 3′UTRs, but

the UAUUUAU enrichment is likely explained by the high AU-content at the end of

mouse 3′UTRs.

3.2.3 Recognition sites for RBPs and specific miRNAs colo-

calize

We then asked whether the recognition sites of RBPs and miRNAs tend to be

present close to each other on the same transcripts, as previous studies have re-

ported that RBPs and miRNAs that functionally interact are often located close to

each other [34, 35, 36]. For each pair of RBP and miRNA, we counted the number

of neighboring RBP and miRNA recognition sites within 50 nts. As a control, we

shuffled the identities of predicted miRNA recognition sites, while keeping their posi-

tions intact. An empirical P -value was calculated by comparing the observed number

of neighboring RBP and miRNA recognition sites within 50 nts with the number of

neighboring sites when the miRNA identities were randomized. For each RBP, miR-

NAs were classified as interacting miRNAs if they had a false discovery rate (FDR)

less than 0.05 as determined by the Benjamini Hochberg procedure [138].

Among the five RBPs investigated, only PUM and UAUUUAU have miRNAs

that are more abundant than expected within 50 nts of the RBP recognition site

using this procedure (Table 3.1). For ten 50-nt windows upstream and downstream

from RBP recognition sites, we plotted the ratio of the observed number of miRNA

recognition sites to the expected number of sites, as estimated by randomly shuffling
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miRNA site identities (Figure 3.8A). As expected, for interacting miRNAs, the ratio

of observed to expected events is high around the RBP sites, and is lower in more

distant windows.

We performed a similar analysis to determine interacting miRNAs for the same

RBPs in mouse and discovered that there are miRNAs that colocalize with the PUM

recognition site or UAUUUAU in mouse 3′ UTRs (Figure 3.8B). Some miRNAs have

recognition sites that co-localize with PUM and UAUUUAU in both species (Fig-

ure 3.8C). For example, five of the seven miRNAs identified as PUM-interacting

miRNAs in the human genome are also PUM-interacting miRNAs in mouse.

50 100 150 200 250 300 350 400 450 500

PUM 7 0 0 0 0 0 0 0 0 0
UAUUUAU 4 1 0 0 0 0 0 0 0 0

Fox-1 0 0 0 0 0 0 0 0 0 0
U1A 0 0 0 0 0 0 0 0 0 0
Nova 0 0 0 0 0 0 0 0 0 0

Table 3.1: RBP and miRNA recognition motifs colocalize. For each RBP, the number
of predicted interacting miRNAs is shown for each of ten 50-nt-windows from the RBP
motif.
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Figure 3.8: The recognition sites of RBP and specific miRNAs colocalize. (caption
continued on next page.)
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Figure 3.8: (previous page) For each RBP, the set of miRNAs with recognition sites
that co-localize with the analyzed RBP with an FDR≤0.05 are shown. The number of
neighboring miRNA sites in ten 50 nt windows up- or down-stream of the RBP recog-
nition site were compared to the number when the miRNA identities were shuffled.
For each window, the ratio was determined as (number of miRNA sites)/(expected
number based on shuffling). The miRNA site ratios were visualized in heatmap for-
mat with red indicating a high ratio and green indicating a low ratio. (A) Human
miRNAs. (B) Mouse miRNAs. (C) A pairwise matrix between RBPs and interacting
miRNAs is shown (FDR≤0.05). In each cell, a red upward-sloping triangle is used
to indicate colocalization in human and a blue downward-sloping triangle is used for
mouse.
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Figure 3.9: Percentage of miRNA recognition sites within 50 nts from RBP sites.
For each RBP, the percentage of miRNA recognition sites within 50 nts of an RBP
recognition site was determined for the set of all interacting miRNAs (Figure 3.8)
and for the set of all non-interacting miRNAs. All values are shown with box-plots.
For each RBP, asterisks represent comparisons of percentages between Int miRNA
and Nonint miRNA determined by Wilcoxon rank sum tests. One asterisk indicates a
P -value ≤ 0.05, two asterisks indicate a P -value ≤ 0.01, and three asterisks indicate a
P -value ≤ 0.001. Two separate data plots are shown for (A) Human and (B) Mouse.
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For the interacting miRNAs, we calculated the percentage of all miRNA recog-

nition sites that are located within 50 nts from the sites of their preferentially co-

localized RBPs (Figure 3.9). For both PUM and UAUUUAU, the fraction of their

interacting miRNA binding sites that are found proximal to RBP sites is around 4%.

As expected, a smaller fraction of binding sites are proximal to the RBP recognition

sites for non-interacting miRNAs in both human and mouse (Figure 3.9).

We further tested whether PUM and its predicted interacting miRNAs are en-

riched in experimental data in which the binding sites for both PUM2 and AGO

were experimentally profiled in HEK293T cells by Par-CLIP (Photoactivatable Ri-

bonucleoside Enhanced Crosslinking and Immunoprecipitation) [118]. We restricted

the predicted PUM and miRNA recognition sites to only those identified by Par-

CLIP analysis of PUM2 and AGO and counted the number of miRNA sites within

50 nts of PUM recognition sites. To define the background expectation, we per-

muted the identities of miRNA sites across chromosomes and counted the number of

neighboring sites after restricting our analysis to sites within Par-CLIP regions. For

each miRNA, an enrichment ratio was calculated as (the true number of neighboring

sites)/(the average number of neighboring sites from 10000 shuffles). The interacting

miRNAs showed significantly higher enrichment ratios than non-interacting miRNAs

(Figure 3.10A).

We also recognized that not all miRNAs are expressed in all cells. To address

this issue, the interacting miRNAs were further classified based on the sequence read

abundance in HEK293T cells [118]. Expressed miRNAs, which were defined as the

miRNAs with the top 25% read frequency, showed significantly higher enrichment ra-

tios than non-expressed miRNAs (Figure 3.10B). Thus, the set of interacting miRNAs

we predicted based on computational analysis of the genome sequence are also en-

riched based on Par-CLIP experimental data, and this enrichment shows the expected

dependency on cell type-specific miRNA expression.
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Figure 3.10: PUM co-localizes with its interacting miRNAs in the Par-CLIP region.
The recognition sites of PUM and miRNAs were restricted to those experimentally
identified by Par-CLIP analysis of PUM2 and AGO binding in the HEK293T cell
line [118]. The number of neighboring PUM and miRNA recognition sites within 50
nts was counted. To determine the number of neighboring recognition sites expected
by chance, the labels of all miRNA recognition sites were shuffled across chromo-
somes and the number of neighboring PUM and miRNA sites within the Par-CLIP
region was counted again. For each miRNA, the enrichment ratio was calculated as
(#neighboring sites)/(#expected sites). (A) Enrichment ratios for PUM-interacting
miRNAs (Figure 3.8A) and non-interacting miRNAs are shown with box-plots. Aster-
isks represent comparisons of enrichment ratios between the two groups determined by
Wilcoxon rank sum tests. One asterisk indicates a P -value ≤ 0.05, two asterisks indi-
cate a P -value ≤ 0.01, and three asterisks indicate a P -value ≤ 0.001. (B) The PUM-
interacting miRNAs were classified as expressed if they were among the 25% of the
most frequently sequenced small RNAs in HEK293T cells [118] (miR-30abcde/384-5p,
miR-101 and miR-221/222). The rest of the PUM-interacting miRNAs were classi-
fied as non-expressed (miR-144, miR-300, miR-376c, miR-410). Enrichment ratios
between the two groups were visualized and compared in the same way as described
in (A).
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Figure 3.11: miRNA-RBP colocalization is not simply a consequence of AU-content.
For RBPs and their interacting miRNAs (Figure 3.8), we considered each of ten 50-nt
windows upstream and ten 50-nt windows downstream of a RBP binding motif. We
determined the enrichment ratio of the number of miRNA recognition sites located
in that window compared to the number of miRNA sites localized to shuffled RBP
motifs with the same nucleotide content, normalized by their overall numbers across
all 50-nt windows (Methods). The enrichment ratio in each window is shown in
heatmap format. (A) Human enrichment heatmap. (B) Mouse enrichment heatmap.
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We also assessed the possible effects of AU content on co-localization of miRNA

and RBP recognition sites. AU content has been reported to affect miRNA site

effectiveness [11]. Indeed, the recognition motifs for PUM and UAUUUAU and their

co-localizing miRNA recognition seeds tend to be AU-rich (Table 3.2). To ensure that

the co-occurrence observed between miRNAs and RBPs was not caused exclusively by

the high AU composition of these motifs and their colocalization in AU-rich regions of

3′UTR, we evaluated shuffled RBP motifs with the same AU composition (Methods).

For the two RBPs with co-occurring miRNAs, miRNA recognition motifs exhibited

enrichment around true RBP recognition motifs compared to shuffled RBP control

motifs generated to preserve AU content in the windows 50 nts up- or down-stream

of the RBP (Figure 3.11). The signal remained strong for PUM in both mouse and

human, but was weaker for UAUUUAU after this correction. Thus, the RBP-miRNA

co-localization that we observed, especially for PUM, cannot be explained simply by

the AU composition of the recognition sites.

RBP Recognition motif Interacting miRNA seeds

PUM 81.3% 69.4%
UAUUUAU 100% 71.4%

Table 3.2: AU composition of RBP recognition motifs and interacting miRNA recog-
nition seeds. The fraction of nucleotides that are AU was calculated for each RBP
recognition motif and the recognition seeds of miRNAs that interact with each RBP.
The average value is shown. The average AU fraction for all miRNA seeds is 52.7%.
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Using the same procedure as for human and mouse, no interacting miRNAs were

predicted for fly and worm. We also determined the enrichment of miRNA recognition

site density around each RBP site compared to the overall miRNA site density across

all 3′UTRs with a RBP or miRNA recognition site. With this analysis, enrichment

near the RBP recognition site for two RBP motifs was higher in human and mouse

than the other two organisms (Table 3.3). However, since the quality of the 3′UTR

annotations or the miRNA family member annotations may differ across organisms,

more research will be needed to determine whether RBP-miRNA interactions are

prevalent or limited to specific species.

PUM UAUUUAU

H.sapiens 1.12 1.14
M.musculus 1.12 1.06

D.melanogaster 0.87 0.95
C.elegans 1.07 0.87

Table 3.3: miRNA sites are enriched around RBP sites in human and mouse 3′UTRs.
For each organism, the ratio of miRNA recognition site density 50 nts upstream or
downstream of the RBP recognition sites to miRNA site density across all 3′UTRs is
reported for PUM and UAUUUAU.

3.2.4 PUM and miRNAs cooperate to affect mRNA decay

We next examined the functional effect of RBPs and miRNAs on transcript decay

using three genome-wide mRNA half-life datasets. These datasets are genomewide
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Figure 3.12: The presence of PUM and UAUUUAU results in faster transcript decay.
Decay rates are shown in box-plots for transcripts with recognition sites for the des-
ignated RBP or shuffled RBP motifs. The Wilcoxon rank sum test with a Bonferroni
correction was applied to measure the difference between real RBP sites (Real) and
shuffled RBP controls (Random). For each RBP, an asterisk designates a significant
difference between transcripts with RBP recognition sites and transcripts with shuf-
fled RBP motif sites. One asterisk indicates a P -value ≤ 0.05, two asterisks indicate
a P -value ≤ 0.01, and three asterisks indicate a P -value ≤ 0.001. (A, B) Half-lives
are based on the published dataset [139]. (C) Decay rates are based on the published
dataset [140].
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measurements of mRNA half-lives in human B cells and mouse fibroblasts [139]

and mRNA decay rates in human HepG2 cells [140]. We determined the median

half-life or decay rate for the set of transcripts that contain each of the recognition

sites of interest. Transcripts containing a 3′UTR PUM or UAUUUAU site decayed

faster than transcripts containing shuffled RBP motifs in all datasets (Figure 3.12).

The presence of Fox-1, U1A or Nova recognition sites was not consistently associated

with faster decay.

Having determined that for certain pairs of RBPs and miRNAs, their binding sites

are frequently present in 3′UTRs in close proximity (Figure 3.8), we set out to further

dissect the cooperativity between RBPs and miRNAs in mediating transcript decay.

For each RBP, we divided all transcripts into four categories: Int-proximal: tran-

scripts containing RBP recognition sites, and within 50 nts, a miRNA recognition

site for one of the interacting miRNAs for that RBP; Int-distant: transcripts con-

taining RBP recognition sites and miRNA recognition sites for one of the interacting

miRNAs for that RBP, but none of the miRNA recognition sites and RBP recognition

sites are within 50 nts of each other; Nonint-proximal: transcripts containing RBP

recognition sites with at least one miRNA recognition site within 50 nts, but the

miRNA is not an interacting miRNA for that RBP; Nonint-distant: transcripts con-

taining RBP recognition sites with at least one non-interacting miRNA recognition

site, but none of the RBP recognition sites and miRNA recognition sites are within

50 nts of each other.

For each RBP, mRNA half-life values or decay rates determined experimentally

by Friedel [139] and Yang [140] were considered for all transcripts in each of the four

classes of transcripts defined above. For each mRNA decay dataset, data from small

RNA sequencing experiments in the same cell line were used to define the set of

miRNAs expressed, and only those miRNAs in the top 25% most sequenced miRNAs

were considered for further analysis [141, 142, 143]. For PUM, the presence of nearby
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Figure 3.13: PUM recognition sites promote decay more effectively and are better
conserved when present with interacting miRNAs. (caption continued on next page.)
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Figure 3.13: (previous page) Transcripts with a specific RBP recognition site were
divided into four groups. Group Int-proximal contained transcripts with at least
one RBP site and its interacting miRNA recognition site within 50 nts. Group Int-
distant contained transcripts with both a RBP recognition site and a recognition site
for its interacting miRNA, but no pair of RBP-miRNA site is within 50 nts. Group
Nonint-proximal and Nonint-distant were similar to group Int-proximal or Int-distant
except non-interacting miRNAs (not predicted in Figure 3.8) were analyzed. For each
group of transcripts, the half lives (or conservation scores) were ranked and the (25%,
75%) range of the data were extracted and plotted with box-plots for visualization.
The bottom and top of the box are the 25th and 75th percentiles (the inter-quartile
range). Whiskers on the top and bottom represent the maximum and minimum data
points within the range represented by 1.5 times the inter-quartile range. For each
RBP, asterisks represent comparisons of half-life (or conservation score) between Int-
proximal and Nonint-proximal or between Int-proximal and Int-distant by Wilcoxon
rank sum test on the full range of data. One asterisk indicates a P -value ≤ 0.05,
two asterisks indicate a P -value ≤ 0.01, and three asterisks indicate a P -value ≤
0.001. (A, B) Half-lives for mRNAs are plotted for human and mouse [139]. (C, D)
Conservation BLS scores for RBP recognition sites are plotted.
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Figure 3.14: PUM recognition sites promote decay more effectively and are better
conserved when present with interacting miRNAs. For each RBP, miRNAs were
classified into four groups as described for Figure 3.13. (A) Decay rates were plotted
based on dataset [140] as described in Figure 3.13A, B. (B) Conservation BLS scores
were calculated based on ten primate species alignment, and plotted as described in
Figure 3.13C, D.
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Figure 3.15: Expressed miRNAs promote decay more effectively than non-expressed
miRNAs. For each of the cell lines used in half-life or decay rate datasets, companion
small RNA sequencing datasets were identified from the literature. In each dataset,
the reads of miRNAs were ranked and the most frequently expressed 25% of small
RNA reads was established as a threshold for classifying interacting miRNAs for each
RBP as Expressed or Non-expressed. Transcripts with proximal miRNA and RBP
sites were compared with respect to their half-lives or decay rates. Asterisks represent
comparisons of half-lives between two groups determined by Wilcoxon rank sum tests.
One asterisk indicates a P -value ≤ 0.05, two asterisks indicate a P -value ≤ 0.01, and
three asterisks indicate a P -value ≤ 0.001. (A) For mRNA half-lives measured in
Human B cells (BL41) [139], miRNA sequencing reads were derived from a dataset
generated by Landgraf and colleagues [141]. (caption continued on next page.)
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Figure 3.15: (previous page) (B) For mRNA half-lives measured in mouse fibrob-
lasts (NIH-3T3) [139], miRNA sequencing reads were derived from a dataset gener-
ated by Zhu and colleagues [142]. (C) For mRNA decay rates measured in human
HepG2 [140], miRNA sequencing reads were derived from a dataset generated by the
ENCODE project [143].

interacting miRNA recognition sites, but not distant miRNA sites or nearby non-

interacting miRNA sites, consistently increased the decay rate in both human B cells

and mouse fibroblasts [139] (Figure 3.13A, B and Table 3.4). Similar results were

also observed in an independently derived human mRNA decay rate dataset [140]

(Figure 3.14A). Moreover for transcripts with recognition sites for PUM and its in-

teracting miRNAs within 50 nts, expressed miRNAs promote decay consistently faster

than non-expressed miRNAs (Figure 3.15).

We also tested whether the more rapid decay observed in transcripts with recog-

nition sites for both PUM and miRNAs was a consequence of the high AU-content of

the PUM recognition sites and the recognition sites of its interacting miRNAs. We

utilized shuffled control motifs of PUM and miRNAs that have the same AU-content

as the real motif. We established three groups of transcripts according to the presence

of PUM and miRNA recognition sites on 3′UTRs: (Real), real RBP recognition sites

and real recognition sites for interacting miRNAs within 50 nts; (miR control), real

RBP recognition sites and sites for shuffled interacting miRNA motifs within 50 nts;

and (RBP control), shuffled RBP motif sites and real interacting miRNA sites within

50 nts. We observed that transcripts with real PUM and interacting miRNA recogni-

tion sites have consistently shorter half-lives compared to transcripts in the two other

control groups (Figure 3.16). Thus, the more rapid decay rate observed in 3′UTRs

with interacting PUM and miRNA recognition sites is not simply a consequence of

the high AU content of recognition motifs of PUM and its interacting miRNAs.

For UAUUUAU, transcripts with both UAUUUAU sites and recognition sites of

its interacting miRNAs in close proximity tend to have shorter mRNA half lives
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than transcripts in other groups (Figure 3.13A, B, Figure 3.14, Figure 3.15 and Fig-

ure 3.16). However, the effect is less strong than the effect observed for PUM.

RBP miRNA
Half life (minutes) Number of mRNAs

P-value
Proximal Distant Proximal Distant

PUM
miR-30abcde/384-5p 214.7 302.1 55 605 1.21E-2

miR-101 254.6 300.2 88 585 9.06E-3

UAUUUAU
miR-30abcde/384-5p 262.4 304.8 69 691 2.78E-3

miR-26ab/1297 309.0 310.3 64 696 4.29E-1

(a) Human Friedel

RBP miRNA
Half life (minutes) Number of mRNAs

P-value
Proximal Distant Proximal Distant

PUM
miR-30abcde/384-5p 138.8 187.1 57 539 5.76E-2

miR-101 153.3 195.9 72 557 4.03E-2
UAUUUAU miR-26ab/1297 169.65 208.0 64 565 2.18E-1

(b) Mouse Friedel

RBP miRNA
Decay rate (hour̂-1) Number of mRNAs

P-value
Proximal Distant Proximal Distant

PUM

miR-410 -0.221 -0.15 48 273 1.45E-2
miR-376c -0.22625 -0.15 32 165 9.95E-2

miR-30abcde/384-5p -0.146 -0.179 21 251 2.50E-1
miR-101 -0.1405 -0.15 34 241 4.08E-1

UAUUUAU
miR-30abcde/384-5p -0.233 -0.163 21 271 3.20E-1

miR-26ab/1297 -0.179 -0.15 25 286 1.82E-1

(c) Human Yang

Table 3.4: Expressed RBP-interacting miRNAs and their effects on mRNA decay.
For each of the mRNA decay datasets, we considered each RBP and its expressed
interacting miRNAs (corresponding to Figure 3.13A, B). Proximal and distant pairs
of recognition sites were defined as in Figure 3.13. The median mRNA half-lives or
decay rates were shown for each combination. P-values were calculated fromWilcoxon
rank sum test as a measure of the difference between proximal and distant group.
(A) Results from mRNA half-life datasets of human B cells [139]. (B) Results from
mRNA half-life datasets of mouse fibroblasts [139]. (C) Results from mRNA decay
rate dataset of HepG2 cell line [140].
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Figure 3.16: More rapid mRNA decay in transcripts in which PUM and interacting
miRNA recognition sites colocalize is not only a consequence of AU-content. For
each RBP or miRNA recognition motif, the shuffled RBP or miRNA motifs were
used as controls for AU content. For each group of transcripts, boxplots of half-lives
or decay rates were plotted as described for Figure 3.13AB. Group Real contained
transcripts with at least one RBP recognition site and a recognition site for one of the
RBP′s interacting miRNA within 50 nts. Group miR control contained transcripts
with at least one RBP recognition site and a recognition site of shuffled interacting
miRNA motif within 50 nts. Group RBP control contained transcripts with at least
one recognition site of a shuffled RBP motif and an associated interacting miRNA
recognition site within 50 nts. Asterisks represent comparisons of half-lives between
the groups Real and miR control determined by Wilcoxon rank sum tests. (caption
continued on next page.)

76



Figure 3.16: (previous page) One asterisk indicates a P -value ≤ 0.05, two asterisks
indicate a P -value ≤ 0.01, and three asterisks indicate a P -value ≤ 0.001. (A, B)
Half-life data from Friedel and colleagues [139], (C) Decay rate data from Yang and
colleagues [140].

In addition to analyzing mRNA decay, we also extended our observations to evolu-

tionary conservation. We discovered that for both PUM and UAUUUAU, recognition

sites that are located within 50 bps of an interacting miRNA are better conserved

than recognition sites located more than 50 bps from an interacting miRNA or within

50 bps of a non-interacting miRNA in both human and mouse (Figure 3.13C, D, Fig-

ure 3.14B and Table 3.5).

RBP miRNA
Conservation BLS Number of RBP sites

P-value
Proximal Distant Proximal Distant

PUM

miR-30abcde/384-5p 0.686 0.630 147 1773 7.00E-2
miR-144 0.702 0.649 227 2003 7.12E-3
miR-300 0.767 0.633 236 2299 9.03E-6
miR-101 0.712 0.657 183 1765 7.38E-4
miR-376c 0.706 0.607 130 1404 3.01E-3

miR-221/222 0.722 0.646 92 1212 2.41E-2
miR-410 0.654 0.604 230 1971 2.74E-2

UAUUUAU

miR-30abcde/384-5p 0.612 0.462 208 2258 1.39E-4
miR-144 0.626 0.475 215 2365 1.42E-5
miR-494 0.511 0.453 244 2865 2.81E-1

miR-26ab/1297 0.485 0.443 167 2188 2.26E-1

(a) Human

RBP miRNA
Conservation BLS Number of RBP sites

P-value
Proximal Distant Proximal Distant

PUM

miR-30abcde/384-5p 0.297 0.262 146 1450 4.18E-1
miR-144 0.338 0.252 180 1586 1.80E-3
miR-300 0.336 0.247 222 1800 3.13E-4
miR-101 0.354 0.266 153 1526 2.57E-3
miR-376c 0.253 0.207 107 1084 1.43E-1

UAUUUAU

miR-300 0.257 0.183 189 1770 1.75E-4
miR-494 0.203 0.166 165 1812 6.21E-2

miR-26ab/1297 0.181 0.165 141 1533 1.02E-1
miR-181 0.271 0.174 152 1653 1.74E-5

miR-495/1192 0.198 0.176 272 2210 3.45E-1

(b) Mouse

Table 3.5: RBP recognition sites are more conserved when present with interacting
miRNAs. For each RBP and its interacting miRNAs, their neighbor recognition sites
were classified into either the proximal or distant groups as described for Figure 3.13.
The median conservation BLS scores are shown for each combination and P -values are
calculated based on Wilcoxon rank sum tests as a measure of the difference between
the two groups. (A) Human-interacting miRNAs are shown. (B) Mouse-interacting
miRNAs are shown.
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We also ran Gene Ontology enrichment analysis for human genes with colocalized

PUM and interacting miRNA recognition sites in their 3′UTRs. We found that GO

categories related to transcriptional regulation were enriched (Table 3.6). Thus, it is

possible that the synergistic effects of PUM and miRNAs on mRNA decay rate will

subsequently affect the initiation of transcription for genes.

GO Biological process #genes P-value

protein binding transcription factor activity 38 4.09E-4
transcription factor binding transcription factor activity 37 5.36E-4

transcription cofactor activity 36 5.39E-4

Table 3.6: GO enrichments for PUM and its interacting miRNAs. Transcripts were
classified into categories as in Figure 3.13. The GO biological process annotations
were compared between group Int-proximal (transcripts with at least one RBP site
and its interacting miRNA recognition site within 50 nts) and group Int-distant (tran-
scripts with both RBP sites and its interacting miRNA recognition sites, but no pair
of recognition sites is within 50 nts). Hypergeometric enrichment was used to calcu-
late P -values. We then applied the Benjamini-Hochberg procedure on the P -values,
and selected enriched GO terms with FDR≤0.05. The number of annotated genes
and hypergeometric P -values are shown for each significant GO term.

3.2.5 PUM rescues recognition site accessibility for PUM-

interacting miRNAs

We further investigated why a specific group of miRNA recognition sites tend to be

localized proximal to PUM recognition sites and promote decay. Previous studies

have reported that for miR-221/222 and miR-410, PUM can alleviate the constraints

of RNA secondary structure and make miRNA binding sites more accessible to the

RISC complex [28, 52]. We hypothesized that the genome-wide co-occurrence of

PUM and a specific set of miRNAs is related to the ability of PUM to rescue miRNA

recognition site accessibility.

To address this issue on a genome-wide scale, we used a computational approach

to estimate the frequency of RBP regulation of local 3′UTR secondary structure. For
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each pair of neighboring RBP-miRNA recognition sites, we determined the number of

base pairs of miRNA recognition site that RBP binding can rescue from pairing with

other nucleotides within the 3′UTR as estimated by RNAfold (Methods) [52, 144, 145].

As an example, when we used RNAfold to determine the secondary structure for

the p27Kip1 3′UTR, we discovered that 6 out of 7 base pairs of the miR-221/222

recognition seed site were hybridized to other nucleotides and therefore inaccessible

due to the sequence′s secondary structure. When we simulated PUM binding by

converting all of the bases in the PUM recognition sites to N’s, and thus made them

unavailable to hybridize to other bases in the sequence, 0 base pairs of the miR-

221/222 seed site were blocked. We calculate the amount of miRNA site rescue as 6

- 0 = 6.

For each RBP, we plotted the histogram of miRNA site rescue counts for RBP sites

in close proximity to recognition sites for interacting miRNAs, and non-interacting

miRNAs (Figure 3.17A, B and Figure 3.18A, B). When we performed this analysis

for PUM, interacting miRNAs produced significantly higher rescue counts than non-

interacting miRNAs in both human and mouse (Figure 3.17A, B, Wilcoxon P -value

< 1E-10 for both human and mouse). We also performed a control in which, for

interacting miRNAs, the sequence of the miRNA and RBP recognition sites were

shuffled while preserving mono and di-nucleotide frequency [146, 147]. For PUM,

the proportion of RBP recognition sites with large rescue counts was consistently

higher in the true histogram than in the background model, while the proportion

of smaller rescue counts was depleted (Figure 3.17C, D and Figure 3.19, Wilcoxon

P -value < 1E-10 for both human and mouse). For UAUUUAU, we did not observe

any enrichment of high rescue counts for interacting miRNAs compared with controls

(Figure 3.18). In summary, miRNA recognition sites located near a PUM site have

a significantly increased frequency of high recognition site rescue by simulated PUM

binding than expected by chance.

79



A. Human B. Mouse

C. Human D. Mouse

Figure 3.17: PUM rescues nucleotides in neighboring interacting miRNA recognition
sites. (A, B) For each PUM recognition site with a neighboring miRNA recognition
site within 50 nts, the rescue count was computationally estimated as the number of
nucleotides in the miRNA recognition site that PUM binding frees from hybridization
with other nucleotides. The distributions of miRNA site rescue counts are shown
in histograms for interacting miRNAs (red) and non-interacting miRNAs (gray) in
human and mouse. (C, D) For all interacting miRNAs of PUM, the background
model (Random) represents the histogram generated when RBP-miRNA paired site
sequences were randomly shuffled while preserving mono and di-nucleotide frequency.
Standard deviations were estimated from 10 randomizations.
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A. Human B. Mouse

C. Human D. Mouse

Figure 3.18: Histograms of rescue counts for miRNA recognition sites upon UAU-
UUAU binding. Histograms of site rescue were calculated for both UAUUUAU-
interacting miRNAs and non-interacting miRNAs as described in Figure 3.17. (A, B)
Comparison of histograms between interacting miRNAs and non-interacting miRNAs
are shown separately for human and mouse. (C, D) Comparison of histograms be-
tween real rescue counts and random rescue counts determined based on a background
model are shown for human and mouse.
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A. miR-30abcde/384-5p B. miR-144 C. miR-300

D. miR-101 E. miR-376c F. miR-221/222

G. miR-410

Figure 3.19: PUM rescues nucleotides in neighboring interacting miRNA recognition
sites. The histogram of miRNA seed rescue was compared with rescue values cal-
culated with the background model of Figure 3.17C, D. Data for each of the seven
interacting miRNAs of PUM are shown separately for the human genome. (A) miR-
30abcde/384-5p. (B) miR-144. (C) miR-300. (D) miR-101. (E) miR-376c. (F)
miR-221/222. (G) miR-410.
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3.2.6 miRNAs that interact with PUM have recognition

seeds reverse complementary to the PUM recognition

motif

We derived a score to measure the ability of miRNA recognition seed sequences to

hybridize with the reverse PUM recognition motif, an association that would result in

RNA hairpin loop structures in the target mRNA, based on sequence alignment [148]

(Figure 3.20A). A larger score indicates that there is more nucleotide complementarity

between the miRNA seed sequence and the reverse of the PUM recognition motif. We

found that PUM-interacting miRNAs have significantly higher alignment scores than

non-interacting miRNAs in both human and mouse (Figure 3.20B, C). Thus, if a

miRNA co-occurs with PUM recognition sites, it has a higher potential to pair up

with the reverse PUM sequence. For UAUUUAU, there was no difference in the

alignment scores for interacting versus non-interacting miRNAs (Figure 3.20B, C).

By comparing real and shuffled PUM motifs, we found that the reverse recognition

motifs for PUM tend to have larger alignment scores with interacting miRNA seed

sequences than shuffled PUM motifs (Figure 3.21). Thus, the observed enrichment

of higher miRNA rescue counts for PUM is likely to derive from its reverse com-

plementarity with a specific group of miRNA seeds that also have recognition sites

preferentially co-localized with PUM recognition sites. For all interacting miRNAs in

human or mouse, we diagrammed their 8mer seed (7mer+1A [11]) sequences aligned

to the reverse PUM motif (Figure 3.20A).

83



>miR−30abcde/385-5p
AUANAUGU
||||||||
UGUUUACA

>miR−376c
AUANAUGU
|.||||||
UCUAUGUA

>miR−144
AUANAUGU
||.|||||
AUA−CUGUA

>miR−101
AUANAUGU
||.|||||
GUA−CUGUA

>miR−410
AUANAUGU
|.||||||
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Figure 3.20: PUM-interacting miRNAs have seed sequence complementarity to the
reverse PUM recognition motif. (caption continued on next page.)
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Figure 3.20: (previous page) (A) Optimal complementary alignments between miRNA
recognition seed sequences and the reverse PUM motif are shown for interacting
miRNAs in both human and mouse (Figure 3.8). Nucleotides 2 to 8 of the miRNA
seed site sequence are highlighted in red and the first adenosine position is colored
in blue [11]. The reverse PUM recognition motif is colored in green. (B, C) For
each miRNA seed, a score was determined based on the extent of complementary
base pairing with the reverse RBP recognition motifs [148]. Higher scores indicate
better matches with the reverse complementary RBP motif. For each RBP, box-
plots of alignment scores are shown for interacting miRNA seeds and non-interacting
miRNA seeds. The bottom and top of the box are the 25th and 75th percentiles (the
inter-quartile range). Whiskers on the top and bottom represent the maximum and
minimum data points within the range represented by 1.5 times the inter-quartile
range. For each RBP, asterisks represent comparisons of alignment scores between
Int miRNA and Nonint miRNA by Wilcoxon rank sum test. One asterisk indicates a
P -value ≤ 0.05, two asterisks indicate a P -value ≤ 0.01, and three asterisks indicate
a P -value ≤ 0.001.

A. Human B. Mouse

Figure 3.21: Histograms of alignment scores between miRNA seeds and PUM recog-
nition motifs. For all interacting miRNAs of PUM, their seed alignment scores with
the reverse PUM motif were determined for real PUM motif and shuffled PUM mo-
tifs. Histograms for all shuffled PUM motifs were merged into average values and
standard deviations, and are shown for PUM interacting miRNAs identified in (A)
Human and (B) Mouse.
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3.3 Discussion

3.3.1 Prevalent models for RBP-miRNA interactions

Some previous studies on RBP-miRNA interactions have experimentally demon-

strated specific instances in which RBPs and miRNAs compete with each other,

sometimes for the same binding site [106, 109, 110]. In this model, the presence of a

RBP recognition site would protect the associated transcript from miRNA-mediated

decay and stabilize it. However, this mode of interaction does not seem to be preva-

lent among the RBP-miRNA interactions we uncovered from our transcriptome-wide

analysis as the presence of both a recognition site for a RBP and a miRNA did

not result in a global shift toward more stable transcripts using the methodology we

employed.

Another model for RBP-miRNA interactions involves RBPs binding closely to

miRNA sites and altering the local secondary structure to make miRNA sites more

accessible to the RISC complex [28, 52]. When PUM was computationally folded

with nearby miRNA recognition sites, the presence of the RBP resulted in increased

availability of the miRNA recognition sites. For PUM, the rescue counts were higher

for the interacting miRNA sites than for non-interacting miRNAs and background

models (Figure 3.17).

For the PUM recognition site, we are able to develop a computational model to

explain the miRNA-specific interactions based on reverse complementarity between

the recognition seeds for miRNAs and the PUM recognition motif, which is advanta-

geous for formation of hairpin loops (Figure 3.20). A previous report described a case

study in which miR-221/222 pairs up with the PUM recognition sequence to achieve

condition-specific miRNA-mediated decay of the p27Kip1, based on PUM expression

and its phosphorylation state [28]. Our analysis indicates that the mechanism de-

scribed for this particular case may also occur for other miRNAs. Further, selective
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pressure for this mechanism may have shaped the localization pattern of a group

of miRNAs by enriching them to be close to PUM recognition sites. Regulation of

the levels or activity of RBPs represents a previously unappreciated mechanism for

increasing or decreasing the efficiency of many miRNA binding sites simultaneously.

For the ARE element UAUUUAU, we identified a group of miRNAs that are

enriched in their co-localization with its recognition sites (Figure 3.8). These sites

may have a function because UAUUUAU motifs are more evolutionarily conserved if

they are proximal to an interacting miRNA recognition site (Figure 3.13C, D) and

they did promote more rapid decay, although the effect was not as significant as the

effect observed for PUM (Figure 3.13A, B). However, the presence of UAUUUAU

demonstrated no capacity to rescue miRNA binding sites from secondary structure.

Our data suggest that UAUUUAU may cooperate with nearby miRNAs to affect

transcript decay through a different mechanism, but more studies will be needed to

clarify whether there is an effect of proximal UAUUUAU-interacting miRNA sites on

transcript decay and its mechanistic basis.

In sum, our results estimated the prevalence of synergistic interactions between

PUM and miRNAs. Some previous observations about miRNA targeting, including

the efficiency of miRNA recognition sites in 3′UTRs, in AU-rich regions and at the

beginning and end of the 3′UTR may be partially explained by synergistic interactions

with RBPs [11, 149]. Currently, 829 human proteins are annotated as having RNA

binding capacity by Gene Ontology [150] and we have only investigated the small

fraction of them for which recognition site information is available. Other RBPs may

also mediate the accessibility of miRNA recognition sites. A more comprehensive

understanding of the interactions between miRNAs and RBPs could improve our

ability to predict their targets and physiological functions, and provide insight into

the mechanistic basis for their action.
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3.4 Methods

3.4.1 Multiple genome alignment and 3′UTR annotation

Gene annotations for human, mouse, fly and worm were downloaded from the UCSC

genome browser (http://genome.ucsc.edu/). Multiple genome alignments for the hu-

man genome (hg19) aligned with 32 placental mammals and mouse genome (mm9)

with 29 vertebrates were also downloaded from the UCSC genome browser. 3′UTR

regions were extracted for further analysis. Branch lengths for the associated phylo-

genetic tree were also downloaded.

The 3′UTR was defined as the region between the last stop codon and the 3′ end

of the spliced mRNA. In some unusual cases, 3′UTRs are formed by the union of

several distinct exons and cannot be mapped to a single continuous region on the

genome assembly. For ease of analysis, we considered the last spliced exon, excluding

any overlap with the protein-coding region, to be the 3′UTR. We also required that

each 3′UTR was longer than 10 nts. In total, we analyzed 18,854 human 3′UTRs

with average length 1,292.3 +/- 1,480.3 as standard deviation. Among these 3′UTRs,

17,766 were initiated at the stop codon and had no overlap with any coding region,

and thus 94.2% of the 3′UTR annotations are complete.

3.4.2 RBP and miRNA recognition motif selection

All RBP binding motifs were first converted to consensus sequences. We expressed

the consensus sequences as regular expressions, and used the regular expressions to

search for recognition sites within the genomic sequence. We searched the 3′UTRs

of the transcribed strands in multiple genome alignments for RBP recognition motifs

in all aligned sequences. For each motif hit in the reference genome, we determined

whether the same recognition motif was present within 10 nts in either direction in

each of the other genomes. Based on the presence or absence of the motif within the
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investigated genomes, we calculated the branch length score (BLS) by defining the

minimum phylogenetic sub-tree that includes all conserved instances of the motif. The

BLS is the branch length of this sub-tree as a fraction of the entire tree. Using this

method, the BLS of individual motif hits can be inflated by a single hit to a distant

species. To avoid this, we assigned no score to the most distant hit if there was a gap

to that species that included more than one-third of the number of aligned genomes,

and if the evolutionary distance from the most distant genome to the reference genome

was more than twice as large as the distance to the second-most distant genome.

In order to assess the extent of conservation for each RBP motif, we generated 200

shuffled motifs by randomly swapping the nucleotides within the recognition motif.

To remove redundant shuffled motifs, we profiled the similarity of each pair of motifs

using Tomtom to generate P -values among the canonical and shuffled recognition

motifs [151]. We ranked the P -values and determined the 10% threshold for the pairs

with the most similar P -values. We eliminated shuffled motifs if they fell within

this range and thus were considered too similar to any previously generated shuffled

motif or the canonical motif. From the remaining motifs, we selected ten or the

maximum possible number of shuffled motifs. When possible, we selected shuffled

motifs that had a similar number of hits (+/- 20%) to the canonical motif from the

reference genome. Through these criteria, we largely corrected for differences in the

frequencies of di and tri-nucleotides [152]. For certain recognition motifs, nearly all

shuffled motifs were associated with significantly fewer hits than the canonical motif.

In this case, we selected 10 or the maximum possible number of arbitrary shuffled

motifs as controls. For some RBP motifs with low complexity, for instance, sequences

that were represented by a string of U’s, we could not create three distinct shuffled

motifs. These motifs were eliminated from further analysis.

We compared the conservation BLS scores for the canonical motif and each shuffled

motif within the genome. We then determined the number of occurrences of hits to
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the genome for the canonical motifs and the average among shuffled motifs for 100

different BLS thresholds from 0 to 1 with increments of 0.01. For each BLS threshold,

we determined the precision as 1-(the average number of matches of shuffled motifs)/

(the number of matches of the canonical motif). We selected for further analysis

RBPs for which the recognition motif contained more than 10 motif hits above a

precision threshold of 0.6.

Mature human, mouse, fly and worm miRNA annotations were downloaded from

Targetscan (http://targetscan.org). Two types of miRNA seeds were used: miRNA

nucleotides 2-8 (m8) and nucleotides 2-7 with an adenosine opposite miRNA position

1 (1A) [11]. miRNA recognition seed motifs were defined as the complements of the

miRNA seed and only conserved miRNA families were considered in further analyses.

3.4.3 RBP-miRNA motif site interaction

For each pair of miRNA and RBP, we defined the position of the RBP recognition

motifs and identified the locations of the neighboring miRNA recognition sites in

either direction. We generated histograms to depict the frequency with which the

closest miRNA recognition motifs were present at ten different 50 nt windows 5’ and

3’ of the RBP motif. To generate a background model, we shuffled the identities of the

miRNAs within each chromosome while keeping their positions intact. By shuffling

the miRNA identities, we specifically tested the importance of co-localization with

that particular miRNA. This approach eliminates any bias introduced by the fact

that miRNA binding sites tend to be present together. Ten thousand shuffles were

generated.

For each RBP, in each 50-nt-window, we compared the number of miRNA recog-

nition sites for the real distribution versus the number derived from shuffled distri-

butions. For each miRNA seed, the empirical P -value was calculated as the propor-

tion of times that the number of miRNA sites was equal to or larger than the real
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number of miRNA sites when 10,000 shuffles were performed. We then applied the

Benjamini-Hochberg procedure on the P -values, and selected interacting miRNAs for

each RBP with a FDR≤0.05 [138]. Since for each miRNA there are two possible types

of miRNA recognition seeds (1A and m8) [11], we required both of them to pass the

FDR threshold of 0.05 to be included as an interacting miRNA.

Both RBPs and miRNAs tend to have recognition sites located at the beginning

or end of 3′UTRs (Figure 3.4) [129, 130]. The miRNAs are more effective when

localized in AU-rich regions [11, 104, 34]. Further, several of the RBP recognition

motifs investigated have high AU content, with the most extreme instance being

UAUUUAU. Thus, it is possible that the RBP-miRNA site colocalization we observed

is a reflection of the similar positional preference of RBPs and miRNAs or their

similarity with respect to the AU-richness of both types of motifs. In order to control

for positional preference and AU content, we derived additional miRNA site identity

shuffling procedures. To control for positional preference, all 3′UTRs were equally

divided into 10 deciles and miRNA recognition sites were grouped according to the

3′UTR decile to which they belong. Then the identities of the miRNAs were shuffled

among each 3′UTR decile group; in this way, miRNA sites located at the very end

(or beginning) of 3′UTRs were swapped exclusively with other miRNA sites located

at the very end (or beginning) of 3′UTRs.

To control for AU content, miRNA recognition seeds of 1A and m8 were classified

into 3 groups based on the number of nucleotides that are an A or U out of the

seven base pairs in the seed sequence. Category 1 contained miRNAs with a high

(6 or 7) number of A/U nucleotides; category 2 contained miRNAs with a medium

(3-5) number of A/U nucleotides; and category 3 contained miRNAs with a low (0-

2) number of A/U nucleotides. The identities of miRNAs were shuffled with other

miRNAs within the same category. In this way, AU-rich miRNA recognition sites
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were swapped exclusively with other AU rich miRNA sites. Empirical P -values and

Benjamini-Hochberg correction were performed as described above.

We only accepted miRNAs identified by the intersection of all three methods as

interacting miRNAs for each RBP in each window. We found the window of 50 nts

closest to the RBP site contained the largest number of interacting miRNAs, while

windows that were more distant contained fewer or none (Table 3.1). To compile

our final set of interacting miRNAs for each RBP, we only considered the miRNAs

identified in the first 50 nt window. For each 50 nt window, an enrichment ratio was

defined and visualized (Figure 3.8A) as the minimum ratio of (number of miRNA

sites)/(expected number) among the three different shuffle methods.

Detailed statistics for all possible pairs of RBP and miRNA recognition motifs are

available on the webpage http://cat.princeton.edu/miRNA RBP/.

3.4.4 Test for the effect of AU content on RBP-miRNA in-

teraction

When defining interacting miRNAs for each RBP, we explicitly accounted for the AU

content of miRNAs by only shuffling across miRNAs with similar recognition seed AU

content. In order to test the impact of the AU content of the RBPmotifs, we generated

window plots comparing the distribution of true RBP motifs to the distribution of

shuffled RBP motifs (generated in the RBP recognition motif selection section). We

created ten 50 nt windows upstream and downstream of each RBP motif and shuffled

RBP motifs and counted the number of real miRNA recognition sites. For each

window, the enrichment ratio was defined as ([Number of pairs for real RBP site

and real miRNA site]/[Number of pairs for shuffled RBP site and real miRNA site])

normalized by an overall ratio of ([Number of pairs for real RBP site and real miRNA

site across all windows]/[Number of pairs for shuffled RBP site and real miRNA site
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across all windows]). For each RBP and its interacting miRNAs, enrichment ratios

were visualized with heatmaps (Figure 3.11).

3.4.5 Cell-type specific expression profiles of miRNAs

For the cell lines included in our analysis, we identified companion, published small

RNA sequencing experiments. For mRNA half-life measurements in human B cells

(BL41) [139], miRNA sequencing reads were analyzed from the dataset generated by

Landgraf and colleagues [141]. For mRNA half-life measurements in mouse fibroblasts

(NIH-3T3) [139], miRNA reads were analyzed from the dataset generated by Zhu and

colleagues [142]. For mRNA decay rate measurements in human HepG2 [140], miRNA

reads were analyzed from the dataset generated by the ENCODE project [143]. For

Par-CLIP datasets of PUM2 and AGO binding, small RNA sequencing data was

analyzed from the dataset generated by Hafner and colleagues [118].

For each sequencing experiment, all conserved miRNAs annotated in TargetScan

were ranked by the number of their mapped sequence reads. The most highly ex-

pressed 25% of the miRNAs were defined as expressed and the rest were defined as

non-expressed.

3.4.6 Effects of RBPs on miRNA site accessibility

To test whether the binding of RBPs makes miRNA recognition sites more accessible,

we analyzed sequences that contain RBP and miRNA recognition sites within 50 nts

of each other, and included an extra 5 nts upstream of the 5’ most site and 5 nts

downstream of the 3’ most site. We computationally folded these sequences using

RNAfold [144] and determined the count C1 as the number of base pairs within the

miRNA recognition seed site that are paired. Then, we converted all of the nucleotides

within the RBP recognition site and one flanking nucleotide on each side to an ’N’ to

mask them from pairing [52, 144, 145], and reran RNAfold to determine the number
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of base pairs within the miRNA site that were paired as count C2. For RNAfold

predicted structure with folding energy larger than -1 kcal/mol, we considered this

structure to be totally open and ignored any base pairing predicted. Finally, we

calculated the rescue count C = C1 - C2.

In order to generate a background distribution of rescue counts, for each pair

of neighboring miRNA and RBP sites localized within 50 nts, we randomized the

sequence itself, but preserved the relative positions of the miRNA and RBP recog-

nition sites. For this randomization, we preserved the mono and di-nucleotide fre-

quency [146], as RNA folding energy is known to depend on di-nucleotide base stacking

energies, and certain known RNA structures, such as tRNAs, have indistinguishable

folding energy from di-nucleotide-preserving shuffles [147]. After randomizing the se-

quence for all miRNA-RBP neighboring sites, we repeated the rescue count calcula-

tion again. Ten randomizations were generated to estimate the average and standard

deviation of the rescue counts in the background model.

To score the ability of miRNA recognition seed sequences to hybridize with the

reverse RBP recognition motif, we used a simple scoring scheme in which A-U, G-

C and G-U base pair matches were scored as 2, mismatches were scored as 0, and

insertions and deletions were penalized with -1. The Smith-Waterman algorithm was

then applied to find the best alignment [148].
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Chapter 4

Conclusion

We developed a pipeline CCAT for predicting regulators that work together. We

applied CCAT to find TF interactions based upon known TF binding motifs and

DNaseI data, and to estimate the prevalence of synergistic interactions between RBPs

and miRNAs based on their recognition motifs. The basic input to CCAT is just

the genomic location of binding sites and a specific regional context (e.g., DNaseI

chromatin open regions or gene 3′UTRs). Thus, CCAT is a general computational

framework for finding combinatorial colocalization.

The CCAT predicted interaction pairs, both amongst TFs and between RBPs and

miRNAs, recovered many known cases of cooperativity. Further, systematic quality

assessments showed CCAT predicted pairs were coherent with other genomic datasets.

Thus for specific biological condition of interest, without requiring hundreds of ChIP

experiments (or RBP and miRNA binding profiling experiments), our pipeline enabled

us to profile the genomic landscape of regulatory cooperativity.

In addition to uncovering regulatory cooperativity, the CCAT pipeline also pro-

vides tools for manipulating regulatory motifs, such as clustering similar motifs and

searching for conserved motif instances using multiple genome alignments. All source

code is released in a Unix software package. We also built an accompanying web-
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site to assist in the use of the CCAT package and in further downstream analyses

(http://cat.princeton.edu).

With the rapid development of DNaseI experiments and other related technologies,

global regulatory landscapes are being actively profiled for an increasing number of

biological processes. Knowledge of the binding specificities for eukaryotic TFs is also

growing rapidly. Thus, the rapidly increasing availability of input datasets will enable

CCAT to uncover cooperativity in many different biological processes, and thereby

help obtain a more thorough understanding of the nature of combinatorial regulation.
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