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# The evolution of human cognition 


#### Abstract

The evolution of human cognition presents a number of empirical puzzles. Why did humans evolve cognitive biases, behaviors that cause systematic errors in judgement? Why are humans the only animal species to cooperate in very large groups of nonkin? And what accounts for the consistent emergence of egalitarian social norms in evolutionarily relevant foragers and likely in most ancestral humans? In this dissertation, I present three evolutionary models of human cognition that set out to explain these and other puzzles from plausible first principles. An overarching theme of the three studies is that integrating the social component of ancestral human decisionmaking into traditional evolutionary models, which primarily focus on individual decision-making, may be essential for successfully explaining the various evolutionary puzzles posed by human cognition.


## Contents

Title page ..... i
Copyright ..... ii
Abstract ..... iii
Contents ..... iv
Dedication ..... vi
Acknowledgements ..... vii
0 Introduction ..... 1
0.1 First evolutionary puzzle of human behavior: Cognitive biases ..... 2
0.2 Second evolutionary puzzle: Cooperation in large groups of non-kin ..... 5
0.3 Third evolutionary puzzle: Egalitarianism ..... 10
1 The evolution of cognitive biases in human learning ..... 14
1.1 Introduction ..... 15
1.2 The model ..... 22
1.3 Results ..... 41
1.4 Discussion ..... 73
1.5 Appendix ..... 97
2 Cooperation in alternating interactions with memory constraints ..... 138
2.1 Introduction ..... 139
2.2 Results ..... 144
2.3 Discussion ..... 160
2.4 Methods ..... 163
2.5 Supplementary Note 1: Baseline model ..... 171
2.6 Supplementary Note 2: Equilibrium analysis for alternating games ..... 176
2.7 Supplementary Note 3: Extensions of the baseline model ..... 203
2.8 Supplementary Note 4: Proofs of the analytical results ..... 232
3 A theory of specialization, exchange, and innovation in human groups ..... 243
3.1 Introduction ..... 244
3.2 The model ..... 247
3.3 Results ..... 253
3.4 Discussion ..... 278
3.5 Supplementary Information: The model ..... 286
3.6 Supplementary Information: Empirical results ..... 316
References ..... 356

Dedicated to Alice.

## Acknowledgments

I would like to express my heartfelt gratitude to several people who have been instrumental to my scientific growth in the course of my Ph.D. research program.

First and foremost, I would like to thank my advisor, Joe Henrich, for his continual support and guidance. Your to-the-point and interdisciplinary approach to research has been an immense inspiration, and I am extremely grateful for the opportunity to learn from you: both as a Ph.D. student and a collaborator.

I would also like to express my appreciation to my mentors-Feng Fu, Christian Hilbe, Eric Maskin, and Martin Nowak - for their valuable input and constructive feedback on my research work. Your expertise in the field of game theory and evolutionary dynamics - and for Christian and Martin, your invaluable contributions to our research collaborations-have been tremendously helpful for refining my research.

To fellow members of the Henrich lab-Mohammad Atari, Rahul Bhui, Damian Blasi, Matt Cashman, Cammie Curtin, Helen Davis, Jennifer Devereaux, Joseph Dexter, Tommy Flint, Patricia Greenfield, Kevin Hong, Daniel Kelly, Ivan Kroupin, Graham Noblit, Rachna Reddy, Amar Sarkar, Slava Savitskiy, Manvir Singh, Max Winkler, Mona Xue, Tian Chen Zeng, and others-I am grateful for the camaraderie and support throughout my graduate school journey. Your insights, discussions, and feedback have been invaluable in shaping my ideas and improving my work.

I would also like to thank my Princeton friends residing across the country-Sam Cabot, Sunny Feng, Siddhartha Jayanti, Kevin Griffin, and Leo Tinone - for providing a much-needed respite from the demands of research via board games.

To my Harvard friends spanning the math department and the Effective Altruism student group-Chris Bakerlee, Holly Elmore, Elliot Glazer, Trevor Levin, Andrew Liu, Tina Torkaman, and Zechen Zhang - thank you for providing a supportive community and a sounding board for my ideas (on both research and issues of society).

To my family-Mom, Dad, and John-thank you for your unwavering love and support throughout my graduate school journey. Your encouragement and belief in me have been a constant source of motivation.

Finally, I would like to express my deepest gratitude to my wife, Alice, for all her love, support, and understanding throughout my Ph.D. journey. Your presence in my life has been the anchor that kept me grounded and motivated to pursue my dreams.

## 0

## Introduction

Human cognition poses a number of evolutionary puzzles:

1. Why did humans evolve cognitive biases, behaviors that cause systematic errors in judgement? ${ }^{234}$
2. Why are humans the only animal species to cooperate in very large groups of non-kin? ${ }^{29}$
3. What accounts for the consistent emergence of egalitarian social norms in evolutionarily relevant foragers, and likely, in most ancestral humans? ${ }^{19,63,127}$

In this dissertation, I present mathematical evolutionary models-constructed by myself and my collaborators - that set out to explain these behavioral patterns from plausible first principles. I argue that incorporating the social element of ancestral humans' decision-making - into traditional evolutionary models that are more centered on individual decision-making-is crucial for causally explaining the aforementioned empirical puzzles. This dissertation thereby represents an effort to understand the evolutionary roots of human cognition, cooperation, and social norms in an interconnected way.

### 0.1 First evolutionary puzzle of human behavior: Cognitive biases

The Cultural Brain Hypothesis posits that adaptive, socially exchanged, and intergenerationally accumulated knowledge comprised the primary selection pressure on ancestral human cognition ${ }^{10,90,103,126,160,163,193,223,237,244}$. In other words, the ancestral humans who tended to survive were not those who were better at learning from their individual observations; they were those who were better at learning knowledge from their fellow group members. This was true because learning knowledge from group members entailed learning from their ancestors' knowledge: from the group's intergenerationally accumulated culture. Over time, this culture tends to become more adaptive (at least in the local environment) because the best knowledge is more likely to be obtained, retained, and passed on to the next generation. This overall stochastic process is called cumulative cultural evolution.

At the moment, arguably the most influential paradigm for the evolution of human
cognition is not the Cultural Brain Hypothesis, but a competing theory: the Machiavellian Intelligence Hypothesis ${ }^{35}$. This hypothesis posits that human cognition's unprecedented characteristics - its unusual complexity, adaptability, and propensity to cooperate evolved primarily due to selection pressures favoring better strategic thinking, rather than those favoring the accumulation of adaptive knowledge.

However, the Machiavellian Intelligence Hypothesis cannot explain why humans have evolved to make cognitively biased decisions even in fitness-relevant domains. When learning from high-variance payoff data, unbiased Bayesian updating is evolutionarily optimal ${ }^{151}$. In line with this, many non-human animal species' foraging and reproductive decisions are consistent with the predictions of Bayesian updating models ${ }^{236}$. But human learning systematically deviates from Bayesian updating in various ways. These deviations are called cognitive biases ${ }^{234}$, and include:

1. persistent underinference from observations ${ }^{16}$ (e.g., overconfident beliefs that do not meaningfully learn from past experience: as shown, for example, by nonlearning leaders who repeatedly underprepare for catastrophes like pandemics),
2. the hard-easy effect ${ }^{157}$ (overconfidence on difficult tasks, underconfidence on easy tasks), and
3. non-monotonic confidence ${ }^{203}$ (task confidence is not monotonically increasing in the experience level).

A rational strategy of individual learning would base its estimate of future taskpayoffs on an unbiased, Bayesian aggregation of the past payoff data: say, starting from an initial prior $\omega$ that has not ruled out the true state $\varphi \in \Theta$. Here, $\Theta$ denotes the state space. With prior probability one, the learner's estimate of their expected
payoff-acquisition ability

$$
\begin{equation*}
\int_{\hat{\theta} \in \Theta} \mathbb{E}[\hat{\theta}] d \omega_{s_{1}, \ldots, s_{n}}(\hat{\theta}), \tag{1}
\end{equation*}
$$

would converge to the true expected payoff $\mathbb{E}[\varphi]$ as the number of observations $n$ goes to infinity. (Here, $\omega_{s_{1}, \ldots, s_{n}}$ denotes the Bayesian-updated prior after observing the sequence of payoff data $s_{1}, \ldots, s_{n}$.) While the true expected payoff $\mathbb{E}[\phi]$ is unobservable, it will with probability one coincide with the mean of the past payoff data

$$
\begin{equation*}
\frac{s_{1}+\cdots+s_{n}}{n} \tag{2}
\end{equation*}
$$

as $n \rightarrow \infty$, due to the Law of Large Numbers. Thus, we should be skeptical of a learner's purported Bayesianness if their estimate of their expected payoff-acquisition ability does not appear to converge to the mean of the past payoff data (2).

The fact that human learning is cognitively biased (rather than Bayesian-rational) is evolutionarily puzzling when assuming the Machiavellian Intelligence Hypothesis, since flawed learning from individual observations constitutes a strategic weakness.

On the other hand, the three aforementioned cognitive biases can be explained in the framework of the Cultural Brain Hypothesis. In Chapter 1, I present the decisiontheoretic model of my Journal of Theoretical Biology paper, which represents how ancestral humans might have learned various foraging tasks over time and over repeated attempts ${ }^{178}$. In this model, an ancestral human learner (the student) attempts to learn task-specific knowledge from a role model (the teacher). However, the student does not meaningfully retain their past payoff data, because doing so would result in onerous fitness costs from overcommitting attention (e.g., risks of ambushes and accidental injuries due to a lack of situational awareness). Instead, the student's evolutionarily optimal estimate of their expected marginal payoff-their confidence-
is a function of setting-specific sources of information: specific to the setting of social learning, not individual learning. The evolutionary mismatch between (a) this estimate of confidence that is specialized to ancestral social learning and (b) contemporary settings of individual learning can manifest as all three of the aforementioned cognitive biases.

Our evolutionary model of human cognitive biases has the following practical implication. Cost-benefit analyses in public policy often assume that the highest price a person is willing to pay for an item-their willingness to pay-reveals an unbiased aggregate of their private payoff observations regarding it ${ }^{80}$. However, this may not be true when these observations have high variance. In this case, when a person is buying an item to use for a certain task, their willingness to pay for the item may be a non-monotonic function of the true value acquirable from the item at the person's level of task experience. It follows that the person's willingness to pay for an item may not even be a sufficient statistic of the item's true value to them; in general, the latter cannot be predicted from the former. Cost-benefit analyses may thus be improved by more directly estimating an item's true value to each person (e.g., by estimating their mean past payoff from the item), rather than by using the person's willingness to pay as a proxy. This implication casts doubt on several central dictums of economics, such as the dictum that economic surplus (defined in terms of willingness to pay) is the measure of success that public policy should pursue.

### 0.2 Second evolutionary puzzle: Cooperation in large groups of non-kin

Humans' extensive cooperation with non-kin is unique among social animal species ${ }^{29}$. In many realistic settings, this level of cooperation requires altruism: actions that
benefit another individual at a cost to oneself. Trivers ${ }^{233}$ proposed direct reciprocity as an evolutionary explanation of such altruism. In this framing, human cooperation results from an evolutionarily stable strategy of bestowing altruism conditional on the other player also bestowing altruism, which results in an equilibrium of a selfsustaining quid pro quo. Such a strategy would need to be evolutionarily stable, because otherwise, a strategically rational player would eventually find another strategy that can invade the self-cooperating strategy. It has been hypothesized that unprecedented intelligence is what allows humans to consistently evolve the desirable strategy of reciprocal altruism, more consistently than other social animal species. This notion is laid out in Hypothesis 2.1 of the study of Proto et al. ${ }^{191}$ :

Higher-Intelligence subjects (i) find a better strategy - that is, with higher payoff-and conceive a larger set of strategies in a given environment and (ii) are more consistent in their implementation...[H]igher-Intelligence subjects will achieve, in general, higher rates of cooperation.

Probing the veracity of the hypothesis of Proto et al. may be especially important, given that increasingly intelligent AI models may become increasingly embedded in society - consider, for example, OpenAI's mission of creating "highly autonomous systems that outperform humans at most economically valuable work" ${ }^{177}$ —and that researchers have non-empirically posited in line with the hypothesis of Proto et al. that these AI models will convergently evolve human-level cooperative tendencies ${ }^{252}$.

Suppose that humans' unusually extensive cooperation with non-kin is indeed best understood as a largely independent combination of dyadic reciprocal relationships: of favor-sharing and goodwill between various pairs of people ${ }^{218}$. At first glance, this favor-sharing does seem achievable by a stable cooperative strategy in a set-
ting of direct reciprocity. This is because in the most commonly used model of direct reciprocity - the repeated prisoner's dilemma-there exist evolutionarily stable strategies that are self-cooperative ${ }^{65}$, as long as we make the realistic assumption that actions in the game are played erroneously with a positive probability $\varepsilon$.

However, several empirical findings cast doubt on this proposed explanation. First, the simplest evolutionary stable strategy that can sustain cooperation, Win-Stay-Lose-Shift, is rarely observed in human-subject experiments of the repeated prisoner's dilemma ${ }^{45,66}$. Second, non-cooperation (Always Defect) is also an evolutionarily stable strategy of the repeated prisoner's dilemma ${ }^{137}$. Third, humans perform strategically worse than chimpanzees in some simple games ${ }^{144}$, which casts doubt on the hypothesis that increased strategic ability was the mechanism by which unprecedented human intelligence led to unprecedented cooperation. And finally, data from social animal species generally do not identify frequent reciprocity opportunities to be a strong predictor of cooperative behavior ${ }^{78,145,243}$.

Motivated by the inability of the traditional repeated prisoner's dilemma to explain the aforementioned findings, my coauthors Martin Nowak, Christian Hilbe, and I analyzed a more biologically realistic variant of the repeated prisoner's dilemma. The traditionally considered variant of the repeated prisoner's dilemma assumes that the players' interactions are simultaneous, an often non-realistic assumption. For example, consider someone who incurs a cost to help another individual, in the hopes of receiving a similar favor in the future. This more realistic setting of cooperation is asynchronous rather than simultaneous.

In Chapter 2, I present my Nature Communications paper (coauthored with Martin Nowak and Christian Hilbe) analyzing a more realistic variant of the repeated prisoner's dilemma, in which interactions are alternating rather than simultaneous ${ }^{181}$.

The key lemma for this paper was inspired by William Press and Freeman Dyson's pioneering result for the traditionally studied simultaneous game ${ }^{190}$. Their result was that a player can generally afford to have the same memory size as their opponent's strategy, without any loss to their or their co-player's payoff. Press and Dyson's result is tight for the simultaneous game, but our key lemma improves on this result for the alternating version of the game.

Lemma 0.1. Consider an alternating prisoner's dilemma between two players with strategies $\boldsymbol{p}$ and $\boldsymbol{q}$, with memory sizes $P$ and $Q$ respectively. Without loss of generality, suppose that $Q \geq P$. Then, the player using strategy $q$ can switch to a strategy of memory size $<P$ without changing either player's payoff.

In particular, whenever a strategy has at least as high a memory size as the resident strategy, there exists a neutral mutation to the former which possesses a strictly lower memory size than the latter.

Using this key lemma, Nowak, Hilbe, and I found that the assumption that interactions are alternating makes cooperation more volatile and more difficult to evolve (as long as we again assume a positive probability $\varepsilon$ of implementation error). Our result is that among the memory- 1 strategies - strategies whose conditional probability of cooperating solely depends on each player's most recent action - there are no evolutionarily stable strategies that can sustain cooperation. In fact, the only evolutionarily stable memory-1 strategy is Always Defect, the strategy that never cooperates. In other words, sustaining cooperation via direct reciprocity may be more volatile and more difficult to evolve than was traditionally thought.

Moreover, Hilbe and I are in the process of generalizing this to a similar result for all finite-memory strategies, rather than just memory-1 strategies ${ }^{179}$. Again using the
key lemma, we proved the preliminary result that if higher-memory strategies require a higher fitness cost than lower-memory ones, then Always Defect is the unique Nashequilibrium strategy. This result is true for agents of arbitrarily high memory sizes, and also implies that Always Defect is the only evolutionarily stable strategy they can use (since every evolutionarily stable strategy is also a Nash-equilibrium strategy).

The proof is as follows. Consider a population with an arbitrary resident strategy. Our key lemma implies that unless the resident strategy has memory size 0 (i.e., action is always given by the same probability distribution), it can be strictly invaded by a mutant with a strictly lower memory size. The reason that this mutant strategy has a strictly higher payoff than the resident strategy is due to our assumption that all else equal, higher-memory strategies require a higher fitness cost than lower-memory ones. Moreover, among strategies with memory size 0 - the only strategies that are not vulnerable mutants of the aforementioned type - the only Nashequilibrium strategy is Always Defect. Indeed, a strategy that places any positive probability mass on the action Cooperate will be strictly invaded by an Always Defect mutant. Thus, Always Defect is the only resident strategy that can emerge in the long run. Any resident population will continue to be invaded by lower-memory mutants until it becomes memory-0, whereupon it will be invaded by increasingly noncooperative strategies, the overall culmination of which is necessarily Always Defect.

The above argument works for a wide class of asynchronous interaction structures, but a crucial assumption is that every probabilistic strategy of finite memory sizeand in particular, the lower-memory mutant strategy that can invade the resident population-is achievable as a phenotype. This constitutes a formal demonstration of Joe Henrich's conjecture regarding the evolution of altruistic cooperation ${ }^{87}$. Specifically, Henrich conjectured that "all genetic evolutionary explanations to the altruism
dilemma are successful to the degree that they allow natural selection to operate on statistically reliable patterns or regularities in the environment," and that cooperation is difficult to evolve in the absence of "constraints that maintain this regularity." Our more realistic asynchronous variant of the repeated prisoner's dilemma casts doubt on the hypothesis of Proto et al. ${ }^{191}$ in favor of Henrich's conjecture. Higher-intelligence subjects' ability to access a larger set of strategies will-all else equal-select against cooperative tendencies, rather than select for them. This is because an unconstrained strategy space is precisely what allows for Always Defect to robustly dominate: for cooperation to robustly be selected against.

It follows that humans' unusually cooperative tendencies may not be best understood as a largely independent combination of dyadic reciprocal relationships that are enabled by humans' purportedly unconstrained strategic ability. More socialitybased mechanisms of cooperation, such as indirect reciprocity ${ }^{173,216}$ and group selection ${ }^{25,87,197,230,247}$, may play a pivotal causal role that direct reciprocity by itself may not be able to play.

### 0.3 Third evolutionary puzzle: Egalitarianism

Despite its pivotal importance, cumulative cultural evolution is challenging to study. This is because it involves so many different mechanisms, all of which interact together in complex and mysterious ways. How does each individual choose which group member they will learn knowledge from? What exact knowledge will they learn? How and when does new knowledge get discovered?

We would like to know the answers to these questions, as well as how they interact to produce cumulative cultural evolution. A reasonable (albeit challenging) plan
would be to construct a parsimonious model of the system that is based on correct first principles, incorporates all of the relevant mechanisms, and is still analytically tractable enough to make robust predictions.

In Chapter 3, I present my joint work with Slava Savitskiy and Joe Henrich ${ }^{182}$, a model of cumulative cultural evolution that takes a first stab at incorporating all of the relevant mechanisms (though it almost certainly misses some important ones). Our model is inspired by Paul Krugman's Nobel-prize-winning model of specialization, cooperative production, and exchange ${ }^{125}$. We added to Krugman's model even more mechanisms of cumulative cultural learning posited by the Cultural Brain Hypothesis, such as knowledge discovery, intergenerational knowledge accumulation, and social norms.

The resulting trade model yields ten scientific predictions about human societies' specialization and trade, some of which are counterintuitive. Yet, we find preliminary empirical corroboration for nine of the ten predictions, and we propose future empirical tests for the remaining prediction.

To illustrate, our model predicts that egalitarian societies robustly innovate the optimal number of specializations in the long run, a prediction that finds preliminary empirical support in the Ethnographic Atlas ${ }^{12,22,76,118,121,158}$ and the Western North American Indians ${ }^{112-114,118}$ ethnographic datasets. This helps explain the consistent emergence of egalitarian social norms in contemporary evolutionarily relevant forager societies, and likely in most ancestral human societies ${ }^{19,63,127}$. We propose that egalitarianism was evolutionarily adaptive in spite of its free-rider problem ${ }^{20}$, because among ancestral humans whose primary selection pressure was the optimal social accumulation of specialized knowledge, egalitarianism robustly helped facilitate this.

Our model also predicts that the penalty to long-run innovation imposed by non-
egalitarianism can be offset by an intermediate degree of overconfidence. This prediction finds preliminary corroboration in the study of Cieślik et al. ${ }^{40}$ of how countries' GDP varies with their average level of entrepreneurial overconfidence. Our model thus adds to the case that cognitive biases like overconfidence - which are evolutionarily puzzling when viewed as systematic errors in how people learn from their individual observations - may actually be behavioral byproducts of a selection pressure towards the social learning of specialized knowledge ${ }^{178}$. Even if overconfidence is selected against at the level of individual selection, it can be selected for at the level of group selection due to its optimizing effects on human societies' collective brains.

Our model also helps resolve the evolutionary puzzle of why humans cooperate in large groups of non-kin. While direct reciprocity has traditionally been proposed as an evolutionary explanation of altruism ${ }^{233}$, recall that reciprocal cooperation is much more difficult to sustain when the repeated prisoner's dilemma is modified to be more biologically realistic ${ }^{181}$. Also, among social animals, a large amount of reciprocity opportunities is not as strong of a predictor of altruism as proposed by the theory of direct reciprocity ${ }^{78,145,243}$. This overall suggests that direct reciprocity, by itself, may be insufficient to evolutionarily explain human ultrasocial cooperation.

Cultural group selection is a more viable evolutionary explanation ${ }^{25,87,197}$. This differs from genetic group selection, which is likely inconsistent with the negligibility of genetic differences between competing human groups ${ }^{39}$. Indeed, culturally transmissible phenotypes are characterized by far higher variation between groups than genetically transmissible phenotypes ${ }^{14}$.

Our model helps explain why among groups, cultural variation is larger than genetic variation. It does so by identifying a source of cultural variation other than random mutations. Our model hypothesizes that when different groups begin to trade,
their members' pursuit of their own individual fitness result in the groups specializing away from each other. Intentional specialization at the level of individual decisions is a more viable cause of large phenotypic variation than random changes like genetic mutations, especially when the gene flow between groups is substantial. Cultural group selection can act on this large phenotypic variation in a way where groupcooperative phenotypes are selected, despite their sizeable negative effect on individual fitness in excess of what can be sufficiently explained by direct reciprocity.

Overall, preliminary empirical evidence suggests that complex specialization and trade is not a modern outlier of Pleistocene human societies. It is an adaptation that emerged in the likely egalitarian foraging societies of the Holocene which comprised most of human evolutionary history ${ }^{30,32,133}$. This adaptation encompasses various selection pressures towards the optimal social accumulation of specialized knowledge, in ways that are crucial to resolving multiple puzzles in the evolution of human cognition. Such puzzles include the robustness of egalitarian sharing norms in evolutionary relevant societies, the evolution of overconfidence, and altruistic cooperation in large groups of non-kin.

# The evolution of cognitive biases in 

## human learning


#### Abstract

Cognitive biases like underinference, the hard-easy effect, and recurrently non-monotonic confidence are evolutionarily puzzling when viewed as persistent flaws in how people learn from environmental feedback. To explain these empirically robust cognitive biases from an evolutionary perspective, we propose a model of ancestral human learning


based on the cultural-evolutionary-theoretic hypothesis that the primary selection pressure acting on ancestral human cognition pertained not to learning individually from environmental feedback, but to socially learning task-specific knowledge. In our model-which is inspired by classical Bayesian models - an ancestral human learner (the student) attempts to learn task-specific knowledge from a role model, with the option of switching between different tasks and role models. Suppose that the student's method of learning from their role model is a priori uncertain-in that it can either be successful imitation learning or de facto innovation learning - and the ecological fitness costs of meaningfully retaining environmental feedback are high. Then, the student's fitness-maximizing strategy does not retain their environmental feedback and-depending on the choice of model parameters - can be characterized by all of the aforementioned cognitive biases. Specifically, in order for the evolutionarily optimal estimate of confidence in this learning environment to be recurrently non-monotonic, it is necessary (as long as the environment's marginal payoff function satisfies a plausible quantitative condition) that a positive proportion of ancestral humans' attempted imitation learning was unknowingly implemented as de facto innovation learning. Moreover, an ecologically rational strategy of selective social learning can plausibly cause the evolutionarily optimal estimate of confidence to be recurrently non-monotonic in the empirically documented way: general increase with an intermediate period of decrease.

### 1.1 Introduction

Humans have evolved to meaningfully incorporate into their beliefs the low-variance, essentially deterministic environmental feedback they observe - the domain of causal inference - so as to improve future decisions ${ }^{186}$. For example, people often learn to pay credit card bills ${ }^{1}$ and return rented videos ${ }^{81}$ on time after first paying late fees.

However, the same cannot be said when the variance is high. In the domain of highvariance environmental feedback, unbiased Bayesian updating should in theory be normatively rational ${ }^{43}$ and even evolutionarily optimal ${ }^{151}$ in many settings. In line with this, a review of 11 empirical studies of animal foraging and reproductive decisionsspanning eight species of birds, three of non-human mammals, one of fish, and one of insects-found the behavior of all but one of the species to be consistent with the predictions of Bayesian updating models ${ }^{236}$. For humans, however, learning in settings of high-variance environmental feedback deviates from Bayesian updating in various ways ${ }^{234}$. These deviations, referred to in the literature as cognitive biases, result from evolved tendencies by which humans systematically fail to learn meaningfully from high-variance environmental feedback.

A myriad of cognitive biases are apparent from the insightful experiments of Sanchez and Dunning ${ }^{203,204}$ on human learning. In each variant of their experiment, subjects learned a new task possessing a payoff structure with fixed uncertainty: classifying profiles with lists of properties (for example, symptoms) into categories (for example, made-up diseases). The subjects attempted this task 60 times while simultaneously reporting their confidence: their self-estimate of the probability that their answer is correct. After each of their 60 answers, they received immediate feedback. Despite this, the subjects did not learn from their environmental feedback in a Bayesianrational manner, as one can see from the following patterns in the data (see Figures 1-4 of Sanchez and Dunning, $2018^{203}$ and Figures $1-3$ of Sanchez and Dunning, $\left.2020^{204}\right)$.

1. The subjects' confidence graph—that of their average self-estimate as a function of trial number-was non-monotonic. Specifically, the confidence graph was comprised of three phases: a beginning phase of increase, an intermedi-
ate phase of decrease, and a final phase that returned to increase. This pattern agrees with the finding of the well-known experiment of Kruger and Dunning ${ }^{124}$ on confidence as a function of true ability-as well as its replications-that the former variable can be a non-monotonic function of the latter (see Figures 46 of Burson et al., 2006 ${ }^{34}$; Figures 5-7 of Haun, $2000^{85}$; and Figures 2-3 of Kruger and Dunning, 1999 ${ }^{124}$ ). This also agrees with the work of Hoffman and Burks ${ }^{100}$ investigating truckers' self-estimates of the number of miles driven each week, which found their average to be non-monotonic with respect to the level of experience and the average of the true value, monotonically increasing in the level of experience (see Figure 1 of Hoffman and Burks, 2020 ${ }^{100}$ ).
2. The average difference between confidence and the environmental feedback eventually became positive - signifying overconfidence - and proceeded to increase instead of decaying to zero. This pattern is consistent with the extensive evidence on overconfidence in the cognitive bias literature: for example, as a cause of wars ${ }^{51,109}$, stock market bubbles ${ }^{2,206}$, and underpreparation for catastrophes ${ }^{139,208}$. Consistently becoming overconfident compared to the environmental feedback, by itself, likely suffices to contradict Bayesian rationality ${ }^{7}$.
3. The confidence graphs from all variants of the experiment were essentially indistinguishable from each other, even though the subjects of each experimental variant on average performed differently and thus received different environmental feedback. The confidence graph in essence only depended on the number of past observations, the level of experience. This pattern is consistent with two well-documented cognitive biases: underinference ${ }^{16}$, the tendency to insufficiently update one's belief in the direction of new evidence compared to

Bayesian inference; and the hard-easy effect ${ }^{131,157}$, the tendency to be overconfident on difficult tasks and underconfident on easy tasks. Indeed, a predetermined confidence function - one that depends not on past environmental feedback, but only on other types of information like one's level of experience would generically differ from the Bayesian aggregate of the past environmental feedback. The difference between the two would generically persist, manifesting as both underinference and-depending on the hard-easy effect-either persistent overconfidence or underconfidence.

These three non-Bayesian patterns robustly replicated in all six variants of the Sanchez-Dunning experiment (2018, 2020), including the variant that used the incentivecompatible Becker-DeGroot-Marschak method ${ }^{13}$ to monetarily incentivize accurate answers. The non-Bayesian inaccuracy of subjects' learning ${ }^{108}$ and the persistence of this inaccuracy in the face of monetary incentivization ${ }^{56}$ have also been documented in replications of the Kruger-Dunning experiment; these phenomena have been found in the aforementioned work of Hoffman and Burks ${ }^{100}$ on truckers' self-estimates of productivity, as well. Note that the Kruger-Dunning experiment is similar in objective and design to the Sanchez-Dunning experiment. A crucial difference, however, is that accurate environmental feedback is immediately provided by the experimenter in the latter, but not in the former. The Sanchez-Dunning experiment thus compellingly raises the question of why humans have evolved to underinfer from freely available environmental feedback, even when meaningfully learning from it is made easy and monetarily advantageous.

How did our evolutionary past select for cognitive biases, traits that systematically cause errors in judgement? To solve this puzzle, we appeal to cultural evolutionary theory's extensive body of evidence that humans primarily rely on learning
from their fellow group members, rather than from the environmental feedback itself ${ }^{26-28,38,129}$. This evidence informs and is informed by a central hypothesis of cultural evolutionary theory: that adaptive, socially exchanged, and intergenerationally accumulated knowledge - relevant to fitness-relevant tasks like foraging, reproduction, and warfare - comprised the primary selection pressure acting on ancestral human cognition ${ }^{10,90,103,126,160,163,193,223,237,244 .}$

In this paper, we construct an evolutionary model of human learning based on this cultural-evolutionary-theoretic hypothesis: one in which an ancestral human learns primarily via knowledge learned from group members, rather than via environmental feedback. The model is constructed by modifying a classical Bayesian model of repeated task-learning to veridically represent the hypothesized setting of social, knowledge-based task-learning. Another key modification we add is our assumption that the cognitively constrained agent of our model-representing an ancestral human learner-faces selection pressures against meaningful retention of high-variance environmental feedback, due to onerous ecological fitness costs of overcommitting attention (e.g., increased risks from ambushes and accidental injury caused by a lack of situational awareness). It follows from this assumption that the confidence function comprising the agent's fitness-maximizing strategy is characterized by discrete confidence levels and systematic deviations from classical Bayesian inference (i.e., from unbiased incorporation of environmental feedback), consistent with the empirical finding of Lisi et al. ${ }^{134}$. Specifically, this confidence function is characterized by various cognitive biases like underinference, the hard-easy effect, and-depending on the parameters of our model-recurrent non-monotonicity.

We begin by describing in Subsection 1.2.1 a finite-outcome-space version of the classical Bayesian decision-theoretic model. This general model serves both as an in-
spiration for our evolutionary model and as a reductio ad absurdum argument that humans may not learn from high-variance environmental feedback via classical Bayesian inference. The contradiction is as follows. Classical Bayesian inference is effective because a Bayesian-updating prior (that has not a priori ruled out any possibility) is almost surely guaranteed to eventually converge to the truth: the property of consistency. However, this property is in contradiction with the aforementioned findings from the cognitive biases literature: first, that a human learner's prior (such as that of their ability) can persistently deviate from their past observations; and second, that it can be recurrently non-monotonic with respect to the number of observations, regardless of the actual observations themselves.

We then resolve these empirical contradictions by presenting in Subsection 1.2.2 our evolutionary model: a modification of the classical Bayesian model, adapted to represent the knowledge-based learning environment of ancestral humans in the context of high-variance payoff observations. In our modified Bayesian model, the agent learns a task over repeated attempts, each of which generates a payoff. When the expected cost of retaining high-variance payoff observations-due to onerous ecological fitness costs from overcommitting attention-is sufficiently high, the agent's optimal learning strategy does not update their prior of their payoff-acquisition ability in the given task (confidence) with respect to the payoff observations. Instead, the agent updates their confidence as a function of information in the complement of payoff observations: in our model, knowledge and the speed of learning. The consequent unavailability of payoff data-the key departure from classical Bayesian decision theorygenerates our first desired conclusion: that evolved confidence generically deviates from the past payoff observations in a recurrent manner. This conclusion is a special case of a more general phenomenon: a given learning strategy's systematic departure
from classical Bayesian updating when the ancestral learning environment for which it is ecologically rational differs from the contemporary learning environment in which it actually operates ${ }^{71,72,150}$. Persistent underinference and the hard-easy effect follow from the recurrent nature of this evolutionary optimal confidence function.

The second desired conclusion-that this recurrent, evolutionarily optimal confidence function can be non-monotonic-follows from incorporating the cultural-evolutionary-theoretic hypothesis that the agent's learning occurs via attempted imitation of a role model. This non-monotonicity can occur due to a dichotomy between successful imitation learning and de facto innovation learning: two learning methods whose classification is a priori uncertain to the agent.

The details of this dichotomy and of other aspects of our model are presented in Section 1.2. The predictions of this model are then made mathematical precise in the theorem statements presented in Section 1.3. The proofs of the theorems can be found in the Appendix.

We thus find that several classes of cognitive biases can be parsimoniously explained as evolutionary byproducts of the idiosyncratically knowledge-based and social nature of ancestral humans' hypothesized learning environment. Often thought of as structural flaws in humans' individual learning, cognitive biases may instead be evolutionarily rooted in two hypothesized characteristics of our ancestral environment: first, the primarily knowledge-based and social-not individual-nature of human learning in natural settings, as theorized by cultural evolutionary theory; and second, ecological fitness costs of meaningfully retaining environmental feedback-due to cognitive constraints-and the consequent pressure to rely instead on setting-specific sources of information, as theorized by the ecological rationality hypothesis ${ }^{71,72}$.

### 1.2 The model

### 1.2.1 Classical Bayesian model

Suppose that an agent repeatedly attempts a task. Each yields a random payoff that is contained in a finite set of values $S \subset \mathbb{R}$. The finiteness of $S$ constitutes the realistic assumption that the agent, due to cognitive constraints, categorizes observations into finitely many bins. The payoff from each task attempt is drawn i.i.d. from a fixed probability distribution $\varnothing \in \Phi \subseteq \mathcal{P}(S)$, which would depend on the agent's ability to acquire payoffs, the abundance of the environment, and various other factors. Here, $\mathcal{P}(S)$ denotes the set (which can be thought of as a state space) of all probability distributions on $S$, and $\Phi \subseteq \mathcal{P}(S)$ denotes the subset of probability distributions that may feasibly occur in a given setting.

For the purpose of maximizing payoff, the agent is incentivized to accurately predict the expected value of the future task attempt's payoff. This was likely the case for ancestral human foragers, who by default engaged repeatedly in a highly specialized foraging role ${ }^{102}$, but also faced incentives to be opportunistic: to accurately appraise - and based on the result of said appraisal, possibly procure - additional foraging opportunities as they arise ${ }^{18}$. We model this dichotomy as follows. We assume that before each task attempt, the agent has the choice of forgoing a fraction $r$ of the time spent on it (corresponding to the same fraction of the task attempt's entire payoff) for a payoff whose value is observed beforehand. The opportunity-cost payoff is $r c$, where $c$ drawn from a fixed distribution $\psi \in \mathcal{P}(S)$ whose support is all of $S$. It follows that the agent maximizes the immediate payoff by taking the payoff from the task attempt if its mean $r \mathbb{E}[\phi]$ is greater than $r c$, take the opportunity cost if $r \mathbb{E}[\phi]$ is
less than $r c$, and take either option when $r \mathbb{E}[\phi]$ is equal to $r c$.
The agent thus benefits from accurately estimating the task attempt's expected payoff $\mathbb{E}[\boldsymbol{\varphi}]$. This can likely be achieved by a small number of observations-even just one - when $\varphi$ has low variance. Under our assumption that payoffs are observationally categorized by the agent into finitely many bins, assuming further that the payoffs have low variance amounts to the condition that nearly all payoffs (i.e., close to probability one) fall in a single bin $s \in S$. Consequently, the agent can productively use causal inference, in the sense that assuming every future task attempt will yield the previously observed payoff of $s$ will nearly always be correct. The payoff-maximizing strategy is to choose the higher value between the task attempt's expected payoff $r \mathbb{E}[\varphi] \approx r s$; and the observed opportunity cost $r$.

The discernment of the payoff distribution $\varphi$-and more specifically, its expected value $\mathbb{E}[\rho]$-is more difficult when $\varphi$ has high variance. In this domain, more than one bin in $S$ occurs with significant probability. Consequently, the agent will in general need to learn from a large sample size of payoffs in order to asymptotically determine the true state $\varphi$ from the set of a priori possible states $\Phi$.

Suppose that the true state $\varphi$ is initially drawn from a probability distribution $\xi \in$ $\mathcal{P}(\Phi)$. Then, Bayes' theorem states that the probability distribution of $\varphi$ conditional on the previous payoff observations being $s_{1}, s_{2}, \ldots, s_{n}$ is given by

$$
\begin{equation*}
\xi_{s_{1}, \ldots, s_{n}}=\mathcal{B}_{s_{n}} \circ \cdots \circ \mathcal{B}_{s_{2}} \circ \mathcal{B}_{s_{1}}(\xi), \tag{1.1}
\end{equation*}
$$

where $\mathcal{B}_{x}: \mathcal{P}(\Phi) \rightarrow \mathcal{P}(\Phi)$ is the Bayes'-rule map

$$
\begin{equation*}
\mathcal{B}_{x}(\omega)(\theta)=\frac{\theta(x) \omega(\theta)}{\int_{\hat{\theta} \in \Phi} \hat{\theta}(x) \omega(\hat{\theta}) d \hat{\theta}} \tag{1.2}
\end{equation*}
$$

Consequently, the payoff-maximizing choice of whether to forgo part of the taskattempt payoff is to compare its expected value

$$
\begin{equation*}
r \int_{\varphi \in \Phi} \mathbb{E}[\varphi] d \xi_{s_{1}, \ldots, s_{n}}(\varphi) \tag{1.3}
\end{equation*}
$$

with the observed opportunity cost $r c$. In summary, the agent's evolutionarily optimal strategy overall is to begin with the prior $\xi$, update it via the Bayes' rule map $\mathcal{B}_{s}$ in terms of each task attempt's observed payoff $s$, and decide whether to forgo part of the $n$th task attempt for an observed opportunity cost by using the prior $\xi_{s_{1}, \ldots, s_{n-1}}$ at that point in time.

Bayesian inference can be effective even without explicit knowledge of the true distribution $\xi$ from which the state $\varphi$ is drawn. An obvious obstruction to this effectiveness is Cromwell's rule: if a state is not contained in the support of the prior $\omega$, then this will persist in $\omega_{s_{1}, \ldots, s_{n}}$ for any sequence of observations $s_{1}, \ldots, s_{n}$. It turns out that Cromwell's rule is the only such obstruction when the outcome space $S$ is finite. Specifically, suppose that the true state $\varphi$ is contained in the support of the prior $\omega$. Then, as $n \rightarrow \infty$, the $n$th Bayesian update of $\omega$

$$
\begin{equation*}
\omega_{n}=\omega_{s_{1}, \ldots, s_{n}} \tag{1.4}
\end{equation*}
$$

will converge to the one-point distribution

$$
\chi_{\varphi}(\theta)= \begin{cases}1 & \text { if } \theta=\varphi  \tag{1.5}\\ 0 & \text { otherwise }\end{cases}
$$

with prior probability one: the property of consistency ${ }^{54,62}$. In other words, even an agent with a misspecified initial prior-for example, one that evolved in a past environment with a different distribution of $\varphi$-will in all likelihood eventually converge to the true state $\varphi$, as long as the initial prior is not too restrictive.

The property of consistency yields a practical test to reject the null hypothesis that a given learner is Bayesian in the classical sense. We can do so if the learner's prior does not converge to the (one-point distribution on the) true state as the number of observations goes to infinity. A special case of this test is provided by checking whether a learner's estimate of their expected payoff-acquisition ability converges to the true expected payoff. Indeed, suppose that the learner's prior were updated via classical Bayesian inference while starting from an initial prior $\omega$ that has not ruled out the true state $\varphi$. Then, with prior probability one, the learner's estimate of their expected payoff-acquisition ability

$$
\begin{equation*}
\int_{\hat{\theta} \in \Theta} \mathbb{E}[\hat{\theta}] d \omega_{n}(\hat{\theta}), \tag{1.6}
\end{equation*}
$$

would converge to the true expected payoff

$$
\begin{equation*}
\mathbb{E}[\phi] \tag{1.7}
\end{equation*}
$$

as the number of observations $n$ goes to infinity. While the true expected payoff (1.7)
is unobservable, it will with probability one coincide with the mean of the past payoff data

$$
\begin{equation*}
\frac{s_{1}+\cdots+s_{n}}{n} \tag{1.8}
\end{equation*}
$$

as $n \rightarrow \infty$, due to the law of large numbers. We should thus be skeptical of a learner's Bayesianness if their estimate (1.6) of their expected payoff-acquisition ability does not appear to converge to the mean of the past payoff data (1.8). Note that this practical test for falsifying a learner's Bayesianness is not new; it is essentially a corollary of standard Bayesian statistics.

To illustrate, consider a gambler who, over repeated attempts, continues to be mistaken about the expected value of a fixed probabilistic lottery. They may persistently believe that the expected payoff from betting their money on a negative-expected-value lottery is positive, even after gambling on it a large number of times while observing the resulting payoff data. Then, we can be reasonably certain that the gambler is not, in the classical sense, Bayesian-updating with respect to their payoff data. We hypothesize that the persistent deviation of the gambler's prior from the true state is caused by the high variance of the payoff data. Other learners who may fail our test for classical Bayesianness include professionals whose priors of their performance persistently deviate from the true value ${ }^{100,183}$, traders and managers who persistently overestimate future returns on their investments ${ }^{11,140}$, and gymgoers who repeatedly overpay on membership fees based on persistently overoptimistic priors of their attendance rate ${ }^{48}$. Such field evidence against the hypothesis that human learning from high-variance payoff data is classically Bayesian corroborates the extensive lab evidence of the relevant cognitive biases.

### 1.2.2 Evolutionary model of ancestral human learning

To resolve the predictive inadequacies of the classical Bayesian paradigm, we modify it in the following way. We assume that the agent estimates their payoff-acquisition ability as a function of task-specific knowledge, and not necessarily of the previously observed payoff data. Our evolutionary model incorporates two veridical sources of uncertainty which are sufficient to generate recurrent non-monotonicity. First, tasks vary in difficulty, a value that represents the total amount of knowledge required to completely learn the task. The agent's marginal payoff is a bivariate function of the difficulty value and their current level of knowledge: the subset of the total knowledge they have learned so far.

Second, tasks vary in the method used to learn the relevant knowledge: imitation and innovation. We incorporate into our model the cultural-evolutionary-theoretic finding that the primary source of an ancestral human's task-specific knowledge was learning from role models who were ostensibly proficient in the task-imitationrather than learning individually from environmental feedback-innovation ${ }^{26,38}$. The superior efficiency of imitation learning, especially in the context of intergenerational knowledge accumulation, is hypothesized to have enabled humans' unprecedented evolutionary success.

The dichotomy between imitation learning and innovation learning is confusing at first glance, given that in our model, the student always attempts to imitate a role model. This dichotomy occurs because the helpfulness of role models in providing a genuinely new path forward via imitation learning is not guaranteed. A student may successfully learn via imitation of their role model, as planned. It is also possible that the role model's ostensible proficiency in the task does not translate to productive im-
itation learning, in which case the student learns by de facto innovation. Specifically, the role model may not actually be providing a new learning path that the student would not have accessed if they were to instead learn by innovation. In the context of direct teaching, for instance, this may be due either to the method of teaching (a teacher may use an open-ended or ambiguous teaching method, such as the Socratic method, without actually guiding students to think in a new way) or to the teacher's own limitations (which may not be discernible to students when their environmental feedback has high variance). It would be difficult for the student to deduce from highvariance environmental feedback whether their role model is meaningfully providing them with a new learning path to imitate.

Throughout this paper, the term "task" will denote a student's package comprised of a repeated knowledge-intensive task that produces fitness-aiding payoffs (i.e., foraging for food), their choice of role model for it, and the learning method by which the student obtains the relevant knowledge: classified into imitation learning and innovation learning. The student's task package can be thought of as a pair $(j, a)$ for the type of learning method $j \in\{i m, i n\}$ with which the student learns the task from the teacher (where $j=i m$ denotes imitation and $j=i n$ denotes innovation) and the difficulty value $a \in(0, \infty) \cup\{\infty\}$ of the task.

The difficulty value $a \in(0, \infty) \cup\{\infty\}$ of a task denotes the amount $a$ of knowledge the student needs to completely learn it, given the specifics of the task package (the teacher, the learning method, and the task itself). A task with the difficulty value $a=\infty$ represents an impossible one, in that the specifics of the task prevent the student from learning it to completion. Suppose the student currently knows $b \leq a$ of the total amount of knowledge required to completely learn the task. The values of $b$ and $a$ determine the marginal payoff $f(a, b)$, which we assume is strictly increasing
in $b$, strictly decreasing in $a$, and continuously differentiable. By scaling the marginal payoff values to have minimum 0 and maximum 1, we can suppose that the function $f(a, \cdot)$ maps the domain $[0, a]$ to the range $[0,1]$. We assume that completely learning a task guarantees the maximum marginal payoff: $f(a, a)=1$ for every $a$. Moreover, we assume that impossible tasks-unable to be meaningfully learned-always yield the minimum marginal payoff: $f(\infty, b)=0$ for all $b$.

One example of a marginal payoff function

$$
\begin{equation*}
f:\{(a, b) \in((0, \infty) \cup\{\infty\}) \times[0, \infty): b \leq a\} \rightarrow[0,1] \tag{1.9}
\end{equation*}
$$

satisfying these conditions is

$$
\begin{equation*}
f(a, b)=\left(\frac{b}{a}\right)^{\lambda} \tag{1.10}
\end{equation*}
$$

for $\lambda>0$, which is extended to the point at infinity $a=\infty$ as

$$
\begin{equation*}
f(\infty, b)=\lim _{a \rightarrow \infty}\left(\frac{b}{a}\right)^{\lambda}=0 \tag{1.11}
\end{equation*}
$$

This family of functions is characterized by polynomial growth in $b$. Another example of such a marginal payoff function is

$$
\begin{equation*}
f(a, b)=\zeta^{a-b} \tag{1.12}
\end{equation*}
$$

for $\zeta \in(0,1)$, which is also extended to the point at infinity $a=\infty$ as

$$
\begin{equation*}
f(\infty, b)=\lim _{a \rightarrow \infty} \zeta^{a-b}=0 \tag{1.13}
\end{equation*}
$$

This family of functions is characterized by exponential growth in $b$.

We assume that the risk of an infinitely difficult task $a=\infty$ only exists when $j=i$. In the other case of $j=i m$, the learnability of the given task is guaranteed by the teacher already having learned it completely. However, when $j=i n$, the teacher may not have actually learned the task completely despite serving as the student's role model. The lack of guarantee of the given task's learnability leads to a nontrivial probability of an unfortunate setting: one in which the student squanders time on attempting to learn an impossible task from a teacher, one or both of whom have not yet realized the said impossibility. The exclusivity of unlearnability to innovation learning can be seen by the comparison between solving an exam problem and solving a research problem. The former-imitation learning-is guaranteed to complete in finite time, because the teacher has solved the problem before assigning it as an exam question. However, the latter-innovation learning-is not guaranteed to complete in finite time. Indeed, a research problem, by definition, is one that has not yet been solved by anyone, so it may a priori be impossible to solve. Overall, we assume that the difficulty values of tasks with learning method $j=i m$ are distributed as a regular exponential distribution (i.e., with p.d.f. $\mu_{i m}(a)=\eta^{a} \log \frac{1}{\eta}$ for finite $a$ and $\mu_{i m}(\infty)=0$, where $0<\eta<1$ ), whereas the distribution of difficulty values of tasks with learning method $j=$ in is assumed instead to have a positive probability $p$ on $a=\infty$ (i.e., with p.d.f. $\mu_{i n}(a)=(1-p) \eta^{a} \log \frac{1}{\eta}$ for finite $a$ and $\left.\mu_{i n}(\infty)=p\right)$. The overall distribution of tasks $(j, a)$ on

$$
\begin{equation*}
\mathcal{U}=\{i m, i n\} \times((0, \infty) \cup\{\infty\}), \tag{1.14}
\end{equation*}
$$

defined by the p.d.f.

$$
\mu(j, a)= \begin{cases}q \mu_{i m}(a), & \text { if } j=i m  \tag{1.15}\\ (1-q) \mu_{i n}(a) & \text { if } j=i n\end{cases}
$$

places probability $q$ on the task's learning type being imitation and $1-q$ on that being innovation.

Other than the risk of unlearnability, the second way in which tasks of learning method $j=i m$ differ from those of learning method $j=i n$ is in the speed of learning. Regardless of the learning method, the student learns knowledge in discrete jumps, each following a task attempt. Let $B(t)$ denote the knowledge level after the $t$ th task attempt, where $B(0)=0$, meaning that the initially naive student has knowledge $b=B(0)=0$ of the task when starting out. The discrete knowledge levels $0=B(0)<$ $B(1)<\cdots$ are assumed to satisfy $\lim _{t \rightarrow \infty} B(t)=\infty$. The amount of time the $t$ th task attempt takes for the student is assumed to differ between the two learning types. Let $\Delta_{i m}(t)$ (respectively, $\left.\Delta_{i n}(t)\right)$ denote the amount of time the $t$ th task attempt takes when engaged in imitation learning (respectively, innovation learning); we require for both $j \in\{i m, i n\}$ that $\lim _{k \rightarrow \infty} \sum_{t=1}^{k} \Delta_{j}(t)=\infty$. Then, we assume that imitation is (weakly) faster than innovation: that $\Delta_{i m}(t) \leq \Delta_{i n}(t)$ for all $t \in \mathbb{N} \backslash\{0\}$. Moreover, we denote by

$$
\begin{equation*}
T_{j}(i)=\sum_{n=1}^{i} \Delta_{j}(n) \tag{1.16}
\end{equation*}
$$

the total amount of time that a task of learning type $j$ occupies until the end of the $i$ th attempt.

With sufficient time in a fixed environment, natural selection is likely to maximize the objective function (fitness) within the space of feasible policies (fitness landscape). A policy is defined by a function $\pi: \mathcal{H} \rightarrow \mathcal{A}$, where $\mathcal{A}$ denotes the space of feasible actions;

$$
\begin{equation*}
\mathcal{H}=\left\{\left(O_{1}, A_{1}, \ldots, O_{T-1}, A_{T-1}, O_{T}\right): O_{i} \in \mathcal{O}, A_{i} \in \mathcal{A}, \text { and the history is feasible }\right\} \tag{1.17}
\end{equation*}
$$

the space of feasible histories; $\mathcal{O}$, the space of feasible observations; and a history

$$
\begin{equation*}
h=\left(O_{1}, A_{1}, \ldots, O_{T-1}, A_{T-1}, O_{T}\right) \tag{1.18}
\end{equation*}
$$

is called feasible if its sequence of observations and actions can occur in the model. It remains to specify the student's action space $\mathcal{A}$, observation space $\mathcal{O}$, and the objective function $V(\pi)$ on the space of policies $\pi$.

The student's objective function $V(\pi)$ is the expectation of the total payoff. Most of it comes from the payoffs yielded by the student's task attempts. Suppose that the student finishes a task attempt of time length $\Delta$ while at level of knowledge $b$ for a task of difficulty value $a$. At time $T$ that ends a learning period, the student obtains an expected payoff proportional to $f(a, b)$, scaling with the length $\Delta$ of the learning period, and simultaneously accounting for exponential time-discounting. The marginal payoff is obtained as a high-variance probabilistic lottery $\phi(a, b) \in \mathcal{P}(S)$ with expected value $\mathbb{E}[\phi(a, b)]=f(a, b)$. Specifically, a payoff value $\bar{s}$ is drawn independently from $\phi(a, b)$ to determine the payoff of the task attempt

$$
\begin{equation*}
v(a, b, \Delta, T)=\bar{s} \int_{T-\Delta}^{T} \delta^{t} d t, \tag{1.19}
\end{equation*}
$$

where $\delta \in(0,1)$ denotes the factor of exponential time-discounting. We see that the expected payoff yielded by the task attempt is

$$
\mathbb{E}[v(a, b, \Delta, T)]=f(a, b) \int_{T-\Delta}^{T} \delta^{t} d t= \begin{cases}f(a, B(i)) \int_{T-\Delta}^{T} \delta^{t} d t & \text { if } b=B(i)<a,  \tag{1.20}\\ \int_{T-\Delta}^{T} \delta^{t} d t & \text { if } b=a,\end{cases}
$$

Instantaneously after the acquisition of this payoff at time $T$, the student's level of
knowledge jumps to the next discrete level of knowledge $B(\cdot)$ or to the maximum level of knowledge $a$ for the task, whichever is smaller. The expected sum of the student's task-attempt payoffs over all time $T \in[0, \infty)$ is the main component of the student's objective function $V(\pi)$.

There are three auxiliary components of the student's objective function $V(\pi)$. The first such component is as follows. After obtaining the payoff of expected value $v(a, b, \Delta, T)$, the student has the option of committing the observed payoff value to memory. Doing so requires the student to pay an expected cost of $-C_{\text {retain }}$, which represents various ecological fitness risks that result from overcommitting attention to the retention of high-variance payoff data. Due to the exponential time-discounting, the true value of the expected cost as applied to the student's objective function $V(\pi)$ is

$$
\begin{equation*}
-\delta^{T} C_{\text {retain }}, \tag{1.21}
\end{equation*}
$$

where $T$ denotes the ending time of the task attempt that has yielded the given payoff.

The second auxiliary component of the student's objective function $V(\pi)$ relates to a choice (described in Subsection 1.2.1) that the student makes before every task attempt: whether to allocate a fraction $r$ of the task attempt's time - and the corresponding fraction of its payoff-to an alternative foraging opportunity unrelated to the task. Like in the classical Bayesian model of Subsection 1.2.1, the marginal payoff $s \in S$ of the alternative foraging opportunity is drawn i.i.d. from a distribution $\psi \in \mathcal{P}(S)$ and known to the student prior to their decision. If the student chooses to forgo a fraction of the task attempt's time for this alternative foraging opportunity,
their payoff is changed from (1.19) to

$$
\begin{equation*}
r s \int_{T-\Delta}^{T} \delta^{t} d t+(1-r) v(a, b, \Delta, T)=(r s+(1-r) \bar{s}) \int_{T-\Delta}^{T} \delta^{t} d t . \tag{1.22}
\end{equation*}
$$

These unrelated foraging opportunities allow the student to increase their expected payoff $V(\pi)$ strictly above the baseline level provided by the sum of the task-attempt payoffs $v(a, b, \Delta, T)$. Consequently, the student is incentivized to accurately estimate each task-attempt's payoff-as best as allowed by their informational constraintsprior to deciding whether to exploit an unrelated foraging opportunity instead.

The third auxillary component of the student's objective function $V(\pi)$ relates to the student's other choice of action. In between task attempts, the student not only chooses whether to exploit an unrelated foraging opportunity before each task attempt, but also chooses whether to quit on their current task package for an alternative one. If the student chooses to cut their losses on a given foraging task and/or their role model for it, they can choose a new task package ( $j, a$ ). All of the student's task packages $(j, a)$, including the initial one and any intermediate ones assigned after quitting, are drawn i.i.d. from the probability distribution $\mu$ defined in (1.15).

In addition to the option of quitting the current task, the student is also assumed to situationally possess the option of paying a fitness cost to ascertain their current task package's learning method $j \in\{i m, i n\}$, on which they can base their specific decision. We propose that humans carry out this ascertainment via a mental experiment to measure the length of time $\Delta_{j}(t)$, which may be sufficient to distinguish the speeds of the two learning methods. Specifically, our assumption that $\Delta_{\text {im }}(t) \leq \Delta_{\text {in }}(t)$ can be divided into two possibilities: $\Delta_{i m}(t)<\Delta_{\text {in }}(t)$ and $\Delta_{i m}(t)=\Delta_{\text {in }}(t)$. In the case of the former, a time-measurement experiment can identify the learning type $j$. In the case
of the latter, however, it cannot. Each mental time-measurement experiment requires the student to pay an expected cost $-C_{\text {identify }}$, again due to various ecological fitness costs that can result from overloading a cognitively constrained forager's decisionmaking. Due to the exponential time-discounting, the true value of the expected cost as applied to the student's objective function $V(\pi)$ is

$$
\begin{equation*}
-\delta^{T} C_{\text {identify }}, \tag{1.23}
\end{equation*}
$$

where $T$ denotes the ending time of the task attempt during which the time-measurement experiment was performed.

We have introduced all components of the student's objective function $V(\pi)$, as well as all components of the student's action space $\mathcal{A}$. Unlike the classical Bayesian model of Subsection 1.2.1, our model is characterized by a potential tradeoff between earlier and later payoffs. In the classical Bayesian model, each of the agent's actions was only relevant to maximizing the payoff of the corresponding task attempt, not to any future ones. Thus, the relative weights of each task attempt's payoff do not affect the agent's decision problem. In contrast, in our model, the student has two actionsquitting the current task and identifying the learning type via a time-measurement experiment-that reduces payoffs in the short-term for a potential gain in long-term payoffs. Thus, specifying the relative weights of each task attempt's payoff is essential for the prescription of the optimal policy $\pi$. As is standard, we have set these relative weights to be exponentially decaying in time, which aids model tractability and captures the evolutionary fact that earlier payoffs are likelier to be relevant to fitness than later payoffs.

Formally, the student's actions are of the form

$$
\begin{equation*}
A_{t}=\left(x_{\text {forgo }}(t), x_{\text {identify }}(t), x_{\text {retain }}(t), x_{\text {quit }}(t)\right), \tag{1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
x_{\text {forgo }}(t): S \rightarrow\{\text { true, false }\} \tag{1.25}
\end{equation*}
$$

denotes the choice of whether to forgo a fraction of the $t$ th task attempt's time to exploiting an alternative foraging opportunity of a known marginal payoff $s \in S$;

$$
\begin{equation*}
x_{\text {identify }}(t): S \rightarrow\{\text { true }, \text { false }\} \tag{1.26}
\end{equation*}
$$

denotes the choice of whether to pay an expected cost of $-C_{\text {identify }}$ to identify the learning type $j \in\{i m, i n\}$ during the $t$ th task attempt via a time-measurement experiment, given the alternating foraging opportunity's previously drawn marginal payoff $s$;

$$
\begin{equation*}
x_{\text {retain }}(t): S \times S \rightarrow\{\text { true }, \text { false }\} \tag{1.27}
\end{equation*}
$$

denotes the choice of whether to retain the observation of the $t$ th task attempt's payoff given $(s, \bar{s}) \in S \times S$, where $s$ is given as above and $\bar{s}$ denotes the task-specific marginal payoff; and

$$
x_{\text {quit }}(t) \in\{\mathcal{K}(s, \bar{s}, j, c): S \times(S \cup\{\text { null }\}) \times\{\text { im, in, null }\} \times\{\text { true }, \text { false }\} \rightarrow\{\text { true }, \text { false }\}
$$

denotes the choice of whether to quit the current task after the th task attempt. When the student has not performed the identification of the learning type $j$ during the current task attempt, $x_{\text {identify }}(t)=$ false, then the value $x_{\text {quit }}(t)$ takes the form
of a boolean-valued function $\mathcal{K}(s, \bar{s}$, null, $c)$ : a function of the alternative foraging opportunity's marginal payoff $s$; of the task's yielded marginal payoff $\bar{s}$ (which may be unretained and thus given by $\bar{s}=$ null); and whether or not the level of knowledge has caught up to the task difficulty $a$, denoted by

$$
\begin{equation*}
c \in\{\text { true }, \text { false }\} . \tag{1.28}
\end{equation*}
$$

If $c=$ true, then we say that learning has completed during this task attempt. In the opposite case of $x_{\text {identify }}(t)=$ true, $x_{\text {quit }}(t)$ takes the form of a boolean-valued function $\mathcal{K}(s, \bar{s}, j, c)$ for $j \in\{i m, i n\}$, representing the decision whether to quit conditional on the identified learning type being imitation or innovation, on the payoff observation, and on whether learning has completed during this task attempt. We also note the feasibility constraint that the value $x_{\text {identify }}(t)$ is required to satisfy the feasibility constraint that $x_{\text {identify }}(t)=$ true is only possible if $\Delta_{\text {im }}(t)<\Delta_{\text {in }}(t)$ rather than $\Delta_{i m}(t)=\Delta_{\text {in }}(t)$.

The student's observations are of the form

$$
\begin{equation*}
O_{t}=\left(b(t), x_{\mathrm{type}}(t), x_{\text {payoff }}(t)\right), \tag{1.29}
\end{equation*}
$$

where

$$
\begin{equation*}
b(t) \in[0, \infty) \tag{1.30}
\end{equation*}
$$

denotes the level of knowledge after the $t$ th task attempt;

$$
\begin{equation*}
x_{\text {payoff }}(t) \in S \cup\{\text { null }\} \tag{1.31}
\end{equation*}
$$

denotes the student's observed payoff value (if the payoff observation was not retained, then we use the denotation "null"); and

$$
\begin{equation*}
x_{\text {type }}(t) \in\{\text { null, im }, \mathrm{in}\} \tag{1.32}
\end{equation*}
$$

denotes whether the student has carried out a mental identification of the learning type during the $t$ th task attempt (if this is false, then we use the denotation "null"), and if so, whether the result was imitation ("im") or innovation ("in").

In summary, Table 1.1 provides the list of parameters comprising our learning model, and Table 1.2 presents a step-by-step algorithm for the model. The expected payoff of the policy $\pi$ (correcting for time-discounting) during the time remaining after a history $b$ is given by

$$
\begin{align*}
V_{b}(\pi)=\mathbb{E}\left[\sum _ { k = 0 } ^ { \infty } \left(\left(r x_{\text {forgo }}(k) s(k)\right.\right.\right. & \left.\left.+\left(1-r x_{\text {forgo }}(k)\right) \bar{s}(k)\right)\right) \int_{T(k)}^{T(k+1)} \delta^{t} d t \\
& \left.\left.-\delta^{T(k+1)}\left(C_{\text {retain }} x_{\text {retain }}(k)+C_{\text {identify }} x_{\text {identify }}(k)\right)\right)\right], \tag{1.33}
\end{align*}
$$

where we have abused notation by having $\bar{s}(k), s(k)$, and the choices $x_{\square}(k)$ denote the values of $\bar{s}, s$, and the choices $x_{\square}$ during the $k$ th learning period from the present, letting $T(k)$ denote the ending time of the $k$ th learning period from the present, and setting the boolean values of the choices $x_{\square}(k)$ to be 0 when false and 1 when true.

Given a choice of parameters, the corresponding model parametrization $\boldsymbol{M}$ can be solved numerically with dynamic-programming-type methods. However, we instead pursue an analytic study to demonstrate desired facts about the model that hold more generally, regardless of the specific choice of parameters. The results of this

Model parameters of the modified Bayesian model

1. the marginal payoff distribution $\phi(a, b) \in \mathcal{P}(S)$ and its expected value $f(a, b)$, for every $a \in(0, \infty) \cup\{\infty\}$ and finite $0 \leq b \leq a$,
2. the discrete knowledge jumps $\{B(i): i \in \mathbb{N}, i>0\}$,
3. the learning period lengths $\left\{\Delta_{j}(i): i \in \mathbb{N}, i>0\right\}$ for $j \in\{i m, i n\}$,
4. the exponential discount factor $\delta$ of time,
5. the proportion $p$ of infinite-difficulty tasks among all innovation-learning tasks,
6. the proportion $q$ of imitation-learning tasks among all tasks,
7. the exponential discount factor $\eta$ of the distribution of task difficulty values,
8. the fraction of time $r$ of task attempts that can be devoted to alternative foraging opportunities,
9. the distribution $\psi \in \mathcal{P}(S)$ of the marginal payoffs of alternative foraging opportunities,
10. the expected cost $-C_{\text {retain }}$ of retaining a payoff observation, and
11. the expected cost $-C_{\text {identify }}$ of a mental time-measurement experiment to identify the learning type $j$.

Table 1.1. List of model parameters of the Bayesian model modified to represent ancestral human learning, presented in Subsection 1.2.2. These model parameters are required to satisfy the conditions discussed earlier in this subsection.

## Algorithmic description of the modified Bayesian model

1. The student draws from the distribution $\mu$ the task $(j, a)$, the value of which is unknown to them. The attempt number specific to the task, $i$, is set to zero, and their level of knowledge $b$ is set to zero. The time value $T$ is set to zero.
2. The student carries out the $i$ th attempt of the current task, which constitutes the following.

- First, the student draws from the distribution $\psi$ a random marginal payoff $s \in S$ whose value is known to them, and decide whether to forgo a fraction $r$ of the task attempt for this alternative marginal payoff.
- Second, the student decide whether to pay an expected cost $-C_{\text {identify }}$ for a time-measurement experiment to identify $\Delta_{j}(i)$, which is only possible if $\Delta_{\text {im }}(i)<\Delta_{\text {in }}(i)$ rather than $\Delta_{\text {im }}(i)=\Delta_{\text {in }}(i)$.
- Third, they spend the time $\Delta_{j}(i)$ on the task attempt ( $T$ is incremented by this amount), at the end of which they receive a payoff of

$$
\begin{cases}\delta^{T}(r s+(1-r) \bar{s}) \int_{0}^{\Delta_{j}(i)} \delta^{t} d t & \text { if the student had decided to forgo, }  \tag{1.34}\\ \delta^{T} \int_{0}^{\Delta_{j}(i)} \delta^{t} d t & \text { otherwise }\end{cases}
$$

where $\bar{s} \in S$ is drawn from the distribution $\phi(a, b)$. The student chooses whether to retain the observation $\bar{s}$ of the payoff value.

- Fourth, if the student had performed a time-measurement experiment during this learning attempt, then they learn the value $\Delta_{j}(i)$ and thereby, the learning type $j$.
- Fifth, $b$ discretely jumps to the next level-B(i +1$)$ or $a$, whichever is smaller - and the index $i$ is incremented by one.
- Finally, the student chooses whether to quit the current task. If so, they draw a new task $(j, a)$ from $\mu$ (independently with respect to the previously drawn tasks), $b$ is set to zero, and $i$ is set to zero. Otherwise, they continue to learn the task attempt at the new level of experience $i+1$.

3. Step 2 is infinitely repeated.

Table 1.2. An algorithmic description of the Bayesian model modified to represent ancestral human learning, presented in Subsection 1.2.2.
investigation are documented in Section 1.3.

### 1.3 Results

We denote the space of feasible policies of the model described in Subsection 1.2.2 by $\Pi$. A policy $\pi$ is called optimal if it maximizes the expected payoff in the remaining time at any feasible history $h$ :

$$
\begin{equation*}
\pi \in \arg \max _{\pi \in \Pi} V_{b}(\pi) \tag{1.35}
\end{equation*}
$$

In the following, we obtain results on properties necessarily possessed by any optimal policy $\pi$, which can help simultaneously explain the various empirically documented deviations of human confidence from a classically Bayesian estimate of past payoff data.

First, if the magnitude $C_{\text {retain }}$ of the expected cost of retaining payoff observations is sufficiently large, then no optimal policy $\pi$ ever retains payoff observations. This can be seen, for example, by taking

$$
\begin{equation*}
C_{\text {retain }}>\int_{0}^{\infty} \delta^{t} \max (S) d t \tag{1.36}
\end{equation*}
$$

an upper bound-for any time $T$ at which a task attempt ends- to the payoff (accounting for time-discounting) that can be obtained during the remaining time. The upper bound (1.36) is obtained when the student receives the maximal marginal payoff $\max (S)$ for every task, and does not pay any cost to retaining payoff observations or identifying the task's learning type. If $C_{\text {retain }}$ were larger than this maximum possible expected payoff in the remaining time, then the information yielded by paying a
cost of that magnitude would clearly never be worth it.
Throughout this paper, we assume that the magnitude $C_{\text {retain }}$ of the expected cost of "observing" (in the ecological setting, retaining in memory) payoff data is great enough that the student does not ever do so: so that the optimal choice $x_{\text {retain }}(t)$ is always given by

$$
\begin{equation*}
x_{\text {retain }}(t)=\text { false. } \tag{1.37}
\end{equation*}
$$

This is functionally equivalent to assuming that the payoff data is unavailable to the student.

The second characteristic that an optimal policy $\pi$ must possess is the following. Every action $\pi(h)$ of an optimal policy in response to a history $h$ might as well solely depend on the information of $h$ relevant to the current task $(j, a)$, and not on the other information (relevant to the previous tasks); this follows from the assumption that the student's tasks are statistically independent. Specifically, the choices of $x_{\text {forgo }}(t), x_{\text {identify }}(t)$, and $x_{\text {quit }}(t)$ should only depend on the conditional distribution $\mu_{\text {cond }}(b)$ of the current task's value $(j, a)$, conditional on the information contained in the past history $h$. This information, which allows the student to rule out (via Bayes' formula of conditional probability) certain task values $(j, a)$ from the initial conditional distribution of $\mu$, includes two components. For one thing, if there has been a time-measurement experiment on the current task, say with result $j \in\{i m, i n\}$, then the student can rule out all task values $\left(j^{\prime}, a\right)$ with $j^{\prime} \neq j$.

For another, the student's past sequence of knowledge levels on the task, $b(0), b(1), \ldots, b(i-$ 1 ), allows the student to rule out task values. If the sequence ends in one or more instances of $b=a \notin\{B(i): i \in \mathbb{N}\}$, then the student knows that their level of knowledge $b$ has caught up to the maximum value $a$. In other words, all task values $\left(j^{\prime}, a^{\prime}\right)$ with
$a^{\prime} \neq a$ can be ruled out. However, if the sequence has been completely consistent with the discrete knowledge values $\{B(i): i \in \mathbb{N}\}$ of the model, then the only task values $\left(j^{\prime}, a^{\prime}\right)$ that can be ruled out are those with $a^{\prime} \leq b=B(i)$. (Without loss of generality, we assume that the probability-zero event that the task difficulty a drawn from $\mu$ precisely equals one of the model's discrete knowledge levels $B(i)$, rather than falling between them, does not occur.)

Third, in an optimal policy $\pi$, every decision $x_{\text {forgo }}(t)$ whether to forgo a fraction of a task attempt's time for a known marginal payoff of $s \in S$ must be of the form described in Subsection 1.2.1: forgo if the task attempt's expected marginal payoff

$$
\begin{equation*}
\mathbb{E}_{(j, a) \rightsquigarrow \mu_{\text {cond }}(b)}[f(a, b)] \tag{1.38}
\end{equation*}
$$

is greater than the alternative marginal payoff $s$, and do not forgo if the latter is greater than the former (when they are equal, both choices are optimal). In other words, the student should choose the payoff that is greater in expectation. We call the quantity (1.38) the expected marginal payoff function or the confidence function. We propose that the evolutionary pressure to optimally exploit alternative foraging opportunities shaped ancestral humans' task-specific notion of confidence to track the task's expected marginal payoff (1.38), conditional on both the information known so far and the parameters of the ancestral environment.

The task's expected marginal payoff (1.38) is a function of the student's two relevant pieces of information: their level of knowledge $b$ and their information set on the learning type $j$ (whether they have ruled out the event $\{j=i m\}$, the event $\{j=i n\}$, or neither). Specifically, the confidence function can be written as $\hat{g}\left(E_{b}, E_{j}\right)$ mapping the
domain

$$
\begin{aligned}
& (\{\{b=B(i)\}: i \in \mathbb{N}\} \cup\{b=a \neq B(i)\}) \\
& \quad \times\{\{j=\text { im ruled out }\},\{j=\text { in ruled out }\},\{\text { neither } j \text { ruled out }\}\} \ni\left(E_{b}, E_{j}\right)
\end{aligned}
$$

to the range of marginal payoffs $[0,1]$, where $E_{b}$ denotes the information set regarding the student's information on $b$ and $E_{j}$, the information set regarding the student's information on $j$. We compute that the confidence function (1.38) is generally given by

$$
\hat{g}\left(E_{b}, E_{j}\right)= \begin{cases}1 & \text { if } E_{b}=\{b=a \neq B(i)\},  \tag{1.39}\\ g_{\text {im }}(B(i)) & \text { if } E_{b}=\{b=B(i)<a\} \text { and } E_{j}=\{j=\text { in ruled out }\}, \\ g_{\text {in }}(B(i)) & \text { if } E_{b}=\{b=B(i)<a\} \text { and } E_{j}=\{j=\text { im ruled out }\}, \\ g_{u}(B(i)) & \text { if } E_{b}=\{b=B(i)<a\} \text { and } E_{j}=\{\text { neither } j \text { ruled out }\},\end{cases}
$$

for

$$
\begin{align*}
g_{i m}(b) & =\frac{\int_{a>b} f(a, b) d \mu_{i m}(a)}{\int_{a>b} d \mu_{i m}(a)},  \tag{1.40}\\
g_{i n}(b) & =\frac{\int_{a>b} f(a, b) d \mu_{i n}(a)}{\int_{a>b} d \mu_{i n}(a)}, \tag{1.41}
\end{align*}
$$

and

$$
\begin{equation*}
g_{u}(b)=\frac{\int_{a>b} f(a, b) d \bar{\mu}(a)}{\int_{a>b} d \bar{\mu}(a)}, \tag{1.42}
\end{equation*}
$$

where $\bar{\mu}$ denotes the probability distribution $P \circ \mu:[0, \infty) \rightarrow[0,1]$ for the projection map $P(j, a)=a$. We call $g_{i m}, g_{i n}$, and $g_{u}$ the imitation-learning confidence function, the innovation-learning confidence function, and the unconditional confidence function,
respectively.
Let $\rho_{y}$ be a distribution of the form $\rho_{y}(a)=(1-y) \eta^{a} \log \frac{1}{\eta}$ for finite $a$ and $\rho_{y}(\infty)=y$, where $y \in[0,1)$. Define the generalized confidence function $g_{\rho_{y}}:[0, \infty) \rightarrow[0,1]$ by

$$
\begin{equation*}
g_{\rho_{y}}(b)=\frac{\int_{a>b} f(a, b) d \rho_{y}(a)}{\int_{a>b} d \rho_{y}(a)} . \tag{1.43}
\end{equation*}
$$

Then, we see that

$$
\begin{equation*}
\mu_{i m}=\rho_{0}, \mu_{i n}=\rho_{p}, \text { and } \bar{\mu}=\rho_{(1-q) p} \tag{1.44}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
g_{i m}(b)=g_{\rho_{0}}(b), g_{\text {in }}(b)=g_{\rho_{p}}(b), \text { and } g_{u}(b)=g_{\rho_{(1-q) p}}(b) \tag{1.45}
\end{equation*}
$$

One can then verify the following fact.

Proposition 1.1. For any $b>0$, the value of the generalized confidence function, $g_{\rho_{y}}(b)$, is strictly monotonically decreasing in $y$. In particular, the innovation-learning confidence function $g_{i n}(b)$ is at most the unconditional confidence function $g_{u}(b)$, which is at most the imitation-learning confidence function $g_{i m}(b)$. Specifically, we have

$$
\begin{equation*}
g_{i n}(b) \leq g_{u}(b) \leq g_{i m}(b), \tag{1.46}
\end{equation*}
$$

where the first inequality occurs with equality if and only if $q=0$ (or $p=0$, if this is allowed); and the second inequality, if and only if $q=1$ (or $p=0$, if this is allowed).

In other words, the evolutionarily optimal estimate of confidence at a level of knowledge $b$ (conditional on learning not yet having completed) is decreasing in the proportion $y$ of unlearnable tasks. This is due to the fact that the risk of unlearnability, of
the task difficulty $a=\infty$, has a reduction effect on the expected marginal payoff. This risk occurs with the highest probability within the distribution of task difficulties $a>b$ conditional on $j=i n$, occurs with zero probability within the distribution conditional on $j=i m$, and occurs with an in-between probability value within the distribution that is unconditional of the learning type $j$. Thus, the reduction effect on the confidence function also falls in this order. This phenomenon is illustrated in the plots of the three confidence functions for several model parametrizations in Figure 1.1.

Another consequence of the risk of unlearnability is non-monotonicity. Specifically, we will show that $g_{i m}(b)$ is monotonically increasing in $b$ under a non-restrictive assumption on the marginal payoff function $f(a, b)$. Note that if all tasks were learned by imitation rather than innovation ( $q=1$ ), then the confidence function (1.38) is of the form

$$
\hat{g}\left(E_{b}, E_{j}\right)= \begin{cases}1 & \text { if } E_{b}=\{b=a \neq B(i)\}  \tag{1.47}\\ g_{i m}(B(i)) & \text { if } E_{b}=\{b=B(i)\}\end{cases}
$$

and consequently, monotonically increasing in the level of experience $i$. In other words, if human confidence evolved in an environment where all tasks were learned by imitation, then we should expect it to be monotonically increasing in the level of knowledge: and thereby, the level of experience. The empirically documented confidence is non-monotonic in the level of experience, and thus unlikely to have evolved in such an environment.

On the other hand, we will show that due to the nontrivial risk of unlearnability, the confidence functions $g_{i n}(b)$ and $g_{u}(b)$ each decay to zero as $b \rightarrow \infty$. This opens up the possibility for the confidence function (1.38) to be non-monotonic in the empirically documented way: general increase with an intermediate period of decrease


Figure 1.1. The imitation-learning confidence function $g_{\text {im }}(b)$, the innovation-learning confidence function $g_{i n}(b)$, and the unconditional confidence function $g_{u}(b)$ for model parameter choices $p=0.4, q=0.5, \eta=0.6$, and varying payoff function $f(a, b)$; note that the other model parameters do not affect these confidence functions. Consistent with Proposition 1.1, we have the inequalities $g_{i n}(b)<g_{u}(b)<g_{i m}(b)$. Also, consistent with Proposition 1.2(a), when the payoff function $f(a, b)$ satisfies Assumption 1-panels (a) and (b) -the imitation-learning confidence function $g_{i m}(b)$ is strictly increasing. The payoff function of panel (c) does not satisfy Assumption 1. As a result, the corresponding imitation-learning confidence function $g_{i m}(b)$ is not necessarily strictly increasing (in fact, it is constant). Finally, consistent with Proposition 1.2(b), the confidence functions $g_{i n}(b)$ and $g_{u}(b)$ are eventually decaying to zero.
with respect to the level of experience. Whether this non-monotonicity evolves depends on the two remaining actions prescribed by the student's optimal policy $\pi$ : identifying the learning type, $x_{\text {identify }}(t)$; and quitting, $x_{\text {quit }}(t)$.

### 1.3.1 Imitation learning alone cannot explain non-monotonic confidence

Under reasonable assumptions on the model parameters, whether each of the confidence functions $g_{i m}(b), g_{i n}(b)$, and $g_{u}(b)$ is monotonic is determined by the presence of the risk of unlearnable tasks. Since the distribution $\mu_{i m}$ has zero probability on the event $\{a=\infty\}$, its associated confidence function $g_{i m}(b)$ is monotonically increasing in $b$, as long as the payoff function $f(a, b)$ satisfies the following condition:

Assumption 1. For all $m>0$ and $a \geq m$, the payoff function $f(a, b)$ satisfies

$$
\begin{equation*}
\frac{\partial}{\partial a} f(a, a-m)>0 . \tag{1.48}
\end{equation*}
$$

We argue that Assumption 1 is plausible because a fixed amount $m$ of knowledge constitutes a larger fraction of the total knowledge of an easy task than a difficult task; consequently, the argument goes, not knowing it should cause a harsher penalty in the former case. However, whether this claim generally holds is a question that should be studied empirically. Note that the assumption is satisfied by the example family of payoff functions (1.10), but not by the example family of payoff functions (1.12). Our aforementioned argument would then suggest that the former family (polynomial growth) is plausible as the marginal payoff function of ancestral learning environments, but not the latter family (exponential growth).

On the other hand, since the distributions $\mu_{\text {in }}$ and $\bar{\mu}$ have a positive probability on
the event $\{a=\infty\}$, their associated confidence functions $g_{i n}(b)$ and $g_{u}(b)$ are nonmonotonic. Specifically, both $g_{i n}(b)$ and $g_{u}(b)$ decay to zero for all sufficiently large $b$. In fact, the functions are strictly decreasing to zero for all sufficiently large $b$, as long as the following condition holds.

Assumption 2. As $b \rightarrow \infty$, the payoff function $f(a, b)$ satisfies

$$
\begin{equation*}
\int_{a>b} \frac{\partial}{\partial b} f(a, b) \eta^{a} d a \ll \eta^{b} . \tag{1.49}
\end{equation*}
$$

Here, the notation $F(b) \ll G(b)$ denotes the asymptotic condition that $F(b) / G(b) \rightarrow$ 0 as the input variable $b \rightarrow \infty$. Note that Assumption 2 is satisfied by the family of payoff functions (1.10) for any parameter $\eta \in(0,1)$.

We summarize the above discussion in the following theorem statement.
Proposition 1.2. The generalized confidence function $g_{\rho_{y}}$ satisfies the following:
a) If $y=0$, then we have $\frac{d}{d b} \rho_{\rho_{y}}(b)>0$ for all $b \geq 0$, as long as Assumption 1 holds.
b) If $0<y<1$, then we unconditionally have $g_{\rho_{y}}(b) \rightarrow 0$ as $b \rightarrow \infty$.
c) If $0<y<1$, then we have $\frac{d}{d b} g_{\rho_{y}}(b)<0$ for all sufficiently large $b$, as long as Assumption 2 holds.

The expected marginal payoff of a task is monotonically increasing when there is no risk that the task is unlearnable, as is the case when it is learned by innovation. In other words, since $\mu_{i m}=\rho_{0}$, the function $g_{i m}$ should be monotonically increasing. However, there is a nontrivial probability $y$ of unlearnability when the learning type of the task is either uncertain or fully determined as innovation: $\mu_{\text {in }}=\rho_{p}$ and $\bar{\mu}=\rho_{(1-q) p}$. In this case, the corresponding expected marginal payoffs ( $g_{i n}$ and $g_{u}$, respectively) both eventually monotonically decrease to zero.

We have plotted in Figure 1.1 confidence functions of an example model parametrization with varying marginal payoff function $f(a, b)$, which illustrate the conclusions of Proposition 1.2. We note in particular that functions of the form $f(a, b)=(b / a)^{\lambda}$ detailed in (1.10)—satisfy Assumption 1. Thus, by Proposition 1.2(a), any model parametrization with this choice of marginal payoff function will have a strictly increasing imitation-learning confidence function $g_{i m}(b)$. However, functions of the form $f(a, b)=\zeta^{a-b}$ - detailed in (1.12)—do not satisfy Assumption 1, which opens up the possibility that $g_{i m}(b)$ will not be strictly increasing. In fact, we then can apply the change of variables $\bar{a}=a-b$ to see that the imitation-learning confidence function

$$
\begin{align*}
g_{\text {im }}(b)=\frac{\left(\log \frac{1}{\eta}\right) \int_{a>b} \zeta^{q-b} \eta^{a} d a}{\left(\log \frac{1}{\eta}\right) \int_{a>b} \eta^{a} d a} & =\left(\log \frac{1}{\eta}\right) \int_{a>b} \zeta^{a-b} \eta^{a-b} d a \\
& =\left(\log \frac{1}{\eta}\right) \int_{0}^{\infty} \zeta_{\overline{\overline{ }}} \eta^{\bar{a}} d \bar{a} \tag{1.50}
\end{align*}
$$

is constant with respect to $b$. Thus, we see that Assumption 1 constitutes a nontrivial necessary condition for $g_{i m}(b)$ to be strictly increasing.

### 1.3.2 Analyzing a subfamily of model parametrizations via approximation

We have solved for the optimal choice of $x_{\text {forgo }}(t)$, the decision of when to forgo a proportion of the task payoff for an alternative foraging opportunity. Assuming the policy $\pi$ always uses this optimal choice, the only other components of $\pi$ that can vary are $x_{\text {identify }}(t)$, the decision whether to perform a time-measurement experiment to identify the learning type $j$; and $x_{\text {quit }}(t)$, the decision whether to quit. Recall that the only information that is relevant for the optimal choice of these components is the pair of information sets $E_{b}$ and $E_{j}$ regarding the student's current task. We abuse no-
tation by letting

$$
\begin{equation*}
\pi\left(E_{b}, E_{j}\right)=\left(x_{\text {identify }}, x_{\text {quit }}\right) \tag{1.51}
\end{equation*}
$$

denote the action of the optimal policy $\pi$ (omitting the components $x_{\text {retain }}$ and $x_{\text {forgo }}$, which have already been solved previously) at the pair of information sets $\left(E_{b}, E_{j}\right)$.

We proceed to define a tractable subfamily of parametrizations of our model for which the optimal estimate of confidence, as a function of the level of experience $i$, displays the empirically documented non-monotonicity: general increase with an intermediate period of decrease. Whether this non-monotonicity occurs would depend, in general, on the action components $x_{\text {retain }}(k)$ and $x_{\text {forgo }}(k)$ of the optimal policy $\pi$. Our subfamily of model parametrizations will be constructed-via approximation-to have the appropriate optimal action components $x_{\text {retain }}$ and $x_{\text {forgo }}$ that guarantee the desired non-monotonicity.

Let us fix all choices of model parameters with the exception of the discrete knowledge jumps $\{B(i, n): i \in \mathbb{N}, i>0\}$, the learning period lengths $\left\{\Delta_{j}(i, n): i \in \mathbb{N}, i>0\right\}$ and the corresponding cumulative learning period lengths $\left\{T_{j}(i, n): i \in \mathbb{N}, i>0\right\}$-for $j \in\{i m, i n\}$, the fraction of time $r(n)$ of task attempts that can be devoted to alternative foraging opportunities, and the expected cost $C_{\text {identify }}(n)$ of a time-measurement experiment to identify the learning type $j$. This gives a sequence of model parameterizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ varying with $n$. We will construct $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ so that as $n \rightarrow \infty$, the imitation-learning knowledge function and the innovation-learning knowledge function, defined respectively by

$$
\begin{equation*}
L_{i m, n}(t)=B\left(\max \left\{i: T_{i m}(i, n) \leq t\right\}\right) \tag{1.52}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{i n, n}(t)=B\left(\max \left\{i: T_{i n}(i, n) \leq t\right\}\right), \tag{1.53}
\end{equation*}
$$

can be well-approximated by the continuous imitation-learning knowledge function

$$
\begin{equation*}
L_{i m, \infty}(t):[0, \infty) \rightarrow[0, \infty), \tag{1.54}
\end{equation*}
$$

and the continuous innovation-learning knowledge function

$$
\begin{equation*}
L_{i n, \infty}(t):[0, \infty) \rightarrow[0, \infty) \tag{1.55}
\end{equation*}
$$

respectively. The knowledge functions $L_{i m, \infty}(t)$ and $L_{i n, \infty}(t)$ are required to be bijective, continuous, and piecewise continuously differentiable such that their respective derivatives $\frac{d}{d t} L_{i m, \infty}(t)$ and $\frac{d}{d t} L_{i n, \infty}(t)$ are positive whenever they are well-defined. We will describe the context of this continuous approximation in Subsection 1.3.4.

We now formally define the continuous learning model, a continuous approximation of our discrete learning model defined in Subsection 1.2.2. Suppose that instead of obtaining discrete payoffs at the end of discrete task attempts, the student obtains a flow payoff

$$
\begin{equation*}
\delta^{t} f(a(t), b(t)) d t, \tag{1.56}
\end{equation*}
$$

based on the task difficulty $a$ and the student's level of knowledge $b$. The term $a(t)$ denotes the difficulty level of the task that is being learned at time $t$, and thus has zero derivative everywhere except for the discrete set of points of time at which tasks are quit. When a task is quit at time $t$, and at the starting time $t=0$, a task is drawn i.i.d. from the distribution $\mu$ as in the model of Subsection 1.2.2; and if $t>0$, the
term $a(t)$ is updated to the newly drawn task difficulty.
The term $b(t)$ denotes the student's level of knowledge, and in the continuous learning model, updates continuously in the amount of time $t$. Specifically, we have

$$
b(t)= \begin{cases}L_{i m, \infty}(\bar{t}) & \text { if } j=i m \text { and } L_{i m, \infty}(\bar{t})<a  \tag{1.57}\\ a & \text { if } j=i m \text { and } L_{i m, \infty}(\bar{t}) \geq a \\ L_{i n, \infty}(\bar{t}) & \text { if } j=\text { in and } L_{i n, \infty}(\bar{t})<a \\ a & \text { if } j=\text { in and } L_{i n, \infty}(\bar{t}) \geq a\end{cases}
$$

where

$$
\begin{equation*}
\bar{t}=t-T_{\text {start }}(t) \tag{1.58}
\end{equation*}
$$

denotes the length of the time period $\left[T_{\text {start }}(t), t\right]$ spent learning the current task (at time $t$ ) and

$$
\begin{equation*}
T_{\text {start }}(t) \tag{1.59}
\end{equation*}
$$

denotes the time at which the current task has been drawn.
We further suppose that in the continuous learning model, there is no option to exploit alternative foraging opportunities. Similarly, we suppose that the learning type of a task is not information that can be learned by paying a cost. The justification for these assumptions is that these quantities - the payoff difference due to alternative foraging opportunities and the costs of identifying the learning type-become negligible as $n \rightarrow \infty$ in the continuous approximation.

Finally, we suppose that the option to quit for an opportunity-cost task satisfies the following. For a positive constant $\beta$, the student can-when learning has not yet completed- either quit all tasks (both $j=i m$ and $j=i n$ ) at any level of experience $b \in$
$(0, \infty)$ without identifying the task type, or quit $j=i m$ tasks at a level of experience $b_{\text {im }} \in[\beta, \infty) \cup\{\infty\}$ and $j=$ in tasks at a level of experience $b_{i n} \geq[\beta, \infty) \cup\{\infty\}$.

The student's strategy space in the continuous learning model pertains entirely to quitting, and is given by

$$
\begin{equation*}
\mathcal{A}_{\infty}=\mathcal{Q}^{\infty}=\left(((0, \infty) \cup \infty) \cup([\beta, \infty) \cup\{\infty\})^{2}\right)^{\infty} \tag{1.60}
\end{equation*}
$$

for

$$
\begin{equation*}
\mathcal{Q}=((0, \infty) \cup \infty) \cup([\beta, \infty) \cup\{\infty\})^{2} . \tag{1.61}
\end{equation*}
$$

Here, the first subset $(0, \infty)$ denotes the set of quitting strategies $b$ that quit all tasks at any level of experience $b>0$ without identifying the learning type, and the second subset $([\beta, \infty) \cup\{\infty\})^{2}$ denotes the set of quitting strategies $\left(b_{\text {im }}, b_{\text {in }}\right)$ that quit $j=$ im tasks at a level of experience $b_{i m} \in[\beta, \infty) \cup\{\infty\}$ and $j=$ in tasks at a level of experience $b_{i n} \geq[\beta, \infty) \cup\{\infty\}$. The action

$$
\begin{equation*}
\left(b_{1}, \boldsymbol{b}_{2}, \ldots\right) \in \mathcal{A}_{\infty} \tag{1.62}
\end{equation*}
$$

denotes the overall strategy that quits the $i$ th task using the strategy action $b_{i}$ for $i \in \mathbb{N}$. The total payoff in the continuous learning model is given by

$$
\begin{equation*}
\int_{0}^{\infty} \delta^{t} f(a(t), b(t)) d t \tag{1.63}
\end{equation*}
$$

where $a(t)$ is the difficulty value of the task being learned at time $t$ (which discretely changes whenever a new task is drawn), and $b(t)$ is the student's level of knowledge of this task.

In summary, Table 1.3 provides the list of parameters comprising our continuous learning model, and Table 1.4 provides a step-by-step algorithm for the model. The student's objective is to maximize the expected payoff, the expected value of (1.63):

$$
\begin{equation*}
V_{\infty}\left(\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \ldots\right)\right)=\mathbb{E}\left[\int_{0}^{\infty} \delta^{t} f(a(t), b(t)) d t\right] . \tag{1.64}
\end{equation*}
$$

Decision theory yields that the maximal expected payoff $V_{\infty}\left(\left(\boldsymbol{b}_{1}, \boldsymbol{b}_{2}, \ldots\right)\right)$ is obtained by a strategy that acts in the same way for every history sharing the same information set. In particular, the maximal payoff is obtained by a strategy that uses the same quitting strategy $\boldsymbol{b} \in \mathcal{Q}$ for every drawn task, corresponding to the strategy

$$
\begin{equation*}
(\boldsymbol{b}, \boldsymbol{b}, \ldots) \in A_{\infty} . \tag{1.65}
\end{equation*}
$$

The expected total payoff of such a quitting strategy $b$ is given by the function

$$
V_{\infty}(\boldsymbol{b})= \begin{cases}V_{\infty, u}(b) & \text { if } \boldsymbol{b}=b,  \tag{1.66}\\ V_{\infty, c}\left(b_{i m}, b_{i n}\right) & \text { if } \boldsymbol{b}=\left(b_{i m}, b_{i n}\right) .\end{cases}
$$

Here, the value function $V_{\infty, u}(b)$ is defined by

$$
\begin{equation*}
V_{\infty, u}(b)=q V_{i m, \infty, u}(b)+(1-q) V_{i n, \infty, u}(b), \tag{1.67}
\end{equation*}
$$

where $\left(V_{i m, \infty, u}(b), V_{i n, \infty, u}(b)\right)$ is the solution to the system of equations

Model parameters of the continuous learning model

1. the marginal payoff function $f(a, b)$,
2. the imitation-learning knowledge function $L_{i m, \infty}(t)$,
3. the innovation-learning knowledge function $L_{i n, \infty}(t)$,
4. the exponential discount factor $\delta$ of time,
5. the proportion $p$ of infinite-difficulty tasks among all innovation-learning tasks,
6. the proportion $q$ of imitation-learning tasks among all tasks,
7. the exponential discount factor $\eta$ of the distribution of task difficulty values,
8. the constant $\beta$ constraining the student's quitting.

Table 1.3. List of model parameters of the continuous learning model, which approximates our modified Bayesian model of ancestral human learning. The continuous learning model is presented in Subsection 1.3.2.

## Algorithmic description of the continuous learning model

1. Time is set to $T=0$.
2. The student draws from the distribution $\mu$ the task $(j, a)$, the value of which is unknown to them.
3. If the student's quitting strategy is $b=b$, then they receive a payoff of

$$
\begin{equation*}
\int_{T}^{T+L_{j, \infty}^{-1}(b)} \delta^{t} f\left(a, L_{j, \infty}(t)\right) d t \tag{1.68}
\end{equation*}
$$

and $T$ is incremented by $L_{j, \infty}^{-1}(b)$. If the student's quitting strategy is $\boldsymbol{b}=$ $\left(b_{i m}, b_{i n}\right)$, then they receive a payoff of

$$
\begin{equation*}
\int_{T}^{T+L_{j, \infty}^{-1}\left(b_{j}\right)} \delta^{t} f\left(a, L_{j, \infty}(t)\right) d t \tag{1.69}
\end{equation*}
$$

and time is incremented by $L_{j, \infty}^{-1}\left(b_{j}\right)$.
4. If $T=\infty$, the algorithm is complete. If $T$ is finite, return to Step 2 and repeat it along with the following steps.

Table 1.4. An algorithmic description of the continuous learning model, which approximates our modified Bayesian model of ancestral human learning. The continuous learning model is presented in Subsection 1.3.2.

$$
\begin{align*}
V_{i m}=\int_{0}^{b} & \left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i m}(a) \\
& +\int_{a>b}\left(\int_{0}^{L_{i m, \infty}^{-1}(b)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\delta^{L_{i m}^{-1}, \infty}(b)\left(q V_{i m}+(1-q) V_{i n}\right)\right) d \mu_{i m}(a), \tag{1.70}
\end{align*}
$$

and

$$
\begin{align*}
V_{i n}=\int_{0}^{b} & \left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i n}(a) \\
& +\int_{a>b}\left(\int_{0}^{L_{i n, \infty}^{-1}(b)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\delta^{L_{i n, \infty}^{-1}(b)}\left(q V_{i n}+(1-q) V_{i n}\right)\right) d \mu_{i n}(a) \tag{1.71}
\end{align*}
$$

while the value function $V_{\infty, c}\left(b_{i m}, b_{i n}\right)$ is defined by

$$
\begin{equation*}
V_{\infty, c}\left(b_{i m}, b_{i n}\right)=q V_{i m, \infty, c}\left(b_{i m}, b_{i n}\right)+(1-q) V_{i n, \infty, c}\left(b_{i m}, b_{i n}\right), \tag{1.72}
\end{equation*}
$$

where $\left(V_{i m, \infty, c}\left(b_{i m}, b_{i n}\right), V_{i n, \infty, c}\left(b_{i m}, b_{i n}\right)\right)$ is the solution to the system of equations

$$
\begin{align*}
V_{i m}=\int_{0}^{b_{i m}} & \left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i m}(a) \\
& +\int_{a>b_{i m}}\left(\int_{0}^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)}\left(q V_{i m}+(1-q) V_{i n}\right)\right) d \mu_{i m}(a), \tag{1.73}
\end{align*}
$$

and

$$
\begin{align*}
V_{i n}=\int_{0}^{b_{i n}} & \left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i n}(a) \\
& +\int_{a>b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(q V_{i m}+(1-q) V_{i n}\right)\right) d \mu_{i n}(a) . \tag{1.74}
\end{align*}
$$

In fact, we can explicitly solve for these value functions.

Lemma 1.3. The value functions $V_{i m, \infty, c}, V_{i n, \infty, c}, V_{i m, \infty, u}$, and $V_{i n, \infty, u}$ are given by

$$
\begin{equation*}
\left(\left(V_{i m, \infty, c}\left(b_{i m}, b_{i n}\right), V_{i n, \infty, c}\left(b_{i m}, b_{i n}\right)\right)=\left(\hat{V}_{i m}\left(b_{i m}, b_{i n}\right), \hat{V}_{i n}\left(b_{i m}, b_{i n}\right)\right)\right. \tag{1.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\left(V_{i m, \infty, u}(b), V_{i n, \infty, u}(b)\right)=\left(\hat{V}_{i m}(b, b), \hat{V}_{i n}(b, b)\right) .\right. \tag{1.76}
\end{equation*}
$$

Here, the functions $\hat{V}_{i m}, \hat{V}_{i n}:((0, \infty) \cup\{\infty\})^{2} \rightarrow[0, \infty)$ are defined by

$$
\begin{equation*}
\hat{V}_{i m}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{d e}-\mathfrak{b} \mathfrak{f}}{\mathfrak{g}} \tag{1.77}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{V}_{i n}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{a f}-\mathfrak{c e}}{\mathfrak{g}} \tag{1.78}
\end{equation*}
$$

for

$$
\begin{gather*}
\mathfrak{a}=1-q \delta^{L_{i m, \infty}^{-1}\left(b_{i n}\right)} \eta^{b_{i n}}  \tag{1.79}\\
\mathfrak{b}=-(1-q) \delta^{\mathcal{L}_{i m, \infty}^{-1}\left(b_{i n}\right)} \eta^{b_{i n}}, \tag{1.80}
\end{gather*}
$$

$$
\begin{gather*}
\mathfrak{c}=-q \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right),  \tag{1.81}\\
\mathfrak{d}=1-(1-q) \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right),  \tag{1.82}\\
\mathfrak{e}=\int_{0}^{b_{i m}}\left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i m}(a) \\
+\int_{a>b_{i m}}\left(\int_{0}^{L_{i n, \infty}^{-1}\left(b_{i m}\right)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t\right) d \mu_{i m}(a),  \tag{1.83}\\
\mathfrak{f}=\int_{0}^{b_{i n}}\left(\int_{0}^{L_{i n}^{-1}, \infty(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i n}(a) \\
+\int_{a>b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t\right) d \mu_{i n}(a), \tag{1.84}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathfrak{g}=1-\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right)+q\left(\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right)-\delta^{L_{i m, \infty}^{-1}\left(b_{i n}\right)} \eta^{b_{i n}}\right) . \tag{1.85}
\end{equation*}
$$

In particular, we have $V_{\infty}\left(b_{i m}, b_{i n}\right)=\hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)$ and $V_{\infty}(b)=\hat{V}_{\infty}(b)$ for

$$
\begin{equation*}
\hat{V}_{\infty}=q \hat{V}_{i m}+(1-q) \hat{V}_{i n} . \tag{1.86}
\end{equation*}
$$

Note that it makes sense to view the space of quitting strategies $\mathcal{Q}$ as the domain

$$
\begin{equation*}
\overline{\mathcal{Q}}=\{(b, b): b \in(0, \infty) \cup\{\infty\}\} \cup\left\{\left(b_{i m}, b_{i n}\right): b_{i m}, b_{i n} \geq \beta\right\} \subset([0, \infty) \cup \infty)^{2}, \tag{1.87}
\end{equation*}
$$

representing the space of strategies that use the same quitting strategy for every task. Note that the two subsets above nontrivially intersect. This has the meaning that the strategy $b=b \geq \beta$ that quits without identifying the learning type obtains the same payoff as the strategy $\boldsymbol{b}=(b, b)$ that identifies the learning type before quitting, due to our assumption that the cost of identifying the learning type limits to zero in the continuous approximation.

We formalize the aforementioned assumptions regarding the approximation of the discrete learning models $\boldsymbol{M}(n)$ by the continuous learning model $\boldsymbol{M}(\infty)$. A sequence of model parametrizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ is said to converge to the continuous model parametrization $\boldsymbol{M}(\infty)$ if:

1. The sequence of functions $\left\{L_{j, n}\right\}_{n>0}$ monotonically converges (increasing with respect to $n$ ) to $L_{j, \infty}$ in a way such that $L_{j, \infty}(T(i, n))=B(i, n)$ for all $n$ and $i$.
2. The parameters $\delta, f(a, b), p, q$, and $\eta$ are shared by all $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ and $\boldsymbol{M}(\infty)$.
3. We have $\Delta_{i m}(i, n)=\Delta_{i n}(i, n)$ for all $i$ such that $B(i, n)<\beta$, and $\Delta_{i m}(i, n)<$ $\Delta_{i n}(i, n)$ for all $i$ such that $B(i, n) \geq \beta$.
4. The parameters $r(n)$ and $C_{\text {identify }}(n)$ are monotonically decreasing to zero such that

$$
\begin{equation*}
r(n) \ll C_{\text {identify }}(n) \ll 1 . \tag{1.88}
\end{equation*}
$$

The first condition constitutes the assumption that the student's accumulation of knowledge is sufficiently fine, and thus can be approximated by a continuous knowledge function. The second condition specifies the shared parameters between the approximated model parametrizations and the approximating continuous learning model. The third condition constitutes the assumption that the speeds of imitation
and innovation are too similar to distinguish in the early stages of learning $(b<\beta)$, but branch off so that they become distinguishable in the later stages $(b \geq \beta)$. This branch-off can occur, for example, if the respective speeds of learning increase over time - as they did in the experimental variant of Sanchez and Dunning ${ }^{204}$ that measured learning speeds-such that the rate of increase is faster for imitation than it is for innovation. And finally, the fourth condition represents the assumption that the additional payoffs from alternative foraging opportunities are negligible compared to the ecological fitness cost of identifying a given task's learning type, which is negligible compared to task payoffs.

This notion of convergence is key to our approach of continuous approximation. Recall that the optimal payoff of our original discrete learning model is achieved by a policy $\pi$ whose choice of action $\pi(h)$ is the same for all histories of the same pair of information sets $\left(E_{b}, E_{j}\right)$. For such a policy $\pi$, define

$$
\begin{equation*}
i_{\text {identify }}=\min \left\{i: \pi(\{b=B(i)\},\{\text { neither } j \text { ruled out yet }\})=\left(\text { true }, x_{\text {quit }}\right)\right\}, \tag{1.89}
\end{equation*}
$$

the level of experience at which the learning type $j$ is identified. If the policy $\pi$ (conditional on learning not having completed) quits earlier than $i_{\text {identify }}$, say at level of experience

$$
\begin{equation*}
i_{\text {quit }, \mathrm{u}}=\min \left\{i<i_{\text {identify }}: \pi(\{b=B(i)\},\{\text { neither } j \text { ruled out yet }\})=(\text { false }, \text { true })\right\}, \tag{1.90}
\end{equation*}
$$

then we say that the quitting strategy of $\pi$ is representable by $\boldsymbol{b}=B\left(i_{\text {quit,u }}\right)$. If the policy $\pi$ (conditional on learning not having completed) quits at or later than $i_{\text {identify }}$,
then we define

$$
\begin{equation*}
i_{\text {quit,im }}=\min \left\{i \geq i_{\text {identify }}: \pi(\{b=B(i)\},\{j=\text { in ruled out }\})=(\text { false }, \text { true })\right\} \tag{1.91}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{\text {quit }, \text { in }}=\min \left\{i \geq i_{\text {identify }}: \pi(\{b=B(i)\},\{j=\text { im ruled out }\})=(\text { false }, \text { true })\right\} \tag{1.92}
\end{equation*}
$$

which denote the earliest levels of experience $i \geq i_{\text {identify }}$ at which tasks of learning type $j$ are quit (conditional on learning not having completed). Then, we say that the quitting strategy of $\pi$ is representable by $\boldsymbol{b}=\left(B\left(i_{\text {quit,im }}\right), B\left(i_{\text {quit,in }}\right)\right)$.

Assuming these conditions hold, we have the following approximation result:

Proposition 1.4. Suppose we have a sequence of model parametrizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ that converges to the continuous learning model $\boldsymbol{M}(\infty)$. Let $V_{n}$ denote the payoff function corresponding to $\boldsymbol{M}(n)$. For every $\varepsilon>0$, there exists $N$ sufficiently large that for all $n \geq N$, we have

$$
\begin{equation*}
\left|V_{n}(\pi)-V_{\infty}(\boldsymbol{b}(\pi))\right|<\varepsilon \tag{1.93}
\end{equation*}
$$

whenever $\pi$ is representable as $\boldsymbol{b}(\pi)$.

The intuition is that since the magnitude of the cost of identifying the learning type $C_{\text {identify }}$ is negligible compare to the main term, and the additional payoffs from alternative foraging opportunities are even more negligible, the main term of the payoff $V_{n}(\pi)$ —comprised of payoffs obtained from the task-will asymptotically dominate. In the proof of Proposition 1.4 , we will construct a function $\hat{V}_{n}\left(b_{i m}, b_{i n}\right)$ that can represent this main term. A key step in the proof that the inequality (1.93) holds will be that the constructed function with $b$ placed in both inputs, $\hat{V}_{n}(b, b)$, is continuous
at $b=0$, and that the same holds for $\hat{V}_{\infty}(b, b)$. This allows us to apply Dini's theorem that for a sequence of continuous functions on a compact space that monotonically converges to another continuous function on the compact space, the convergence is uniform. Dini's theorem, a tool we will use several times in this paper, is the reason we have defined the notion of convergence of model parametrizations $\boldsymbol{M}(n)$ in terms of monotonic convergence of the knowledge functions $L_{j, n}$.

Through Proposition 1.4, we have essentially reduced the problem of studying the action components $x_{\text {identify }}$ and $x_{\text {quit }}$ in sufficiently fine model parametrizations $\boldsymbol{M}(n)$ to looking at the analogous problem in the continuous approximation $\boldsymbol{M}(\infty)$. We proceed to analyze the latter in the following subsections to gain an insight on the optimal choice of whether to quit the status-quo task in a sufficiently fine model parametrization $\boldsymbol{M}(n)$, i.e., with $n$ sufficiently large. The advantage of studying the continuous learning model $M(\infty)$ is that it is significantly more tractable. For it, we can obtain quite general results about the optimal quitting strategy $\boldsymbol{b}$, which can manifest in the evolutionarily optimal estimate of confidence in the approximated model parametrizations $M(n)$.

### 1.3.3 Dichotomy of quitting strategies based on the learning type

We begin by proving that tasks that are known to be learned by imitation are never optimally quit in the continuous learning model, as long as Assumption 1 holds and the knowledge function $L_{i m, \infty}(t)$ is convex. The intuition is the following. First, the optimal expected marginal payoff is increasing in the level of knowledge when the task is known to be learned by imitation, due to Assumption 1. Second, tasks learned by imitation are learned at least as fast at higher levels of knowledge, by the assumption
of the convexity of $L_{i m, \infty}(t)$. Finally, tasks learned by innovation in expectation yield less payoff than tasks learned by imitation. Thus, quitting at any level of knowledge $b>0$ has three negative effects on expected payoff-reducing the expected marginal payoff, slowing down learning, and replacing the current imitation-learning task with an on-expectation inferior innovation-learning task-and is thus suboptimal.

Proposition 1.5. In a continuous learning model, every $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ that maximizes the payoff $V_{\infty}(\boldsymbol{b})$ must have $b_{i m}=\infty$, as long as Assumption 1 holds and the imitation-learning knowledge function $L_{i m, \infty}(t)$ is convex.

As a result, the problem of finding the quitting strategy $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ that maximizes the value function $V_{\infty, c}\left(b_{i m}, b_{\text {in }}\right)$ becomes a one-dimensional maximization problem

$$
\begin{equation*}
\max _{b_{i n} \in[\beta, \infty) \cup\{\infty\}} V_{\infty, c}\left(\infty, b_{\text {in }}\right) . \tag{1.94}
\end{equation*}
$$

Note that the convexity of a knowledge function $L_{j, \infty}(t)$ constitutes the assumption that knowledge-learning is (weakly) faster in its later stages. If true, this may reflect a dynamic where potential advances in task-specific knowledge are limited by the amount of previously held knowledge, so that such advances are more likely to arise from the substantial knowledge base in the late stages of learning than from the lacking knowledge base in the early stages of learning. However, the opposite assumption of a concave knowledge function $L_{j, \infty}(t)$, the assumption that knowledge-learning is (weakly) faster in its earlier stages, is also plausible. If true, this may reflect a dynamic where there are more "low-hanging fruits" in the early stages of learning than in the late stages. Empirical studies can help quantitatively investigate aspects of knowledge accumulation as a function of time: in particular, which of the two aforementioned dynamics dominates at any given stage of learning.

Next, we prove an unconditional result: that tasks known to be either learned by innovation or of ambiguous learning type are always optimally quit at an intermediate level of knowledge.

Proposition 1.6. In a continuous learning model, every $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ that maximizes the value function $V_{\infty}(\boldsymbol{b})$ satisfies $b_{\text {in }}<\infty$. Also, every $\boldsymbol{b}=b \in(0, \infty) \cup\{\infty\}$ that maximizes the value of the function $V_{\infty}(\boldsymbol{b})$ satisfies $b<\infty$.

The intuition is that these tasks, in contrast to tasks known to be learned by imitation, come with a risk of unlearnability that asymptotically dominates as the level of knowledge becomes sufficiently high. As a result, conditional on learning not yet having completed, the expected payoff from staying the course asymptotically decays to the point of being overtaken by that yielded by switching to an opportunity-cost task.

### 1.3.4 Implications for the evolutionarily optimal estimate of confidence

Consider the evolutionarily optimal estimate of confidence $\hat{g}\left(E_{b}, E_{j}\right)$, defined in (1.39), for a model parametrization $\boldsymbol{M}(n)$ for a sufficiently large $n$. Unlike in the continuous limit $\boldsymbol{M}(\infty)$, the model parametrization $\boldsymbol{M}(n)$ is characterized by alternative foraging opportunities, whose exploitation factors into the payoff function $V_{n}(\pi)$. Thus, the student in the model $\boldsymbol{M}(n)$ is predicted to evolve the optimal estimate of confidence $\hat{g}\left(E_{b}, E_{j}\right)$.

The possible values of confidence as a function of the level of knowledge $b$ (conditional on learning not having completed yet, $b<a)$ are $g_{i m}(b), g_{i n}(b)$, and $g_{u}(b)$. Under Assumption 1 and the assumption that the imitation-learning knowledge function $L_{\text {im }, \infty}(t)$ is convex, tasks learned by imitation are never quit. Consequently, there are
two possibilities for how a payoff-maximizing strategy $\boldsymbol{b}$ in the approximating continuous learning model $\boldsymbol{M}(\infty)$ will learn tasks.

The first possibility, corresponding to the case that $\boldsymbol{b}=b^{\prime}$, is that tasks are learned until a level of knowledge $b^{\prime}$ and quit if learning has not completed by then. In this case, the optimal estimate of confidence $\hat{g}\left(E_{b}, E_{j}\right)$, conditional on $b<a$, is given by $g_{u}(b)$ for $b<b^{\prime}$, and tasks are never learned to a higher level of knowledge than $b^{\prime}$. This conclusion seems empirically untenable for two reasons. First, there are many instances of human learning of tasks that continues on to high levels of experience and knowledge without quitting. Second, the function $g_{u}(b)$ has been shown in Proposition 1.2 to eventually decay to zero for $b$ sufficiently high, which contradicts the empirical pattern that confidence is generally increasing in the level of experience (albeit with an intermediate period of decrease).

The second possibility, corresponding to the case that $\boldsymbol{b}=\left(\infty, b_{i m}\right)$ for $b_{i m} \in$ $[\beta, \infty)$, is that tasks are learned until a level of knowledge $b_{i m}$, at which point tasks of innovation-learning type are quit if learning has not completed by then and tasks of imitation-learning type are learned to completion. Recall that we have assumed that the additional payoff obtainable from alternative foraging opportunities, which scale with $r$, is negligible compared to the cost of identifying the learning type $-C_{\text {identify }}$. A consequence of this assumption is that in the limit $n \rightarrow \infty$, the only possible upside of identifying the learning type is to enable differentiated choices pertaining to quitting that differ between the two learning types. Moreover, the negligibility of the cost $-C_{\text {identify }}$ in comparison to payoffs from the task necessitate that this cost is paid at the latest possible time which allows for the optimal such differentiated quitting strategy to be played: specifically, during the task attempt $i_{\text {identify }}$ for which $b_{\text {im }}=B\left(i_{\text {identify }}, n\right)$ is payoff-maximizing among the possible quitting points
$\{B(i, n)\}_{n \in \mathbb{N}, n>0}$.
Because of this, when the strategy of the form $b=\left(\infty, b_{i m}\right)$ is used, the optimal estimate of confidence $\hat{g}\left(E_{b}, E_{j}\right)$, conditional on $b<a$, is given by $g_{u}(b)$ for $b<b_{\text {im }}$ and by $g_{i m}(b)$ for $b \geq b_{i m}$. Since $g_{u}(b)$ eventually decays to zero and $g_{i m}(b)$ is monotonically increasing, their piecewise combination (conditional on learning not yet having completed),

$$
g(b)= \begin{cases}g_{u}(b) & \text { if } b \leq b_{i n}  \tag{1.95}\\ g_{i m}(b) & \text { if } b>b_{i n}\end{cases}
$$

can be non-monotonic in the empirically observed way: generally increasing with an intermediate period of decrease.

In order for the evolutionarily optimal estimate of confidence $\hat{g}\left(E_{b}, E_{j}\right)$ to be empirically tenable, the payoff-maximizing strategy seems to need to be of the form $\boldsymbol{b}=\left(\infty, b_{i m}\right)$, and not $\boldsymbol{b}=b$. To show the plausibility of the former possibility, we construct model parameters $p$ (the proportion of unlearnable tasks among all tasks learned by innovation) and $q$ (the proportion of tasks learned by imitation among all tasks) for which this is true. We do this by showing that both $p$ and $q$ can be taken sufficiently small in our continuous learning model $\boldsymbol{M}(\infty)$ so that any strategy maximizing $V_{\infty}(\boldsymbol{b})$ among the subset of strategies of the form $\boldsymbol{b}=b$ quits at an arbitrarily late level of knowledge $b$. In particular, this can be done so that $b$ is at least $\beta$, at which point we can appeal to Proposition 1.5 to see that the best strategy of the form $\boldsymbol{b}=b$ is suboptimal in the overall set of strategies $\overline{\mathcal{Q}}$. Depending on the choice of model parameters (e.g., see Figure 1.2), the decreasing behavior at the tail end of the component function $g_{u}(b)$ can be captured in the piecewise function $g(b)$, where it is followed by the monotonic increase of the component function $g_{i m}(b)$. Thus, it is


Figure 1.2. Plots of quantities relevant to the family of model parametrizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ and the approximating continuous learning model $\boldsymbol{M}(\infty)$, presented in Table 1.5. Panel (a) plots the knowledge functions $L_{i m, \infty}(t)$ and $L_{i n, \infty}(t)$ of $\boldsymbol{M}(\infty)$, panel (b) shows how $L_{i m, \infty}(t)$ approximates the imitation-learning knowledge functions $L_{i m, n}(t)$ of $\boldsymbol{M}(n)$ ( $n=3$ is pictured), panel (c) shows how $L_{i n, \infty}(t)$ approximates the imitation-learning knowledge functions $L_{i n, n}(t)$ of $\boldsymbol{M}(n)$ ( $n=3$ is pictured), panel (d) plots the evolutionarily optimal estimate of confidence $g(b)$ (conditional on learning not yet having completed) in $\boldsymbol{M}(\infty)$, panel (e) plots the payoff $V_{\infty}(\boldsymbol{b})$ of the quitting strategy $\boldsymbol{b}=(\infty, b)$ for $b \geq \beta$, and panel (f) increases the domain and additionally plots the payoff $V_{\infty}(\boldsymbol{b})$ of the quitting strategy $\boldsymbol{b}=b$ for $b<\beta$. The value of the local-maximizing (in fact, ostensibly global-maximizing) value $b_{i n} \approx 5.32$ is such that the confidence function $g(b)$ when using the quitting strategy $\boldsymbol{b}=\left(\infty, b_{i n}\right)$ is non-monotonic in the desired way: general increase with an intermediate period of decrease.
theoretically plausible that the evolutionarily optimal estimate of confidence conditional on learning not yet having completed, $g(b)$, is generally increasing with an intermediate period of decrease.

Corollary 1.7. Suppose Assumption 1 holds and the imitation-learning knowledge function $L_{i m, \infty}(t)$ is convex. In the continuous learning model, fix all parameter choices except those of $p$ and $q$. For every $\gamma \geq 0$, there exist choice of $p$ and $q$ such that the following simultaneously hold.
a) Any quitting strategy $b=\left(\infty, b_{i n}\right)$ maximizing $V_{\infty}$ must satisfy

$$
\begin{equation*}
b_{i n}>\gamma \tag{1.96}
\end{equation*}
$$

b) Any quitting strategy $b=b$ maximizing $V_{\infty}(b)$ (where we include the limiting strategy $b=b \rightarrow 0$ in the domain) must satisfy

$$
\begin{equation*}
b>\gamma \tag{1.97}
\end{equation*}
$$

To prove this, we will use the following lemma, a comparative-statics result which is also of independent interest. It is comprised of two intuitive facts. First, the payoff value is decreasing in the proportion $p$ of unlearnable tasks among those learned by innovation, which makes sense because unlearnable tasks yield the minimum possible payoff. Second, the payoff value is increasing in the proportion $q$ of tasks learned by imitation, which makes sense because these tasks on expectation yield higher payoffs than those learned by innovation.

Lemma 1.8. For any fixed $\left(b_{i m}, b_{i n}\right) \in \overline{\mathcal{Q}} \cup\{(0,0)\}$, the following are true.
a) We have

$$
\begin{equation*}
\frac{\partial}{\partial p} \hat{V}_{\infty}\left(b_{i m}, b_{i n}\right) \leq 0 \tag{1.98}
\end{equation*}
$$

with equality if and only if $q=1$.
b) If Assumption 1 holds and the imitation-learning knowledge function $L_{\text {im }, \infty}(t)$ is convex, then we have

$$
\begin{equation*}
\frac{\partial}{\partial q} \hat{V}_{\infty}\left(\infty, b_{i n}\right)>0 \tag{1.99}
\end{equation*}
$$

### 1.3.5 An example showing the plausibility of non-monotonic confidence

We conclude by constructing a family of model parametrizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ whose approximating continuous learning model $\boldsymbol{M}(\infty)$ can be used to show that the confidence function $g(b)$ that evolves in a sufficiently fine model parametrization $\boldsymbol{M}(n)$ can plausibly be non-monotonic in the desired way: general increase with an intermediate period of decrease. The choice of parameters for $\boldsymbol{M}(n)$ is presented in Table 1.5. Then, the family of model parametrizations $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ is approximable by the continuous learning model $M(\infty)$, which has knowledge functions $L_{i m, n}(t)$ and $L_{i n, n}(t)$ that are determined-by the values $\Delta_{j}(i, n)$ and $B(i, n)$ - to be

$$
L_{i m, \infty}(t)= \begin{cases}t & \text { if } t<2  \tag{1.100}\\ 2(t-1) & \text { if } t \geq 2\end{cases}
$$

which is convex; and

$$
\begin{equation*}
L_{i n, \infty}(t)=t . \tag{1.101}
\end{equation*}
$$

Example family of model parametrizations $\boldsymbol{M}(n)$ of the modified Bayesian model

1. The time-discount factor is $\delta=0.9$.
2. The marginal payoff function is $f(a, b)=b / a$.
3. The proportion of unlearnable tasks among those learned by innovation is $p=$ 0.01 .
4. The proportion of tasks that are learned by imitation is $q=0.01$.
5. The decay factor of task difficulty values is $\eta=0.5$.
6. The learning period lengths are given by

$$
\Delta_{i m}(i, n)= \begin{cases}\frac{2}{n+1} & \text { if } i<n+1,  \tag{1.102}\\ \frac{1}{n+1} & \text { if } i \geq n+1,\end{cases}
$$

and

$$
\begin{equation*}
\Delta_{i n}(i, n)=\frac{2}{n+1} . \tag{1.103}
\end{equation*}
$$

7. The knowledge jump values are given by $B(i, n)=\frac{2 i}{n+1}$.
8. The expected cost of a time-measurement experiment to identify the learning type is $-C_{\text {identify }}$ for $C_{\text {identify }}=\frac{1}{n+1}$.
9. The fraction of time of task attempts that can be devoted to alternative foraging opportunities is given by $r=e^{-(n+1)}$.
10. The distribution $\psi$ of the marginal payoffs of alternative foraging opportunities is arbitrary.
11. The distributions $\phi(a, b)$ can be arbitrarily chosen, as long as we have $\mathbb{E}[\phi(a, b)]=f(a, b)$.
12. As we have assumed throughout the paper, the expected cost of retaining a payoff observation, $-C_{\text {retain }}$, has sufficiently high magnitude $C_{\text {retain }}$ so that payoff data are never retained: e.g., large enough so that the inequality (1.36) holds.

Table 1.5. An example family of parametrizations $\boldsymbol{M}(n)$ of our modified Bayesian model of ancestral human learning. The continuous learning model approximating this family, $\boldsymbol{M}(\infty)$, is characterized by a non-monotonic confidence function (see Figure 2). It follows that for sufficiently large $n$, the evolutionarily optimal confidence function of the model parametrization $\boldsymbol{M}(n)$ is also non-monotonic.

Also, the threshold for learning-type identification is determined-by the values $\Delta_{j}(i, n)$ to be $\beta=2$. Moreover, all other parameters are shared with the model parametrizations $\boldsymbol{M}(n)$. Plots relevant to the family $\{\boldsymbol{M}(n)\}_{n \in \mathbb{N}}$ and its approximating continuous learning model $\boldsymbol{M}(\infty)$ are shown in Figure 1.2.

We use Mathematica 12.2's NMaximize function to find a local-maximizing, potentially global-maximizing quitting strategy $\boldsymbol{b}=\left(\infty, b_{i m}\right) \in \overline{\mathcal{Q}}$ for $b_{i m} \approx 5.32$. That the quitting strategy $\boldsymbol{b}=\left(\infty, b_{\text {im }}\right)$ is local-maximizing and ostensibly global-maximizing is illustrated in Figure 1.2(f)'s plot of the global-maximum candidates $V_{\infty}$ (b) for $b<2$ and $V_{\infty}(\infty, b)$ for $b \geq 2$, within the domain $0 \leq b \leq 100$. Thus, it is plausible that the quitting strategy $\boldsymbol{b}=\left(\infty, b_{i m}\right)$ evolves, and consequently, that $b=b_{\text {im }}$ is the cutoff point for the (limiting) piecewise-defined confidence function $g(b)$ that is optimal when using the quitting strategy $\boldsymbol{b}=\left(\infty, b_{i m}\right)$. As shown in Figure 1.2(d), this cutoff point makes the confidence function $g(b)$ is non-monotonic in the desired way: general increase with an intermediate period of decrease. By Proposition 1.4, this type of non-monotonic pattern will manifest in the corresponding confidence functions $g(b)$ of the model parametrizations $\boldsymbol{M}(n)$ for sufficiently large $n$, thereby illustrating via example the theoretical plausibility of this pattern's evolution.

### 1.4 Discussion

Classical Bayesian models are often used to represent task-learning over repeated attempts, each of which yields an observable payoff ${ }^{205}$. In this paper, we have described a practical test for rejecting the null hypothesis that a learner is meaningfully learning from their environmental feedback in the sense of classical Bayesian updating. The test - essentially a corollary of standard Bayesian statistics-is to check whether
the learner's estimate of their expected payoff-acquisition ability is converging to the mean of the past payoff data.

However, there is extensive empirical evidence of people's persistent failures to meaningfully learn from high-variance environmental feedback. This manifests in cognitive biases like underinference, the hard-easy effect, and recurrently non-monotonic confidence. Our test thus suggests that we should consider rejecting the null hypothesis that humans by default meaningfully learn (in the sense of classical Bayesian updating) from high-variance payoff data. Indeed, the version of the classical Bayesian model we have presented in Subsection 1.2.1 is specialized to repeated task-learning and incorporates the realistic assumption that a cognitive biological agent bins observations into finitely many bins. Under this assumption, tasks that yield low-variance payoff data are easily learned via deterministic causal inference, because it is likely that nearly all payoff data will fall in a single observational bin. However, learning tasks that yield high-variance payoff data requires a large number of observations for classical Bayesian inference to reliably learn the true state. Overcommitting attention to meaningfully retain a large number of high-variance observations could result in onerous ecological fitness costs, which we hypothesize is the causal mechanism behind the proposed non-selection of classically Bayesian learning strategies in settings of high-variance payoff data.

Next, we have modified the classical Bayesian model to represent ancestral humans' learning environment in a way that can evolutionary explain the puzzling predictive inadequacies of classical Bayesian updating models (when applied to humans). When the ecological fitness cost of retaining payoff data is high, the optimal strategy does not retain them, in contrast to the Bayesian principle that free information should always be taken. The optimal strategy then instead relies on setting-specific sources of
information, as theorized by the ecological rationality hypothesis. The informational setting of ancestral human learning is hypothesized by cultural evolutionary theory to be one where social learning of task-specific knowledge is paramount.

Our modified Bayesian model seeks to represent this hypothesized learning environment. In it, a student attempts to learn a fitness-relevant task via attempted imitation of a role model, with the option of switching between tasks and role models (between task packages). The main term of the student's payoff function is comprised of payoffs yielded by task attempts, which are obtained in the form of high-variance probabilistic lotteries and thus unfeasible to meaningfully retain. However, the payoff function also has a secondary term comprised of the ecological fitness cost of identifying the learning type (we hypothesize that this is accomplished via a mental timemeasurement experiment to distinguish learning speeds), as well as a tertiary term comprised of additional payoffs obtained by devoting a fraction of a task attempt's time to opportunistically exploiting alternative foraging opportunities instead.

Optimal exploitation of alternative foraging opportunities requires an accurate estimate of the task's expected marginal payoff conditional on the known information, which - in our hypothesized domain of high-variance, difficult-to-retain payoff data-is comprised of the task's learning type, if known (successful imitation versus de facto innovation); and their level of knowledge on the task. This evolutionarily optimal estimate of the expected marginal payoff - of the student's confidence at the task - is a piecewise function of their level of experience, whose piecewise cutoff point is determined by the optimal point at which tasks learned by de facto innovation are quit. In order for this confidence function to not be always monotonically increasing, it is necessary (as long as Assumption 1 holds) that not all attempted imitation learning is successful: that a positive proportion of tasks are learned instead via de facto innova-
tion.
Moreover, we demonstrate that this confidence function can be non-monotonic in the specifically desired way: general increase with an intermediate period of decrease. This specific non-monotonic pattern, which we have demonstrated for a tractable subfamily of model parametrizations, arises because of the following interplay. Learning via de facto innovation while attempting to imitate a role model is not guaranteed to complete in finite time, because the task may be unlearnable. On the other hand, this risk does not exist when the student learns from authentically imitating a role model, since conditional on the imitation being authentic, the role model must have successfully learned the task beforehand. The student's optimal estimate of the task's expected marginal payoff (confidence) is monotonically increasing in the level of knowledge when it is guaranteed to be learnable in finite time, but eventually decays to zero when it may instead be impossibly difficult. We thus hypothesize that the evolutionarily optimal estimate of the expected marginal payoff can be non-monotonic due to its piecewise definition. The increasing, then decreasing portion of the expected marginal payoff function is conditional on the fact that the task may be unlearnable. The final increasing portion is conditional on having ruled out the risk of unlearnability, because the tasks to which this risk is exclusive - those learned by innovationshould optimally be quit at an intermediate level of knowledge.

In short, we hypothesize that the desired pattern of recurrent non-monotonicity evolved due to a particular interplay between the ecologically rational estimate of task-specific confidence and the ecologically rational strategy of task/role-model turnover. A necessary condition for this interplay is the dichotomy between tasks learned by imitation (for which the risk of unlearnability does not occur) and those learned by innovation (for which it does).

We emphasize that the aforementioned subfamily of model parametrizations was specifically constructed to demonstrate the theoretical plausibility of the desired nonmonotonicity in an analytically tractable subset of the family of all parametrizations of our model. We anticipate that the full subset of model parametrizations whose evolutionary optimal estimate of confidence is recurrently non-monotonic in the desired way will be larger.

We are agnostic about the precise combination of adaptive and biological mechanisms by which the ecologically rational strategy (of task-payoff estimation and task/role-model turnover) in an environment of social task-specific learning was achieved. Plausible adaptive mechanisms relevant to this strategy include genetic evolution and contemporary, likely social learning. Given that people often fail to adapt their decision-making to settings of unambiguous individual learning with zero ecological fitness costs of retaining payoff data-such as those of the experiments of Sanchez and Dunning ${ }^{203},{ }^{204}$-we propose that genetic evolution plays at least a partial role in the sense of the ecological rationality hypothesis. On the other hand, cultural evolutionary theory implies that contemporary social learning may also play at least a partial role, especially given the sheer variation of relevant parameters among the myriad environments and groups humans have inhabited and moved between. The biological mechanisms through which ecologically rational strategies of social task-learning are implemented are likely neurological, but may also be partly hormonal. Future research on both the adaptive and the biological mechanisms relevant to strategies of task-payoff estimation, task/role-model turnover, and other aspects of social tasklearning would potentially be fruitful.

### 1.4.1 Implications

Our model proposes to help explain in an interwoven way two related topics: the evolutionary explanation of cognitive biases, and of why people underuse high-variance environmental feedback in the selection of role models. It does so by incorporatinginto the general framework of Bayesian decision theory - the cultural-evolutionarytheoretic hypothesis that the primary informational setting of ancestral human learning was the social learning of task-specific knowledge; as well as the insight of the ecological rationality hypothesis that the method by which biological cognitive agents learn from information is constrained in a setting-specific manner, such as by their ancestral environments' ecological fitness costs of overcomitting attention.

First, our model demonstrates the evolutionarily plausibility of empirically robust cognitive biases regarding confidence, and informs us of potentially useful necessary conditions and sufficient conditions for these patterns to evolve.

1. Task-specific confidence can persistently deviate from the environmental feedback, in a way that conforms to the hard-easy effect. This requires that the ecological fitness cost of retaining payoff data is nonzero, and is guaranteed to occur if the cost is sufficiently high.
2. Task-specific confidence can be recurrently non-monotonic in the desired way: general increase with an intermediate period of decrease. This requires (as long as Assumption 1 holds) that a positive proportion of attempted imitation learning is unknowingly implemented as de facto innovation learning, and is guaranteed to occur in our constructed subfamily of model parametrizations.

In the course of producing these desired conclusions while aiming to maintain model
parsimony, our work has identified a relatively short list of environmental parameters that are potentially key to predicting certain aspects (i.e., task-specific confidence and strategies of task/role-model turnover) of descriptive human learning of a high-variance-payoff task over repeated attempts.

Also, our model augments our understanding of how role-model-selection strategies that persistently fail to meaningfully learn from certain environmental feedback evolved. Cultural evolutionary theory hypothesizes that once some capacity for cultural transmission evolved, natural selection would have favored increasingly effective strategies for cultural learning ${ }^{90}$. In this hypothesis, ancestral humans somehow achieved the threshold level of cultural-learning capacity at which cumulative cultural evolution becomes the primary selection pressure acting on cognition. After crossing this threshold, ancestral humans with a better-than-average capacity for cultural learning would have been favored by natural selection, which would then further amplify cumulative cultural evolution. Thus, gene-culture coevolution caused an autocatalytic cycle of more effective cultural-learning strategies and greater cumulative cultural evolution. A hypothesized example of such an effective cultural-learning strategy is selective social learning: the strategy of learning from preferentially chosen role models who are likely to possess better-than-average knowledge ${ }^{26}$.

However, empirical studies have uncovered what at first appear to be surprising suboptimalities for the role-model selection strategies that humans have actually evolved. For example, students are substantially inaccurate in assessing the help provided by their teachers ${ }^{106,242}$. Also, people are persistently vulnerable to maladaptive advice from role models ${ }^{47,73,235}$, such as that regarding female genital cutting ${ }^{110,240}$, funerary cannibalism ${ }^{132}$, unfounded shamanistic predictions ${ }^{217}$, membership in an exploitative cult ${ }^{67}$, and medical pseudoscience ${ }^{207}$. This body of evidence begs a ques-
tion: why did ancestral humans evolve to not meaningfully learn from certain environmental observations relevant to the accurate assessment of role-model quality? One might presume that an informationally rational social learner would base their rolemodel selection on the payoff data of potential role models, and on the learner's own payoff data in the process of imitating a given role model.

Our theory contributes to explaining this phenomenon by specializing the ecologicalrationality framework (in our setting, by incorporating high ecological fitness costs of retaining environmental observations) to not only the estimation of task-specific payoffs, but also the selection of tasks/role models. Specifically, in our model, these ecological fitness costs can cause role-model-selection strategies (in our model, task/rolemodel turnover strategies which determine when to quit the status-quo task package for a new one) based on retaining such observations to be informationally inefficient. Classically Bayesian-rational strategies, such as those of role-model selection, are much more likely to be suboptimal when environmental observations occur with high variance. Also, our model proposes explicit mechanisms by which ancestral humanseven in the absence of feasibly retainable environmental feedback - could still have plausibly evolved on-average selective role-model-selection strategies which relied instead on setting-specific sources of information (e.g., the student's level of knowledge and their speed of learning). By hypothesizing precisely how people's ostensibly suboptimal role-model-selection strategies may actually be potentially ecologically rational, our model adds to cultural evolutionary theory's understanding of its hypothesized on-average selective social learning.

To corroborate the hypothesis that humans achieved on-average selective social learning even for high-variance-payoff tasks, our work highlights the importance of identifying and investigating the relevant mechanisms of selective social learning,
which would need to be robust in the face of high ecological fitness costs of overcommitting attention. One such mechanism, hypothesized by our model, is the potential dependence of task/role-model turnover strategies on setting-specific information, which can inform turnover even in the absence of retained environmental feedback. Another example of such a mechanism is the conformist or reputation-based nature of human role-model-selection strategies ${ }^{26,38,89}$. To illustrate, descriptive human role-model-selections rely at least partially on granting prestige status to role models based on popularity rather than on the relevant environmental feedback ${ }^{92}$.

These two mechanisms - reliance on setting-specific information and conformist role-model-selection strategies - are not competing explanations for on-average selective social learning in settings of high-variance environmental feedback. In fact, the latter mechanism may require the former, because in order for conformist role-modelselection strategies to facilitate selective social learning in the absence of environmental feedback, the prestige status granted to a popular role model may need to have had incorporated other helpful information at some point in the past. If this information could not feasibly have been environmental feedback, then it must have been setting-specific information in the complement of environmental feedback. Our theory proposes that the student's level of knowledge and their speed of learning can provide such setting-specific information to achieve an on-average selective strategy of task/role-model choice, even when retaining environmental feedback is unfeasible.

Regardless of whether our model is a good model of ancestral humans' learning environment, our test for verifying whether a learner is meaningfully incorporating their environmental observations into their decision-making - in the sense of classical Bayesian inference - may be general enough to have various potential applications. To illustrate, public-policy plans are often aimed at least partially at improving societal
well-being. Arguably, the dominant paradigm with which this goal is approached is the assumption that each person's decisions (e.g., the price they are willing to pay or take for an item) reveal an informationally rational aggregate of their private observations relevant to their well-being ${ }^{80}$. Policymakers thus aim to economize on the cost of gathering copious, potentially idiosyncratic information by relying on each person's purported aggregate of their individual observations encapsulated by their decisions. The reliability of this information-gathering strategy is determined by whether each person is actually aggregating their observations in an informationally rational way.

However, as we have seen above, an extensive body of empirical evidence suggests that this assumption of informational rationality may not hold true when the relevant observations occur with high variance. Moreover, we have demonstrated the plausible ecological rationality of empirically robust cognitive biases by constructing an evolutionary model of social learning of task-specific knowledge, hypothesized by cultural evolutionary theory to be the primary mode of ancestral human learning. Our work thus contributes to raising the following research question: in which situations do public-policy plans aimed at improving societal well-being under the assumption of people's informational rationality actually succeed in doing so? It also begs a potentially important follow-up question: can public-policy plans be improved by replacing the assumption of informational rationality with the more empirically tenable assumption of ecological rationality? Domains of high-variance payoff data, such as gambling, may potentially be better served by the latter assumption over the former.

Another preliminary point is that informational rationality may not be an unattainable goal for human cognition. The decision-making of a person who is both trained in statistical methods and has the habit of applying this training to their own observations may be informationally rational. It may thus be fruitful not only to question
the default assumption of people's informational rationality, but also to explore the potential upside of practical statistics training: such as the habit of keeping track of the mean past payoff data, as implied by our test for informational rationality. This statistical skill can be both a possible remedy to the potentially detrimental misassumption of informational rationality, and a facilitator of improved judgement and role-model selection at the individual level. One potential such benefit is dissuading people from socially learning the practice of repeated gambling on negative-expectedvalue lotteries.

### 1.4.2 Model limitations and directions for generalization

Our model is almost certainly an oversimplification of descriptive social task-learning, which in general involves extremely complex social dynamics. We non-exhaustively list several ways in which this is the case. We also note potential remedies, in the form of potential directions for generalization. Thereby generalizing our model may potentially enable it to better represent descriptive social task-learning and thereby better explain the relevant empirical data. We thus propose our model as a barebones representation of social, knowledge-based task learning, on which more sophisticated variants can potentially be built in the future (assuming, of course, that the thrust of the model's story is essentially correct).

First, our model's conclusion that the student retains no information from payoff data is oversimplified. Realistically, people can plausibly retain easy-to-remember aspects of their past payoff data, which may include the maximum and minimum payoff values observed so far. People may also temporarily retain a small number of recent payoff data, even when they fail to draw on more distant past data that a Bayesian-
updating belief would incorporate. The realistic assumption that a small number of recent payoff observations may inform decision-making can account for additional empirically documented patterns in descriptive human learning, such as reinforcement learning ${ }^{165}$.

Also, our model's assumption that knowledge affects decision-making through a unidimensional quantification-the level of knowledge $b$-is an oversimplification. There is no reason to believe that knowledge is unidimensional, an assumption we have used for the sole sake of tractably showing the evolutionary plausibility of recurrently non-monotonic confidence. In fact, given the sheer multifaceted nature of knowledge, we hypothesize that knowledge in general should affect decision-making through a more faithful, multidimensional quantification.

Moreover, our model's two-dimensional spectrum of task packages-assumed in our model to be comprised of a unidimensional knowledge-based difficulty level and a binary learning type - is an oversimplification. First, as we have noted above, knowledge is likely experienced as a multidimensional quantity, which makes it likely that a unidimensional knowledge-based classification of tasks is an oversimplification. Second, when a student attempts to learn from a role model, their method of learning would in general be placed somewhere on the spectrum between full imitation and full innovation. Third, our two-dimensional spectrum is unlikely to capture all the relevant variations in the task-learning process; idiosyncrasies of the task itself, of how the student learns, of how the teacher imparts (or ostensibly imparts) knowledge, and of the degree to which learning is student-directed as opposed to role-model-directed (for example, whether the student seeks out the role model for a task they already had in mind) may also influence the learning process. In particular, potentially consequential quantities like the speed of learning may vary with respect to characteristics of the
task package that are not captured by this two-dimensional parametrization.
Finally, our model's assumption that task packages are drawn i.i.d. from a fixed probability distribution is an oversimplification. For one thing, the i.i.d. assumption on our model - added for the sake of tractability - ignores the likely correlations between different task packages due to similarities in either the teachers or the underlying tasks. For another, descriptive selection of tasks/role models is not well-modeled by an i.i.d. draw from a fixed distribution; it is better described as an intrinsically social process that involves dynamically occurring interactions between other students and other potential role models, such as via conformist role-model selection strategies (e.g., prestige status). Such a multi-agent interaction would need to be modeled by a complex game-theoretic model, rather than a comparatively tractable Bayesian decision-theoretic model (which can be solved by dynamic-programming-type methods under quite non-restrictive conditions). Regardless, only a model in the former formulation could veridically represent the relevant social dynamics, such as coordination and punishment.

### 1.4.3 Empirical tests

We sketch an empirical program to study descriptive human learning in the formulation of our theory. One of the primary goals of such a program would be the eventual corroboration or falsification of the theory itself. However, the program - by pursuing theoretical formulation - may also potentially yield other advances in the psychological sciences' understanding of descriptive human learning and decision-making, especially since the field is arguably held back by a shortage of theoretical formulation at the moment ${ }^{161}$.

First, we propose the empirical estimation of the true parameters of various social task-learning environments. Several parameters which we have proposed to be evolutionarily relevant include the proportion of attempted imitation that is successful, the proportion of unlearnable tasks among those that are learned by unsuccessful imitation (de facto innovation learning), the speed of each type of learning, ecological fitness costs of various action choices, and the situation-specific marginal payoff from a task. Empirical studies of how these parameters varied across both ancestral and contemporary human learning environments, as well as studies of whether they can predict the respective evolution of task-specific confidence and strategies of task/rolemodel turnover, would potentially contribute to a more robust and granular understanding of human cognition. Such studies would also allow us to test whether our model can veridically represent ancestral and contemporary human learning environments.

Estimates of such model parameters in ancestral environments would often be necessarily crude, given the general lack of archaeological and other relevant forms of evidence. As a start, one may feasibly expect ancestral humans who lived in areas where food is complicated to obtain (e.g., tundra) - when compared to those who lived in areas with easy food availability (e.g., rainforests)-to either have a generally lower-valued payoff function, a task difficulty distribution biased towards higher difficulty values, or a greater probability of unlearnable tasks. Empirical studies can then test whether these hypothesized parameter differences in the ancestral environments affect strategies of task-payoff estimation and task/role-model turnover in the ways predicted by our model, such as Proposition 1.1's prediction that task-specific confidence (conditional on learning not yet having completed) decreases in the proportion of unlearnable tasks. Such efforts, however, may be inevitably limited, due to the
multitude and granular variation of the model parameters, the difficulty of measuring many of them for ancestral environments, and the uncertainty in whether ecologically rational social task-learning strategies were selected via genetic evolution.

More immediately promising would be applying such efforts to investigating the social task-learning of evolutionarily relevant foragers whose lifestyles are hypothesized to be faithful continuations of their ancestors', such as the Hadza people ${ }^{130,143}$. Such efforts will not be confounded by our current uncertainty in whether the adaptive mechanism by which ecologically rational social task-learning strategies were selected was genetic evolution or contemporary learning. We propose empirical studies of the social task-learning of such peoples as a potentially fruitful first step in testing whether our model (or a sufficient generalization) is a good model of descriptive human learning. If the answer to this question is affirmative, empirical researchers can proceed to study learning environments with granular variations in model parameters, genetic-evolutionary background, and cultural-evolutionary background. Doing so may further corroborate or potentially falsify our model, determine the role of genetic evolution and contemporary learning in the selection of its ecological rational strategies, and investigate the scientific consequences of any such findings.

For instance, suppose that our model is a good model of descriptive human learning, and that the adaptive mechanism by which its ecologically rational strategies were selected was at least partially genetic evolution. Then, our model may provide a way in which otherwise mysterious aspects of ancestral human learning environments can be studied indirectly: via empirical studies (of task-specific confidence and task/role-model turnover) investigating people living today. Specifically, empirical data of these psychological aspects - which are comparatively easy to obtain-can narrow down the feasible region of model parametrizations that can evolutionarily
explain the data of such studies. This would then potentially inform us of characteristics of the respective ancestral human learning environments that would otherwise be difficult to discern. On the other hand, suppose that the adaptive mechanism by which the model's ecologically rational strategies were selected was at least partially contemporary cultural learning. Then, our model may similarly enable certain aspects of a cultural group's social task-learning environment to yield consequences about certain aspects of their decision-making, and vice versa. Such a bridge between different objects of study can increase the number of ways we can study each, and thereby contribute to a more comprehensive literature on human cognition.

It is evident that in all lines of inquiry described above, empirical data from contemporary people's learning (including, but not limited to social task-specific learning) could be crucial. Such data can be obtained from lab studies and field studies of the relevant psychological aspects. A prediction of our theory is that these psychological aspects may be evolutionarily affected by independent variables that are specific to social, knowledge-based learning and not to individual learning: even when in ostensibly unambiguous settings of individual learning with costless environmental feedback. Therefore, it may be potentially beneficial for empirical studies of these psychological aspects - even in domains of individual learning - to keep track of potentially social-learning-specific independent variables like the level of knowledge, the speed of learning, and whether the method of learning is imitation or innovation.

Another prediction is that two psychological aspects in particular-task-specific confidence and task/role-model turnover-are evolutionarily related. We thus propose that they should be studied concurrently. In particular, empirical studies should look for our theory's hypothesized, potentially discernable piecewise cutoff point (a "phase transition") in the student's task-specific confidence, which should exist and coincide
with the identification of the learning type. They should then investigate precisely when this cutoff point-as well as task/role-model turnover-occurs, which should vary with respect to whether the student's learning method is authentic imitation or de facto innovation in ways that are elucidated by our model.

Lab studies would do well to incorporate the excellent experimental design of Sanchez and Dunning ${ }^{203}$, ${ }^{204}$, which is effective at studying task-specific confidence over the course of learning a high-variance-outcome task over repeated attempts. To arrive at the setting of our model, the Sanchez-Dunning experimental design could be modified to represent an unambiguous setting of task-specific learning via attempted imitation. Ideally, this modified design would achieve a dichotomy between successful imitation and de facto innovation (e.g., by having some role models teach via the Socratic method, and other role models provide actually helpful knowledge: but not to the point of trivializing task learning), include unlearnable tasks (e.g., by having payoffs of unlearnable tasks occur with full randomness that cannot ever be predicted), grant the option of drawing a new task and/or role model, and-just as in the original experiment-offer an incentive-compatible reward. Such an experimental design could then essentially be a parametrization of our learning environment, albeit an artificial one and not an ancestral one. These artificial model parameters, the genetic and cultural-evolutionary background of the experimental subjects, and other potentially relevant treatment effects (independent variables) can then be varied across studies to test the quantitative predictions of our theory regarding task-specific confidence and task/role-model turnover.

Also, on top of such an artificial model parametrization, empirical researchers could add other hypothesized cultural-evolutionary-theoretic mechanisms that would endow its learning environment with an unambiguously social context. Key examples of such
mechanisms include a nontrivial amount of choice in the selection of new tasks and/or role models, the ability to observe the number of other students that have chosen each task/role model, and the ability to exchange information with other students and role models. The inclusion and veridical representation of such mechanisms could be key to investigating cultural-evolutionary-theoretic dynamics that are not fully captured in a decision-theoretic setting such as that of our model.

In addition, empirical researchers could pursue field research of social task-specific learning, especially pertaining to tasks with high-variance payoffs. In contrast to the lab research proposed above, field research would allow for a more veridical representation of social task-specific learning, at the potential expense of experimental controls and granular variation of the independent variables. Doing such field studies in a manner that comprehensively measures all data relevant to our model would be undoubtedly challenging, given that it may need to keep track of every student and role model's interactions, respective levels of experience, respective speeds of learning, respective payoff data, and-if technologically feasible -informative measurements of knowledge. Even if all such data were collected, there may additionally need to be some degree of nontrivial inference from the data to discern certain model parameters: for example, which packages of tasks and role models were learned via successful imitation rather than de facto innovation. Future advances towards improving and widening the collected data in such field studies would potentially help on these fronts.

In both field studies and lab studies investigating descriptive social learning of high-variance-payoff tasks, empirical researchers would do well to take into account the sheer diversity in potential subjects' psychological profiles and treatment effects, which should ideally be recorded as comprehensively as possible in order to keep track
of all potential independent variables ${ }^{251}$. In fact, consider the following two hypotheses. First, subjects who are most likely to be studied by lab research-individuals of Western, Educated, Industrialized, Rich, and Democratic (WEIRD) societies - are in important ways psychological outliers relative to the rest of the human population ${ }^{94}$. Second, much of the genus homo's two-million-year existence was spent in the nonWEIRD lifestyle of mobile foragers ${ }^{231}$. A consequence is that a comprehensive understanding of descriptive human learning may require studying the social task-learning of mobile foragers whose lifestyles are faithful continuations of their ancestors': and studying that of non-WEIRD peoples in general. To their credit, field studies are already doing so extensively ${ }^{120,128-130,201,202,210}$. It may potentially be fruitful to have more of the relevant lab studies, such as the Sanchez-Dunning experimental design (2018, 2020), to also be targeted at individuals of non-WEIRD societies.

Empirical tests of our model's assumptions themselves would be potentially valuable for the purpose of assessing whether it is a good model of ancestral learning environments. The program to investigate whether social task-learning comprised the primary selection pressure of ancestral human learning is not new. It is a vibrant line of inquiry that constitutes the center of the debate between cultural evolutionary theory and its competing hypotheses ${ }^{10}$, whose resolution has potential implications for other debates: like that regarding the hypothesized evolution of moral, norm-based preferences ${ }^{36}$. Our model contributes new insights that can add to this program. Most notably, it demonstrates that cultural evolutionary theory can explain otherwise puzzling cognitive biases like recurrently non-monotonic confidence. The fact that descriptive human learning is thereby cognitively biased-even in unambiguous settings of individual learning with costless environmental feedback-grants plausibility to cultural evolutionary theory's hypothesis that the primary selection pressure on ancestral
human cognition was social, knowledge-based task-learning.
Also, our model identifies several potentially relevant mechanisms in a hypothesized learning environment of social, knowledge-based task-learning: for example, the classification of attempted imitation learning into successful imitation and de facto imitation learning, as well as the risk of an unlearnable task in the case of the latter. In particular, it explicitly posits the predictive importance of ecological fitness costs of overcommitting attention, which determine whether the evolutionarily optimal strategy of selective role-model selection meaningfully learns from the relevant payoff data. Our model's formalization of these parameters can augment empirical assessments of cultural evolutionary theory by informing a potentially fruitful avenue of research: specifically, the estimation of these parameters for various, potentially ancestral learning environments; combined with an investigation of cultural evolutionary theory's relevant predictions and of the degree to which these predictions hold. One such prediction from our model (and suitable generalizations of it) would be that when the ecological fitness cost of retaining payoff data is sufficiently high, the optimal strategy of task/role-model turnover would not retain it, and instead rely on other sources of information that are specific to the hypothesized setting of social, knowledge-based task-learning.

A stronger claim of our theory is that the costly cognitive mechanism by which ancestral humans distinguished successful imitation from de facto innovation was a mental time-measurement experiment, to distinguish their respective learning speeds. Our hypothesized existence of such mental time-measurement experiments is a special case of the generally theorized mental evidence-sampling process preceding a decision ${ }^{187}$. Empirical tests of our assumption that the speed of imitation is faster than that of innovation, as well as of our assumption that human learners can and do dif-
ferentiate between the two speeds via mental time-measurement, could help probe the plausibility of our theory.

Other plausible hypotheses for the cognitive mechanism by which the student differentiates between imitation and innovation include a costly-to-observe signal effused by the teacher, or one effused by the accumulated task-specific knowledge at any given point of time. Our model can be suitably modified to use such an alternative hypothesis for this cognitive mechanism. In fact, incorporating such an alternative hypothesis would make the model considerably simpler, since it would not need to consider variation in learning speeds. However, a disadvantage of such an alternative hypothesis is that empirically testing it may be less straightforward, at least without relying on neuroscientific methods. We have thus not pursued these alternatively hypothesized mechanisms in the present paper, although we do not rule their veracity out and hope that they may be feasibly testable in the future.

More generally, it may be plausible that future developments in our neuroscientific knowledge will enable a detailed mechanistic understanding of descriptive human learning. While remarkable empirical advances have been made on this front, our current level of neuroscientific understanding has a long way to go, given the extreme complexity of human cognition and the relative adolescence of the field of neuroscience. However, our sketches of potential empirical studies demonstrate that even at our currently limited level of understanding of descriptive human learning, substantive progress - towards testing our theory and in general-may be plausible. Moreover, evolutionary-theoretic hypotheses like those of our model can inform the design, data collection, and analyses of such empirical studies, and thereby partially compensate for the preliminary nature of the current neuroscientific literature. Given the immediate and far-reaching upside of a comprehensive understanding of descrip-
tive human decision-making, we propose that the eventual benefits of a cumulative program of research working towards this goal (even prior to a full neuroscientific understanding) may outweigh the costs.
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### 1.5 Appendix

### 1.5.1 Proof of Proposition 1.1

Note that

$$
\begin{align*}
g_{\rho_{y}}(b) & =\frac{(1-y)\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a}{y+(1-y)\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} \eta^{a} d a}  \tag{1.104}\\
& =\frac{\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a}{\frac{y}{1-y}+\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} \eta^{a} d a} . \tag{1.105}
\end{align*}
$$

Recall that $\eta \in(0,1)$, and that $f(\cdot, b)$ is a continuous, non-negative function satisfy$\operatorname{ing} f(b, b)=1$. It follows that the integral

$$
\begin{equation*}
\mathfrak{w}=\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a \tag{1.106}
\end{equation*}
$$

is strictly positive, since we can find a positive-measure subset $[b, b+\varepsilon] \subset[b, \infty)$ on which the integrand

$$
\begin{equation*}
\left(\log \frac{1}{\eta}\right) f(a, b) \eta^{a} \tag{1.107}
\end{equation*}
$$

is lower-bounded by a positive constant close to $f(b, b) \eta^{b}=\eta^{b}$. Also, the integral

$$
\begin{equation*}
\mathfrak{z}=\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} \eta^{a} d a \tag{1.108}
\end{equation*}
$$

is strictly positive.

Check that

$$
\begin{equation*}
\frac{\partial}{\partial y} g_{\rho_{y}}(b)=\frac{\partial}{\partial y} \frac{\mathfrak{w}}{\frac{y}{1-y}+\mathfrak{z}}=\frac{-\mathfrak{w} \frac{1}{(1-y)^{2}}}{\left(\frac{y}{1-y}+\mathfrak{z}\right)^{2}}=-\frac{\mathfrak{w}}{(y+\mathfrak{z}(1-y))^{2}}<0 \tag{1.109}
\end{equation*}
$$

as desired. In particular, $g_{\rho_{y}}(b)$ is strictly monotonically decreasing in $y$, which yields the inequalities (1.46) as a corollary.

### 1.5.2 Proof of Proposition 1.2

To show part (a), we check that

$$
\begin{equation*}
\frac{d}{d b} g_{\rho_{0}}(b) \tag{1.110}
\end{equation*}
$$

is positive. First, we apply a change of variables to obtain

$$
\begin{align*}
g_{\rho_{0}}(b) & =\frac{\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a}{\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} \eta^{a} d a} \\
& =\frac{\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a}{\eta^{b}} \\
& =\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a-b} d a \\
& =\left(\log \frac{1}{\eta}\right) \int_{0}^{\infty} f(b+m, b) \eta^{m} d m \tag{1.111}
\end{align*}
$$

This equality can also be deduced from the memorylessness property of the exponential distribution $\rho_{0}$,

$$
\begin{equation*}
\rho_{0}(a)=\left(\log \frac{1}{\eta}\right) \eta^{a} \tag{1.112}
\end{equation*}
$$

Then, we differentiate the expression (1.111) with respect to $b$ by Leibniz's integral
rule, which yields

$$
\begin{align*}
\frac{d}{d b} g_{\rho_{0}}(b) & =\frac{d}{d b}\left(\left(\log \frac{1}{\eta}\right) \int_{0}^{\infty} f(b+m, b) \eta^{m} d m\right) \\
& =\left(\log \frac{1}{\eta}\right) \int_{0}^{\infty}\left(\frac{\partial}{\partial b} f(b+m, b)\right) \eta^{m} d m . \tag{1.113}
\end{align*}
$$

Recall that $\eta \in(0,1)$, and that $\frac{\partial}{\partial b} f(b+m, b)>0$ by Assumption 1. Thus, the expression (1.113) is an integral of a positive and continuous function

$$
\begin{equation*}
\left(\log \frac{1}{\eta}\right)\left(\frac{\partial}{\partial b} f(b+m, b)\right) \eta^{m} \tag{1.114}
\end{equation*}
$$

over $[0, \infty)$. Just as in Appendix 1.5.1, we can find a positive-measure subset of $[0, \infty)$ on which the integrand is lower-bounded by a positive constant. Thus, the integral (1.113) is positive, as desired.

To show part (b), observe that

$$
\begin{equation*}
g_{\rho_{y}}(b)=\int_{a} f(a, b) d \rho_{y}^{\text {cond }, a>b}(a), \tag{1.115}
\end{equation*}
$$

where $\rho_{y}^{\text {cond }, a>b}(a)$ denotes the conditional distribution of $\rho_{y}$ conditional on $a>b$. Its p.d.f. is given by

$$
\begin{equation*}
\rho_{y}^{\text {cond }, a>b}(a)=\frac{\rho_{y}(a)}{\int_{a>b} d \rho_{y}(a)} \quad \text { for } \quad a>b \tag{1.116}
\end{equation*}
$$

Observe that the conditional distribution $\rho_{y}^{\text {cond, } a>b}$ places probability

$$
\begin{equation*}
\rho_{y}^{\text {cond }, a>b}(\infty)=\frac{\rho_{y}^{\text {cond }, a>b}(\infty)}{\int_{a>b} d \rho_{y}^{\text {cond }, a>b}(a)}=\frac{y}{y+\left(\log \frac{1}{\eta}\right) \eta^{b}} \rightarrow 1 \tag{1.117}
\end{equation*}
$$

on $a=\infty$ as $b \rightarrow \infty$. Equivalently, $\rho_{y}^{\text {cond }, a>b}$ places probability converging to zero on
the subset of finite difficulty values, $(b, \infty)$, as $b \rightarrow \infty$. Since $f(\infty, b)=0$, we can apply the dominated convergence theorem to conclude that

$$
\begin{aligned}
0 \leq \lim _{b \rightarrow \infty} g_{\rho_{y}}(b) & =\lim _{b \rightarrow \infty}\left(\int_{a \in(0, \infty)} f(a, b) d \rho_{y}^{\mathrm{cond}, a>b}(a)+0 \cdot \rho_{y}^{\mathrm{cond}, a>b}(\infty)\right) \\
& \leq \lim _{b \rightarrow \infty} \int_{a \in(0, \infty)} d \rho_{y}^{\mathrm{cond}, a>b}(a) \\
& =\int_{a \in(0, \infty)} \lim _{b \rightarrow \infty} d \rho_{y}^{\mathrm{cond}, a>b}(a)=\int_{a \in(0, \infty)} 0 d a=0
\end{aligned}
$$

where we have set $\rho_{y}^{\text {cond, } a>b}(a)=0$ for $a \leq b$. Thus, we have the desired equality

$$
\begin{equation*}
\lim _{b \rightarrow \infty} g_{\rho_{y}}(b)=0 \tag{1.118}
\end{equation*}
$$

To show part (c), we use the quotient rule and Leibniz's integral rule:

$$
\begin{align*}
\frac{d}{d b} g_{\rho_{y}}(b)= & \frac{d}{d b} \frac{(1-y)\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a}{y+(1-y) \eta^{b}} \\
= & \frac{1}{\left(y+(1-y) \eta^{b}\right)^{2}} \\
& \quad \cdot\left(\left(y+(1-y) \eta^{b}\right)(1-y)\left(\log \frac{1}{\eta}\right)\left(-\eta^{b}+\int_{b}^{\infty} \frac{\partial}{\partial b} f(a, b) \eta^{a} d a\right)\right. \\
& \left.\quad-(1-y)\left(\log \frac{1}{\eta}\right) \eta^{b}(1-y)\left(\log \frac{1}{\eta}\right) \int_{b}^{\infty} f(a, b) \eta^{a} d a\right) \tag{1.119}
\end{align*}
$$

Assumption 2 implies that that

$$
\begin{equation*}
-\eta^{b}+\int_{b}^{\infty} \frac{\partial}{\partial b} f(a, b) \eta^{a} d a \tag{1.120}
\end{equation*}
$$

and thereby the entire expression (1.119) for $\frac{d}{d b} g_{\rho_{y}}(b)$, is negative for all sufficiently large $b$, as desired.

### 1.5.3 Proof of Lemma 1.3

The proof of this lemma solely uses the fact that the unique solution

$$
\left[\begin{array}{l}
\hat{V}_{i m}\left(b_{i m}, b_{i n}\right)  \tag{1.121}\\
\hat{V}_{i n}\left(b_{i m}, b_{i n}\right)
\end{array}\right]
$$

to a nondegenerate system of equations

$$
\left[\begin{array}{ll}
\mathfrak{a} & \mathfrak{b}  \tag{1.122}\\
\mathfrak{c} & \mathfrak{d}
\end{array}\right]\left[\begin{array}{l}
\hat{V}_{i m}\left(b_{i m}, b_{i n}\right) \\
\hat{V}_{i n}\left(b_{i m}, b_{i n}\right)
\end{array}\right]=\left[\begin{array}{l}
\mathfrak{e} \\
\mathfrak{f}
\end{array}\right] .
$$

is given by

$$
\left[\begin{array}{c}
\frac{\mathfrak{d} \mathfrak{e}-\mathfrak{b f}}{\mathfrak{a} \mathfrak{d}-\mathfrak{b} \mathfrak{c}}  \tag{1.123}\\
\frac{\mathfrak{a f}-\mathfrak{c e}}{\mathfrak{a} \mathfrak{d}-\mathfrak{b c}}
\end{array}\right] .
$$

Substituting the suitable expressions for the quantities $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}$, and $\mathfrak{f}$ completes our proof. Note that

$$
\begin{equation*}
\mathfrak{g}=\mathfrak{a d}-\mathfrak{b} \mathfrak{c} \tag{1.124}
\end{equation*}
$$

### 1.5.4 Proof of Proposition 1.4

Choose $N$ large enough that the expected payoff deviation due to the procurement of alternative foraging opportunities in the model parametrization $\boldsymbol{M}(n)$ is less than $\varepsilon / 3$ for all $n \geq N$. By possibly making $N$ larger, the expected payoff deviation due to
time-measurement experiments in the model parametrization $\boldsymbol{M}(n)$ is also less than $\varepsilon / 3$.

Furthermore, by possibly making $N$ even larger, the difference between the expected total payoff $V_{n}(\pi)$ in the model parametrization $\boldsymbol{M}(n)$-henceforward excluding deviations due to side opportunities and time-measurement costs-and that of its approximating continuous learning model $\boldsymbol{M}(\infty)$, given by $V_{\infty}(\boldsymbol{b}(\pi))$, is less than $\varepsilon / 3$ for all $n \geq N$. To show this, we may as well assume that the task payoff of each learning period (say, the $k$ th one) of the model parametrization $\boldsymbol{M}(n)$, given by

$$
\begin{equation*}
f(a(k), b(k)) \int_{T(k)}^{T(k+1)} \delta^{t} d t \tag{1.125}
\end{equation*}
$$

is obtained as a flow payoff of

$$
\begin{equation*}
\delta^{t} f(a(k), b(k)) d t \tag{1.126}
\end{equation*}
$$

We then define the function

$$
\begin{equation*}
\hat{V}_{n}\left(b_{i m}, b_{i n}\right)=q \hat{V}_{i m, n}+(1-q) \hat{V}_{i n, n} \tag{1.127}
\end{equation*}
$$

in terms of the function $\hat{V}_{i m, n}, \hat{V}_{i n, n}:((0, \infty) \cup\{\infty\})^{2} \rightarrow[0, \infty)$, defined by

$$
\begin{equation*}
\hat{V}_{i m, n}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{d}_{n} \mathfrak{e}_{n}-\mathfrak{b}_{n} \mathfrak{f}_{n}}{\mathfrak{g}_{n}} \tag{1.128}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{V}_{i n, n}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{a}_{n} \mathfrak{f}_{n}-\mathfrak{c}_{n} \mathfrak{e}_{n}}{\mathfrak{g}_{n}} \tag{1.129}
\end{equation*}
$$

for

$$
\begin{equation*}
\mathfrak{a}_{n}=1-q \delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \eta^{b_{i m}} \tag{1.130}
\end{equation*}
$$

$$
\begin{align*}
& \mathfrak{b}_{n}=-(1-q) \boldsymbol{\delta}^{L_{i m}^{-1}, \infty}\left(b_{i m}\right) \eta^{b_{i m}},  \tag{1.131}\\
& \boldsymbol{c}_{n}=-q \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right),  \tag{1.132}\\
& \mathfrak{d}_{n}=1-(1-q) \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right),  \tag{1.133}\\
& \mathfrak{e}_{n}=\int_{0}^{b_{i m}}\left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, n}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i m}(a) \\
& +\int_{a>b_{i m}}\left(\int_{0}^{L_{i m}^{-1}, \infty\left(b_{i m}\right)} \delta^{t} f\left(a, L_{i m, n}(t)\right) d t\right) d \mu_{i m}(a),  \tag{1.134}\\
& \mathfrak{f}_{n}=\int_{0}^{b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, n}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{i n}(a) \\
& +\int_{a>b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(a, L_{i n, n}(t)\right) d t\right) d \mu_{i n}(a), \tag{1.135}
\end{align*}
$$

and

$$
\begin{equation*}
\mathfrak{g}_{n}=1-\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right)+q\left(\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right)-\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \eta^{b_{i n}}\right) . \tag{1.136}
\end{equation*}
$$

By construction, the functions $\hat{V}_{n}$ have the property that

$$
\begin{equation*}
V_{n}(\pi)=\hat{V}_{n}(b, b) \tag{1.137}
\end{equation*}
$$

for a policy $\pi$ represented by $\boldsymbol{b}=b$, and

$$
\begin{equation*}
V_{n}(\pi)=\hat{V}_{n}\left(b_{i m}, b_{i n}\right) \tag{1.138}
\end{equation*}
$$

for a policy $\pi$ represented by $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$.
Under the assumption that $\hat{V}_{\infty}$ and all functions $\hat{V}_{n}$ are continuous at $b=0$, we will complete our proof. We have that $\left\{\hat{V}_{n}\right\}_{n \in \mathbb{N}}$ is a sequence of continuous functions on the compact space

$$
\begin{equation*}
\overline{\mathcal{Q}} \cup\{(0,0)\}=\{(b, b): b \in[0, \beta]\} \cup\left\{\left(b_{i m}, b_{i n}\right): b_{i m}, b_{i n} \in[\beta, \infty) \cup\{\infty\}\right\} \tag{1.139}
\end{equation*}
$$

that is monotonically converging to $\hat{V}_{\infty}$, which is also continuous. Thus, this convergence is uniform by Dini's theorem. In particular, we have

$$
\begin{equation*}
\sup _{\pi \in \Pi}\left|V_{n}(\pi)-V_{\infty}(\boldsymbol{b}(\pi))\right| \leq \sup _{\left(b_{i m}, b_{i n}\right) \in \overline{\mathcal{Q}} \cup\{(0,0)\}}\left|\hat{V}_{n}\left(b_{i m}, b_{i n}\right)-\hat{V}_{n}\left(b_{i m}, b_{i n}\right)\right|<\frac{\varepsilon}{3} \tag{1.140}
\end{equation*}
$$

for sufficiently large $n$ as desired, where we have used the fact that the set of all strategies $\boldsymbol{b}$ of the continuous learning model that represent policies $\boldsymbol{\pi} \in \Pi$ of $\boldsymbol{M}(n)$ is a subset of $\overline{\mathcal{Q}}$. Our overall theorem statement then follows from the triangle inequality.

It remains to show that $\hat{V}_{\infty}$ (respectively, all functions $\hat{V}_{n}$ ), which are only defined for $b>0$, can be continuously extended to $b=0$. For this, it suffices to show that the constituent functions $\hat{V}_{i m, \infty}$ and $\hat{V}_{i n, \infty}$ (respectively, $\hat{V}_{i m, n}$ and $\hat{V}_{i m, n}$ ) can be continuously extended to $b=0$. Observe that the numerator and denominator of each constituent function are both equal to zero at $b=0$, which creates the a priori possible obstruction to continuity. However, by L'Hôspital's rule, if both the numerator and the denominator are differentiable at $b=0$ and the derivative of the denominator
has nonzero value at $b=0$, then the limit of the function as $b \rightarrow 0$ is well-defined, as desired.

The derivative of the denominator $\mathfrak{g}=\mathfrak{g}_{n}$ at zero is computed by the product rule and chain rule:

$$
\begin{align*}
\left.\frac{d}{d b} \mathfrak{g}(b, b)\right|_{b=0}=(1-q) & \left(\frac{\left(\log \frac{1}{\delta}\right) \delta^{L_{i n, \infty}^{-1}(0)}}{\frac{d}{d t} L_{i n, \infty}(0)}\left(p+(1-p) \eta^{0}\right)+\delta^{L_{i n, \infty}^{-1}(0)}(1-p)\left(\log \frac{1}{\eta}\right) \eta^{0}\right) \\
& +q\left(\frac{\left(\log \frac{1}{\delta}\right) \delta_{i m, \infty}^{-1}(0)}{\frac{d}{d t} L_{i n, \infty}(0)} \eta^{0}+\delta^{L_{i n, \infty}^{-1}(0)}\left(\log \frac{1}{\eta}\right) \eta^{0}\right)  \tag{1.141}\\
=(1-q) & \left(\frac{\left(\log \frac{1}{\delta}\right)}{\frac{d}{d t} L_{i n, \infty}(0)}(p+(1-p))+(1-p)\left(\log \frac{1}{\eta}\right)\right) \\
& +q\left(\frac{\left(\log \frac{1}{\delta}\right)}{\frac{d}{d t} L_{i n, \infty}(0)}+\left(\log \frac{1}{\eta}\right)\right)>0 . \tag{1.142}
\end{align*}
$$

To conclude via the product rule that the derivatives of the numerators of each of the functions $\hat{V}_{i m, \infty}$ and $\hat{V}_{i n, \infty}$ (respectively, $\hat{V}_{i m, n}$, and $\hat{V}_{i m, n}$ ) is well-defined at $b=0$, it suffices to check whether the derivatives of $\mathfrak{e}$ (respectively, $\mathfrak{e}_{n}$ ) and $\mathfrak{f}$ (respectively, $\mathfrak{f}_{n}$ ) are well-defined at $b=0$; this is because

$$
\begin{align*}
& \mathfrak{a}=\mathfrak{a}_{n},  \tag{1.143}\\
& \mathfrak{b}=\mathfrak{b}_{n},  \tag{1.144}\\
& \mathfrak{c}=\mathfrak{c}_{n}, \tag{1.145}
\end{align*}
$$

and

$$
\begin{equation*}
\mathfrak{d}=\mathfrak{d}_{n} \tag{1.146}
\end{equation*}
$$

are clearly differentiable via the chain rule. Indeed, Leibniz's integral rule yields that the derivatives of $\mathfrak{e}_{n}$ and $\mathfrak{f}_{n}$ are well-defined and given at $b=0$ by

$$
\begin{align*}
\left.\frac{d}{d b} \mathfrak{e}_{n}\right|_{b=0}= & \mu_{i m}(0) \\
( & \left.\int_{0}^{L_{i m, \infty}^{-1}(0)} \delta^{t} f\left(a, L_{i m, n}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(0)}^{\infty} \delta^{t} d t\right) \\
& -\mu_{i m}(0) \int_{0}^{L_{i m, \infty}^{-1}(0)} \delta^{t} f\left(a, L_{i m, n}(t)\right) d t+\int_{a>0} \frac{\delta^{L_{i m}^{-1}, \infty}(0)}{\frac{d}{d t} L_{i m, \infty}(0)} d \mu_{i m}  \tag{1.147}\\
= & \left(\log \frac{1}{\eta}\right) \frac{1}{\log \frac{1}{\delta}}+\int_{a>0} \frac{\delta^{L_{i m, \infty}^{-1}(0)} f(a, 0)}{\frac{d}{d t} L_{i m, \infty}(0)} d \mu_{i m}
\end{align*}
$$

and

$$
\begin{align*}
&\left.\frac{d}{d b} \mathfrak{f}_{n}\right|_{b=0}= \mu_{i n}(0) \\
&\left(\int_{0}^{L_{i n, \infty}^{-1}(0)} \delta^{t} f\left(a, L_{i n, n}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(0)}^{\infty} \delta^{t} d t\right) \\
&-\mu_{i n}(0) \int_{0}^{L_{i n, \infty}^{-1}(0)} \delta^{t} f\left(a, L_{i n, n}(t)\right) d t+\int_{a>0} \frac{\delta^{L_{i n, \infty}^{-1}(0)} f(a, 0)}{\frac{d}{d t} L_{i n, \infty}(0)} d \mu_{i n}  \tag{1.148}\\
&=(1-p)\left(\log \frac{1}{\eta}\right) \frac{1}{\log \frac{1}{\delta}}+\int_{a>0} \frac{\delta^{L_{i n, \infty}^{-1}(0)} f(a, 0)}{\frac{d}{d t} L_{i n, \infty}(0)} d \mu_{i n} .
\end{align*}
$$

The calculations for $\mathfrak{e}$ and $\mathfrak{f}$ are analogous-the only difference being that the function $L_{j, n}(t)$ in the integrand is replaced with $L_{j, \infty}(t)$-and give the identical answers for the derivative at $b=0$. The product rule thus yields the derivative of the numerators at $b=0$, as needed.

### 1.5.5 Proof of Proposition 1.5

For every strategy $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ such that $b_{i m}<\infty$, we construct another strategy $\boldsymbol{b}^{\prime}$ that achieves a strictly higher value $V_{\infty}\left(\boldsymbol{b}^{\prime}\right)$. This shows that a necessary condition for $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ to maximize $V_{\infty}$ is that $b_{i m}=\infty$. Note that the constructed strategy $\boldsymbol{b}^{\prime}$
will not be of the form $\boldsymbol{b}^{\prime}=\left(b_{\text {im }}^{\prime}, b_{\text {in }}^{\prime}\right)$, i.e., will not repeat the same quitting strategy for every drawn task.

Consider the probability measure $\mu^{\infty}$ on the sample space of sequences of tasks drawn i.i.d. from $\mu$ (some of which may not be drawn if the student quits finitely many times),

$$
\begin{equation*}
\Omega=\mathcal{U}^{\infty} \tag{1.149}
\end{equation*}
$$

The distribution is defined as follows. Let $\mathcal{F}$ denote the $\sigma$-algebra generated by the algebra

$$
\begin{equation*}
\mathcal{F}_{0}=\bigcup_{n=1}^{\infty} \mathcal{F}_{n}, \tag{1.150}
\end{equation*}
$$

where $\mathcal{F}_{n}$ denotes the collection of events whose occurrence can be determined by the results of the first $n$ draws. The probability distribution $\mu$ on $\mathcal{U}$ canonically endows $\mathcal{F}$ with a probability measure $\mu^{\infty}$, which is used to defined the compute the expected value of the payoff.

Let $V_{\infty}\left(\boldsymbol{b}^{\prime \prime}, \omega\right)$ denote the total payoff when the student uses a strategy $b^{\prime \prime}$ and the sequence of task types is $\omega \in \Omega$. Then, the total payoff $V_{\infty}\left(\boldsymbol{b}^{\prime \prime}\right)$ is given by

$$
\begin{equation*}
V_{\infty}\left(b^{\prime \prime}\right)=\int_{\Omega} V_{\infty}\left(b^{\prime \prime}\right) d \mu^{\infty}(\omega) . \tag{1.151}
\end{equation*}
$$

We modify $\boldsymbol{b}=\left(b_{\text {im }}, b_{\text {in }}\right)$ to obtain the alternative strategy

$$
\begin{equation*}
\boldsymbol{b}^{\prime}=\left(\left(\left[q, b_{i m}^{\prime} ;(1-q) p, b_{i n}^{\prime}\right], b_{i n}\right),\left(b_{i m}, b_{i n}\right),\left(b_{i m}, b_{i n}\right), \ldots\right), \tag{1.152}
\end{equation*}
$$

where the first factor

$$
\begin{equation*}
\left[q, b_{i m}^{\prime} ;(1-q), b_{i n}^{\prime}\right] \tag{1.153}
\end{equation*}
$$

denote the probabilistic quitting strategy of, assuming learning has not completed by then, quitting with probability $q$ at

$$
\begin{equation*}
b_{i m}^{\prime}=L_{i m, \infty}\left(2 L_{i m, \infty}^{-1}\left(b_{i m}\right)\right) \tag{1.154}
\end{equation*}
$$

and quitting with probability $(1-q)$ at

$$
\begin{equation*}
b_{i n}^{\prime}=L_{i m, \infty}\left(L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}\left(b_{i n}\right)\right) . \tag{1.155}
\end{equation*}
$$

The probabilistic strategy $b^{\prime}$ can be written as a combination of two deterministic strategies:

$$
\begin{equation*}
\boldsymbol{b}_{i m}^{\prime}=\left(\left(b_{i m}^{\prime}, b_{i n}\right),\left(b_{i m}, b_{i n}\right),\left(b_{i m}, b_{i n}, \ldots\right)\right. \tag{1.156}
\end{equation*}
$$

with probability $q$ and

$$
\begin{equation*}
\boldsymbol{b}_{i m}^{\prime}=\left(\left(b_{i n}^{\prime}, b_{i n}\right),\left(b_{i m}, b_{i n}\right),\left(b_{i m}, b_{i n}, \ldots\right)\right. \tag{1.157}
\end{equation*}
$$

with probability $1-q$.
We will show that

$$
\begin{equation*}
V_{\infty}(\boldsymbol{b})=\int_{\Omega} V_{\infty}(\boldsymbol{b}) d \mu^{\infty}(\omega) \tag{1.158}
\end{equation*}
$$

is strictly less than

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b}^{\prime}\right)=\int_{\Omega} V_{\infty}\left(\boldsymbol{b}^{\prime}\right) d \mu^{\infty}(\omega), \tag{1.159}
\end{equation*}
$$

thus showing that $\boldsymbol{b}^{\prime}$ strictly outperforms $\boldsymbol{b}$.
First, we partition the sample space $\Omega$ into subsets

$$
\begin{equation*}
\Omega=\Omega_{1} \cup \Omega_{2} \tag{1.160}
\end{equation*}
$$

defined by

$$
\begin{gather*}
\Omega_{1}=\left\{\omega=\left(\left(j_{1}, a_{1}\right), \ldots\right): j_{1}=\text { in or } a_{1} \leq b_{i m}\right\}  \tag{1.161}\\
\Omega_{2}=\left\{\omega=\left(\left(j_{1}, a_{1}\right), \ldots\right): j_{1}=\text { im and } a_{1}>b_{i m}\right\} . \tag{1.162}
\end{gather*}
$$

Note that

$$
\begin{equation*}
\int_{\Omega_{1}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}(\omega)=\int_{\Omega_{1}} V_{\infty}\left(\boldsymbol{b}^{\prime}, \omega\right) d \mu^{\infty}(\omega) \tag{1.163}
\end{equation*}
$$

Indeed, if $j_{1}=i m$ and $a_{1} \leq b_{i m}$ for $\omega \in \Omega_{1}$, then both $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$ learn the first task until completion and stick with it forever; and if $j_{1}=i n$, the strategies $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$ play in the same way for such a task sequence $\omega$.

It thus suffices to show that

$$
\begin{equation*}
\int_{\omega \in \Omega_{2}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}<\int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}^{\prime}, \omega\right) d \mu^{\infty} \tag{1.164}
\end{equation*}
$$

Partition $\Omega_{2}$ into subsets

$$
\begin{equation*}
\Omega_{2}=\Omega_{3} \cup \Omega_{4} \cup \Omega_{5} \tag{1.165}
\end{equation*}
$$

defined by

$$
\begin{gather*}
\Omega_{3}=\left\{\omega=\left(\left(j_{1}, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right): j_{1}=i m, a_{1}>b_{i m}, \text { and } j_{2}=i m\right\}  \tag{1.166}\\
\Omega_{4}=\left\{\omega=\left(\left(j_{1}, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right): j_{1}=i m, a_{1}>b_{i m}, j_{2}=i n, \text { and } a_{2}<\infty\right\} \tag{1.167}
\end{gather*}
$$

and

$$
\begin{equation*}
\Omega_{5}=\left\{\omega=\left(\left(j_{1}, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right): j_{2}=\text { in }, a_{2}=\infty, j_{2}=i n, \text { and } a_{2}=\infty\right\} \tag{1.168}
\end{equation*}
$$

It suffices to show that

$$
\begin{gather*}
\int_{\omega \in \Omega_{3}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}<q \int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}_{i m}^{\prime}, \omega\right) d \mu^{\infty},  \tag{1.169}\\
\int_{\omega \in \Omega_{4}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}<(1-q)(1-p) \int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime}, \omega\right) d \mu^{\infty}, \tag{1.170}
\end{gather*}
$$

and

$$
\begin{equation*}
\int_{\omega \in \Omega_{5}} V_{\infty}(b, \omega) d \mu^{\infty}<(1-q) p \int_{\omega \in \Omega_{2}} V_{\infty}\left(b_{i n}^{\prime}, \omega\right) d \mu^{\infty} \tag{1.171}
\end{equation*}
$$

since $\boldsymbol{b}^{\prime}$ plays as the strategy $\boldsymbol{b}_{\text {im }}^{\prime}$ with probability $q$ (the proportion of $\Omega_{3}$ in $\Omega_{2}$ ) and as the strategy $\boldsymbol{b}_{i n}^{\prime}$ with probability (the proportion of $\Omega_{4}$ and $\Omega_{5}$ combined in $\Omega_{2}$ ).

We first show inequality (1.169). Check that the left-hand side is given by

$$
\begin{align*}
\int_{\omega \in \Omega_{3}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty} & \left.=\int_{\bar{\omega} \in \Omega_{3}^{\prime}} V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right), \bar{\omega}\right)\right)\right)\left(\int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right\}} d \mu\right) d \mu^{\infty} \\
& =q \eta^{b_{i m}} \int_{\bar{\omega} \in \Omega_{3}^{\prime}} V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right), \bar{\omega}\right)\right) d \mu^{\infty} \tag{1.172}
\end{align*}
$$

where $\bar{\omega} \in \Omega_{3}^{\prime}$ parametrizes the task subsequence of $\omega \in \Omega_{3}$ given by

$$
\begin{equation*}
\bar{\omega}=\left(\left(j_{2}, a_{2}\right),\left(j_{3}, a_{3}\right), \ldots\right) \tag{1.173}
\end{equation*}
$$

$b_{i m}+\varepsilon$ is an arbitrary task difficulty level greater than $b_{i m}$,

$$
\begin{equation*}
\left.V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right), \bar{\omega}\right)\right)\right) \tag{1.174}
\end{equation*}
$$

does not depend on the choice of $b_{i m}+\varepsilon$, and we have an isomorphism of probability spaces

$$
\begin{equation*}
\Omega_{3}^{\prime} \cong\{(i m, a): a>0\} \times \mathcal{U}^{\infty} \tag{1.175}
\end{equation*}
$$

Next, check that the right-hand side can be written as

$$
\begin{align*}
q \int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}_{i m}^{\prime}, \omega\right) d \mu^{\infty} & =q \int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right\}}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(j_{1}, a_{1}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d \mu \\
& =q \eta^{b_{i m}} \int_{\{(i m, a): a>0\}}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(j_{1}, a+b_{i m}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d \mu \tag{1.176}
\end{align*}
$$

where $\hat{\omega} \in \Omega_{2}^{\prime}$ parametrizes the task subsequence of $\omega \in \Omega_{2}$ given by

$$
\begin{equation*}
\hat{\omega}=\left(\left(j_{2}, a_{2}\right),\left(j_{3}, a_{3}\right), \ldots\right) \tag{1.177}
\end{equation*}
$$

and we have an isomorphism of probability spaces

$$
\begin{equation*}
\Omega_{2}^{\prime} \cong \mathcal{U}^{\infty} \tag{1.178}
\end{equation*}
$$

Using the isomorphisms, we reduce our inequality (1.169) to the following:

$$
\begin{align*}
& \int_{\left(\left(j_{2}, a\right),\left(j_{3}, a_{3}\right), \ldots\right) \in\left\{\left(i m, a^{\prime}\right): a^{\prime}>0\right\} \times \mathcal{U}^{\infty}} V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),\left(j_{2}, a\right),\left(j_{3}, a_{3}\right) \ldots\right)\right) d \mu^{\infty} \\
& \quad<\int_{\left(\left(j_{1}, a\right),\left(j_{2}, a_{2}\right), \ldots\right) \in\left\{\left(i m, a^{\prime}\right): a^{\prime}>0\right\} \times \mathcal{U}^{\infty}} V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(j_{1}, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) d \mu^{\infty} \tag{1.179}
\end{align*}
$$

There is a clear isomorphism of the probability space of task sequences

$$
\begin{equation*}
\left(\left(j_{2}, a\right),\left(j_{3}, a_{3}\right), \ldots\right) \in\left\{\left(i m, a^{\prime}\right): a^{\prime}>0\right\} \times \mathcal{U}^{\infty} \tag{1.180}
\end{equation*}
$$

and the probability space

$$
\begin{equation*}
\left(\left(j_{1}, a\right),\left(j_{2}, a_{2}\right), \ldots\right) \in\left\{\left(i m, a^{\prime}\right): a^{\prime}>0\right\} \times \mathcal{U}^{\infty} . \tag{1.181}
\end{equation*}
$$

It suffices to show that the strict inequality holds for the one-to-one-corresponding integrands in this isomorphism, which we will refer to as the left-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),\left(j_{2}, a\right),\left(j_{3}, a_{3}\right) \ldots\right)\right) \tag{1.182}
\end{equation*}
$$

and the right-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(j_{1}, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) \tag{1.183}
\end{equation*}
$$

We need to show that

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i m, a),\left(j_{3}^{\prime}, a_{3}^{\prime}\right), \ldots\right)\right)<V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(i m, a+b_{i m}\right),\left(j_{2}^{\prime}, a_{2}^{\prime}\right),\left(j_{3}^{\prime}, a_{3}^{\prime}\right), \ldots\right)\right) \tag{1.184}
\end{equation*}
$$

Note that the sub-payoff values in the subinterval of time

$$
\begin{equation*}
\left[0, L_{i m, \infty}^{-1}\left(b_{i m}\right)\right) \tag{1.185}
\end{equation*}
$$

for both value functions are identical. This is because the first task is of type $j=i m$ and is learned to the point of time $L_{i m, \infty}^{-1}\left(b_{i m}\right)$ for both value functions.

Also, conditional on the assumption that the task that is learned at time $t=L_{i m, \infty}^{-1}\left(b_{i m}\right)$ (second task and first task, respectively) does not learn to completion-that $a_{1}<b_{i m}$ and $a_{1}+b_{i m}<b_{i m}^{\prime}$, respectively - the sub-payoff values in the subinterval of time

$$
\begin{equation*}
\left[2 L_{i m, \infty}^{-1}\left(b_{i m}\right), \infty\right) \tag{1.186}
\end{equation*}
$$

are also identical for both value functions. This is because conditional on this assumption, the aforementioned task is quit at time $t=2 L_{i m, \infty}^{-1}\left(b_{i m}\right)$, after which the payoff in the remaining time is the same.

Next, we show that if the task that is learned at time $t=L_{i m, \infty}^{-1}\left(b_{i m}\right)$ learns to completion for the left-hand-side value function in that $a_{1}<b_{i m}$, then it also learns to completion for the right hand-side value function in that $a_{1}+b_{i m}<b_{i m}^{\prime}$. This is a consequence of the assumption that $L_{i m, \infty}(t)$ is convex. It follows that at time $t=L_{i m, \infty}^{-1}\left(b_{i m}\right)$, the difference $a$ in knowledge that is required to complete the task learning requires less (or equal) time for the right-hand-side value function, spanning

$$
\begin{equation*}
t=L_{i m, \infty}^{-1}\left(b_{i m}\right) \quad \text { to } \quad t=L_{i m, \infty}^{-1}\left(b_{i m}+a\right) ; \tag{1.187}
\end{equation*}
$$

than the time required to complete the task learning for the left-hand-side value function, spanning

$$
\begin{equation*}
t=L_{i m, \infty}^{-1}\left(b_{i m}\right) \quad \text { to } \quad t=L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}(a) \tag{1.188}
\end{equation*}
$$

Indeed, our assumption that $L_{i m, \infty}(t)$ is convex yields the fact that $L_{i m, \infty}^{-1}(b)$ is concave, which yields

$$
\begin{equation*}
L_{i m, \infty}^{-1}\left(b_{i m}+a\right) \leq L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}(a) . \tag{1.189}
\end{equation*}
$$

If learning of this task completes for the left-hand-side, then it also completes for the right-hand-side; consequently, no future tasks are drawn, and the sub-payoff values for the subperiod of time (1.186) are equal. On the other hand, if learning of this task completes for the right-hand-side value function, then no future tasks are drawn for it (but may be drawn for the left-hand-side value function); consequently, the sub-payoff values for the subperiod of time (1.186) automatically satisfy the desired direction of inequality.

Moreover, the respective sub-payoff values in the remaining subperiod of time

$$
\begin{equation*}
\left[L_{i m, \infty}^{-1}\left(b_{i m}\right), 2 L_{i m, \infty}^{-1}\left(b_{i m}\right)\right) \tag{1.190}
\end{equation*}
$$

are given by

$$
\int_{L_{i m, \infty}^{-1}\left(b_{i m}\right)}^{2 L_{i m}^{-1}\left(b_{i m}\right)} \delta^{t}\left\{\begin{array}{ll}
f\left(a, L_{i m, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) & \text { for } t<L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}(a)  \tag{1.191}\\
1 & \text { for } t \geq L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}(a)
\end{array}\right\} d t
$$

for the left-hand-side value function and

$$
\int_{L_{i m, \infty}^{-1}\left(b_{i m}\right)}^{2 L_{i m}^{-1}\left(b_{i m}\right)} \delta^{t}\left\{\begin{array}{ll}
f\left(b_{i m}+a, L_{i m, \infty}(t)\right) & \text { for } t<L_{i m, \infty}^{-1}\left(b_{i m}+a\right)  \tag{1.192}\\
1 & \text { for } t \geq L_{i m, \infty}^{-1}\left(b_{i m}+a\right)
\end{array}\right\} d t
$$

for the right-hand-side value function. It follows from the inequalities (1.189),

$$
\begin{align*}
f\left(a, L_{i m, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) & <f\left(b_{i m}+a, b_{i m}+L_{i m, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) \\
& \leq f\left(b_{i m}+a, L_{i m, \infty}(t)\right), \tag{1.193}
\end{align*}
$$

and

$$
\begin{equation*}
f(a, b) \leq 1 \tag{1.194}
\end{equation*}
$$

that the sub-payoff value (1.191) of the left-hand-side value function is strictly less than that (1.192) of the right-hand-side value function.

We have overall shown the inequality of integrands (1.184), which implies the inequality (1.176), and thereby, the inequality (1.169).

The second of our desired inequality (1.170) will be shown analogously. Check that the left-hand side is given by

$$
\begin{align*}
& \int_{\omega \in \Omega_{4}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty} \\
& =\int_{\left(\left(i n, a_{2}\right), \bar{\omega}\right) \in\left\{\left(i n, a_{2}\right): a_{2} \in(0, \infty)\right\} \times \Omega_{4}^{\prime}} V_{\infty}\left(\boldsymbol{b},\left(\left(\text { im, } b_{i m}+\varepsilon\right),\left(\text { in }, a_{2}\right), \bar{\omega}\right)\right)\left(\int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right.} d \mu\right) d \mu^{\infty} \\
& =q \eta^{b_{i n}} \int_{\left(\left(i n, a_{2}\right), \bar{\omega}\right) \in\left\{\left(i n, a_{2}\right): a_{2} \in(0, \infty)\right\} \times \Omega_{4}^{\prime}} V_{\infty}\left(b,\left(\left(i m, b_{i m}+\varepsilon\right),\left(i n, a_{2}\right), \bar{\omega}\right)\right) d \mu^{\infty} \\
& =q \eta^{b_{i n}}(1-q)(1-p) \int_{a_{2} \in(0, \infty)}\left(\log \frac{1}{\eta}\right) \eta^{a_{2}}\left(\int_{\bar{\omega} \in \Omega_{4}^{\prime}} V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),\left(i n, a_{2}\right), \bar{\omega}\right)\right) d \mu^{\infty}\right) d a_{2}, \tag{1.195}
\end{align*}
$$

where $\bar{\omega} \in \Omega_{4}^{\prime}$ parametrizes the task subsequence of $\omega \in \Omega_{4}$,

$$
\begin{equation*}
\bar{\omega}=\left(\left(j_{3}, a_{3}\right),\left(j_{4}, a_{4}\right), \ldots\right), \tag{1.196}
\end{equation*}
$$

$b_{i m}+\varepsilon$ is an arbitrary task difficulty level greater than $b_{i m}$,

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),\left(i n, a_{2}\right), \bar{\omega}\right)\right) \tag{1.197}
\end{equation*}
$$

does not depend on the choice of $b_{i m}+\varepsilon$, and we have an isomorphism of probability
spaces

$$
\begin{equation*}
\Omega_{4}^{\prime} \cong \mathcal{U}^{\infty} . \tag{1.198}
\end{equation*}
$$

Next, check that the right-hand-side inequality can be written as

$$
\begin{align*}
&(1-q)(1-p) \int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime}, \omega\right) d \mu^{\infty} \\
&=(1-q)(1-p) \int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right\}}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime},\left(\left(i m, a_{1}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d \mu \\
&=(1-q)(1-p) q \eta^{b_{i n}} \int_{a \in(0, \infty)}\left(\log \frac{1}{\eta}\right) \eta^{a}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(b_{i n}^{\prime},\left(\left(i m, a+b_{i m}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d a \tag{1.199}
\end{align*}
$$

Using the isomorphisms (1.219) and (1.175), we reduce our inequality (1.170) to

$$
\begin{align*}
& \int_{\left(a,\left(j_{j}, a_{3}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty}} V_{\infty}\left(b,\left(\left(\text { im }, b_{i m}+\varepsilon\right),(\text { in }, a),\left(j_{3}, a_{3}\right) \ldots\right)\right) d \mu^{\infty} d \mu_{\eta} \\
& \quad<\int_{\left(a,\left(j_{2}, a_{2}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty}} V_{\infty}\left(b^{\prime},\left(\left(\text { im }, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) d \mu^{\infty} d \mu_{\eta}, \tag{1.200}
\end{align*}
$$

where $\mu_{\eta}=\mu_{i m}=\left.\mu_{i n}\right|_{a<\infty}$ denotes the exponential distribution of decay factor $\eta$ on $(0, \infty)$.

There is a clear isomorphism of the probability space of task sequences

$$
\begin{equation*}
\left(a,\left(j_{3}, a_{3}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty} \tag{1.201}
\end{equation*}
$$

and the probability space

$$
\begin{equation*}
\left(a,\left(j_{2}, a_{2}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty} \tag{1.202}
\end{equation*}
$$

It suffices to show that the strict inequality holds for the one-to-one-corresponding integrands in this isomorphism, which we will refer to as the left-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, a),\left(j_{3}, a_{3}\right) \ldots\right)\right) \tag{1.203}
\end{equation*}
$$

and the right-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(b^{\prime},\left(\left(i m, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) . \tag{1.204}
\end{equation*}
$$

We need to show that

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, a),\left(j_{3}, a_{3}\right) \ldots\right)\right)<V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(i m, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) . \tag{1.205}
\end{equation*}
$$

Just as before, the sub-payoff-values in the subinterval of time

$$
\begin{equation*}
\left[0, L_{i m, \infty}^{-1}\left(b_{i m}\right)\right) \tag{1.206}
\end{equation*}
$$

for both value functions are identical.
Also, similarly to before, conditional on the assumption that task that is learned at time $t=L_{i m, \infty}^{-1}\left(b_{i m}\right)$ (second task and first task, respectively) does not learn to completion-that $a_{1}<b_{i n}$ and $a_{1}+b_{i m}<b_{i n}^{\prime}$, respectively-the sub-payoff values in the subinterval of time

$$
\begin{equation*}
\left[L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right), \infty\right) \tag{1.207}
\end{equation*}
$$

are identical for both value functions.
Next, we show that if the task that is learned at time $t=L_{i m, \infty}^{-1}(\infty)$ learns to completion for the left-hand sidevaue function in that $a_{1}<b_{i n}$, then it also learns to com-
pletion for the right-hand-side value function in that $a_{1}+b_{i m}<b_{\text {in }}^{\prime}$. This is a consequence of two assumptions: the assumption that $L_{i m, \infty}(t)$ is convex (equivalently, that $L_{i m, \infty}^{-1}(b)$ is concave) and the assumption that $L_{i n, \infty}(t) \leq L_{i m, \infty}(t)$ (equivalently, that $\left.L_{i m, \infty}^{-1}(b) \leq L_{i n, \infty}^{-1}(b)\right)$. It follows that at time $t=L_{i m, \infty}^{-1}\left(b_{i m}\right)$, the difference $a$ in knowledge that is required to complete the task learning requires less (or equal) time for the right-hand-side value function, spanning

$$
\begin{equation*}
t=L_{i m, \infty}^{-1}\left(b_{i m}\right) \quad \text { to } \quad t=L_{i m, \infty}^{-1}\left(b_{i m}+a\right) \tag{1.208}
\end{equation*}
$$

than the time required to complete the task learning for the left-hand-side value function, spanning

$$
\begin{equation*}
t=L_{i m, \infty}^{-1}\left(b_{i m}\right) \quad \text { to } \quad t=L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}(a) \tag{1.209}
\end{equation*}
$$

Indeed, our two aforementioned assumptions together yield

$$
\begin{equation*}
L_{i m, \infty}^{-1}\left(b_{i m}+a\right) \leq L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i m, \infty}^{-1}(a) \leq L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}(a) . \tag{1.210}
\end{equation*}
$$

If learning of this task completes for the left-hand-side, then it also completes for the right-hand-side; consequently, no future tasks are drawn, and the sub-payoff values for the subperiod of time (1.207) are equal. On the other hand, if learning of this task completes for the right-hand-side value function, then no future tasks are draw for it (but may be drawn for the left-hand-side value function); consequently, the sub-payoff values for the subperiod of time (1.207) automatically satisfy the desired direction of inequality.

Finally, the respective sub-payoff values in the remaining subperiod of time

$$
\begin{equation*}
\left[L_{i m, \infty}^{-1}\left(b_{i m}\right), L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right)\right) \tag{1.211}
\end{equation*}
$$

are given by

$$
\int_{L_{i m, \infty}^{-1}\left(b_{i n}\right)}^{L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t}\left\{\begin{array}{ll}
f\left(a, L_{i n, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) & \text { for } t<L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}(a)  \tag{1.212}\\
1 & \text { for } t \geq L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}(a)
\end{array}\right\} d t
$$

for the left-hand-side value function and

$$
\int_{L_{i m, \infty}^{-1}\left(b_{i m}\right)}^{L_{i m}^{-1}\left(b_{i m}\right)+L_{i n}^{-1}, \infty\left(b_{i n}\right)} \delta^{t}\left\{\begin{array}{ll}
f\left(b_{i m}+a, L_{i m, \infty}(t)\right) & \text { for } t<L_{i m, \infty}^{-1}\left(b_{i m}+a\right)  \tag{1.213}\\
1 & \text { for } t \geq L_{i m, \infty}^{-1}\left(b_{i m}+a\right)
\end{array}\right\} d t
$$

for the right-hand-side value function. It follows from the inequalities (1.210),

$$
\begin{align*}
f\left(a, L_{i n, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) & \leq f\left(a, L_{i m, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) \\
& <f\left(b_{i m}+a, b_{i m}+L_{i m, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) \\
& \leq f\left(a, L_{i m, \infty}(t)\right), \tag{1.214}
\end{align*}
$$

and $f(a, b) \leq 1$ that the sub-payoff value (1.212) of the left-hand-side value function is strictly less than that (1.213) of the right-hand-side value function.

Overall, we have shown the inequality of integrands (1.205), which implies the inequality (1.200) and thereby, the inequality (1.170).

It remains to show the inequality (1.171). Check that the left-hand side is given by

$$
\int_{\omega \in \Omega_{5}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}
$$

$$
\begin{align*}
& \left.=\int_{\left(\left(i n, a_{2}\right), \bar{\omega}\right) \in\{(i n, \infty)\} \times \Omega_{5}^{\prime}} V_{\infty}\left(b,\left(\left(\text { im, } b_{i m}+\varepsilon\right),\left(\text { in }, a_{2}\right), \bar{\omega}\right)\right)\right)\left(\int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right.} d \mu\right) d \mu^{\infty} \\
& =q \eta^{b_{i n}} \int_{\left(\left(i n, a_{2}\right), \bar{\omega}\right) \in\{(i n, \infty)\} \times \Omega_{5}^{\prime}} V_{\infty}\left(b,\left(\left(\text { im }, b_{i m}+\varepsilon\right),\left(i n, a_{2}\right), \bar{\omega}\right)\right) d \mu^{\infty} \\
& =q \eta^{b_{i n}}(1-q) p\left(\int_{\bar{\omega} \in \Omega_{5}^{\prime}} V_{\infty}\left(b,\left(\left(i m, b_{i m}+\varepsilon\right),(i n, \infty), \bar{\omega}\right)\right) d \mu^{\infty}\right)  \tag{1.215}\\
& =q \eta^{b_{i n}}(1-q) p \int_{\bar{\omega} \in(0, \infty)}\left(\int_{\bar{\omega} \in \Omega_{5}^{\prime}} V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, \infty), \bar{\omega}\right)\right) d \mu^{\infty}\right) d \mu_{\eta}, \tag{1.216}
\end{align*}
$$

where $\bar{\omega} \in \Omega_{5}^{\prime}$ parametrizes the task subsequence of $\omega \in \Omega_{5}$,

$$
\begin{equation*}
\bar{\omega}=\left(\left(j_{3}, a_{3}\right),\left(j_{4}, a_{4}\right), \ldots\right) \tag{1.217}
\end{equation*}
$$

$b_{i m}+\varepsilon$ is an arbitrary task difficulty level greater than $b_{i m}$,

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, \infty), \bar{\omega}\right)\right) \tag{1.218}
\end{equation*}
$$

does not depend on the choice of $b_{i m}+\varepsilon$, we have an isomorphism of probability spaces

$$
\begin{equation*}
\Omega_{5}^{\prime} \cong \mathcal{U}^{\infty} \tag{1.219}
\end{equation*}
$$

and $\bar{a}$, distributed as $\mu_{\eta}$, is a dummy variable. Next, check that the right-hand side of the inequality

$$
\begin{align*}
(1-q) & p \int_{\omega \in \Omega_{2}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime}, \omega\right) d \mu^{\infty} \\
& =(1-q) p \int_{\left\{\left(i m, a_{1}\right): a_{1}>b_{i m}\right\}}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime},\left(\left(i m, a_{1}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d \mu \\
& =(1-q) p q \eta^{b_{i n}} \int_{a \in(0, \infty)}\left(\int_{\hat{\omega} \in \Omega_{2}^{\prime}} V_{\infty}\left(\boldsymbol{b}_{i n}^{\prime},\left(\left(i m, a+b_{i m}\right), \hat{\omega}\right)\right) d \mu^{\infty}\right) d \mu_{\eta} \tag{1.220}
\end{align*}
$$

There is a clear isomorphism of the probability space of task sequences

$$
\begin{equation*}
\left(a,\left(j_{3}, a_{3}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty} \tag{1.221}
\end{equation*}
$$

and the probability space

$$
\begin{equation*}
\left(a,\left(j_{2}, a_{2}\right), \ldots\right) \in(0, \infty) \times \mathcal{U}^{\infty} . \tag{1.222}
\end{equation*}
$$

It suffices to show that the strict inequality holds for the one-to-one-corresponding integrands in this isomorphism, which we will refer to as the left-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, \infty),\left(j_{3}, a_{3}\right) \ldots\right)\right) \tag{1.223}
\end{equation*}
$$

and the right-hand-side value function

$$
\begin{equation*}
V_{\infty}\left(b^{\prime},\left(\left(i m, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) \tag{1.224}
\end{equation*}
$$

We need to show that

$$
\begin{equation*}
V_{\infty}\left(\boldsymbol{b},\left(\left(i m, b_{i m}+\varepsilon\right),(i n, \infty),\left(j_{3}, a_{3}\right) \ldots\right)\right)<V_{\infty}\left(\boldsymbol{b}^{\prime},\left(\left(i m, a+b_{i m}\right),\left(j_{2}, a_{2}\right) \ldots\right)\right) . \tag{1.225}
\end{equation*}
$$

Just as before, the sub-payoff-values in the subinterval of time

$$
\begin{equation*}
\left[0, L_{i m, \infty}^{-1}\left(b_{i m}\right)\right) \tag{1.226}
\end{equation*}
$$

for both value functions are identical.
Also, similarly to before, conditional on the assumption that task that is learned
at time $t=L_{\text {im, } \infty}^{-1}\left(b_{\text {im }}\right)$ (second task and first task, respectively) does not learn to completion-that $a_{1}<b_{i n}$ and $a_{1}+b_{i m}<b_{i n}^{\prime}$, respectively - the sub-payoff values in the subinterval of time

$$
\begin{equation*}
\left[L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right), \infty\right) \tag{1.227}
\end{equation*}
$$

are identical for both value functions.
Next, we show that if the task that is learned at time $t=L_{i m, \infty}^{-1}(\infty)$ learns to completion for the left-hand sidevaue function in that $a_{1}<b_{i n}$, then it also learns to completion for the right-hand-side value function in that $a_{1}+b_{i m}<b_{i n}^{\prime}$. In fact, note that learning for this task can never complete for the left-hand-side value function, since the task difficulty is $a=\infty$. Thus, this step is trivially satisfied. consequently, the sub-payoff values for the subperiod of time (1.227) automatically satisfy the desired direction of inequality.

Finally, the respective sub-payoff values in the remaining subperiod of time

$$
\begin{equation*}
\left[L_{i m, \infty}^{-1}\left(b_{i m}\right), L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right),\right] \tag{1.228}
\end{equation*}
$$

are given by

$$
\begin{equation*}
\int_{L_{i m, \infty}^{-1}\left(b_{i n}\right)}^{L_{i m, \infty}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(\infty, L_{i n, \infty}\left(t-L_{i m, \infty}^{-1}\left(b_{i m}\right)\right)\right) d t=0 \tag{1.229}
\end{equation*}
$$

for the left-hand-side value function and

$$
\int_{L_{i m, \infty}^{-1}\left(b_{i m}\right)}^{L_{i m}^{-1}\left(b_{i m}\right)+L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t}\left\{\begin{array}{ll}
f\left(b_{i m}+a, L_{i m, \infty}(t)\right) & \text { for } t<L_{i m, \infty}^{-1}\left(b_{i m}+a\right)  \tag{1.230}\\
1 & \text { for } t \geq L_{i m, \infty}^{-1}\left(b_{i m}+a\right)
\end{array}\right\} d t
$$

for the right-hand-side value function. It follows that the sub-payoff value (1.229) of
the left-hand-side value function is strictly less than that (1.230) of the right-handside value function.

We have overall shown (1.225). This shows the inequality (1.220), and thereby, the desired inequality (1.171). This completes our proof.

### 1.5.6 Proof of Proposition 1.6

We use a similar proof strategy as that of the proof of Proposition 1.5. For every strategy $\boldsymbol{b}=\left(b_{i m}, \infty\right)$, we construct another strategy $\boldsymbol{b}^{\prime}$, not of the form $\boldsymbol{b}^{\prime}=\left(b_{i m}^{\prime}, b_{i n}^{\prime}\right)$, that achieves a strictly higher value $V_{\infty}\left(\boldsymbol{b}^{\prime}\right)$. This shows that a necessary condition for $\boldsymbol{b}=\left(b_{i m}, b_{i n}\right)$ to maximize $V_{\infty}$ is that $b_{i n}=\infty$.

The modification $\boldsymbol{b}^{\prime}$ is defined by

$$
\begin{equation*}
b^{\prime}=\left(\left(b_{i m}, b^{\prime}\right),\left(b_{i m}, \infty\right),\left(b_{i m}, \infty\right), \ldots\right), \tag{1.231}
\end{equation*}
$$

for a value $b^{\prime}$ that will be specified later.
We partition the sample space $\Omega$ into subsets

$$
\begin{equation*}
\Omega=\Omega_{6} \cup \Omega_{7} \tag{1.232}
\end{equation*}
$$

defined by

$$
\begin{equation*}
\Omega_{6}=\left\{\omega=\left(\left(j_{1}, a_{1}\right), \ldots\right): j_{1}=\text { im or } a_{1} \leq b^{\prime}\right\} \tag{1.233}
\end{equation*}
$$

and

$$
\begin{equation*}
\Omega_{7}=\left\{\omega=\left(\left(j_{1}, a_{1}\right), \ldots\right): j_{1}=\text { in and } a_{1}>b^{\prime}\right\} . \tag{1.234}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\int_{\Omega_{6}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}=\int_{\Omega_{6}} V_{\infty}\left(b^{\prime}, \omega\right) d \mu^{\infty} \tag{1.235}
\end{equation*}
$$

Indeed, if $j_{1}=$ in and $a_{1} \leq b^{\prime}$ for $\omega \in \Omega_{1}$, then both $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$ learn the first task until completion and stick with it forever; and if $j_{1}=i m$, the strategies $\boldsymbol{b}$ and $\boldsymbol{b}^{\prime}$ play in the same way for such a task sequence $\omega$.

It thus suffices to show that

$$
\begin{equation*}
\int_{\omega \in \Omega_{7}} V_{\infty}(\boldsymbol{b}, \omega) d \mu^{\infty}<\int_{\omega \in \Omega_{7}} V_{\infty}\left(\boldsymbol{b}^{\prime}, \omega\right) d \mu^{\infty} \tag{1.236}
\end{equation*}
$$

Observe that for each $\omega \in \Omega_{7}$, the sub-payoff value of the value function $V_{\infty}(\boldsymbol{b}, \omega)$ and that of the value function $V_{\infty}\left(b^{\prime}, \omega\right)$ for the subperiod of time

$$
\begin{equation*}
\left[0, L_{i n, \infty}^{-1}\left(b^{\prime}\right)\right) \tag{1.237}
\end{equation*}
$$

are identical, since both strategies learn the first task during this subperiod.
The key insight is that the sub-payoff value of the value function $V_{\infty}\left(\boldsymbol{b}^{\prime}, \omega\right)$ in the remaining subperiod of time

$$
\begin{equation*}
\left[L_{i n, \infty}^{-1}\left(b^{\prime}\right), \infty\right) \tag{1.238}
\end{equation*}
$$

is always given by

$$
\begin{equation*}
\delta_{\left.L_{i n, \infty}, b^{\prime}\right)}^{b^{\prime}} V_{\infty}\left(\boldsymbol{b}^{\prime \prime}, \bar{\omega}\right), \tag{1.239}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{b}^{\prime \prime}=\left(\left(b_{i m}, \infty\right),\left(b_{i m}, \infty\right), \ldots\right) \tag{1.240}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{\omega}=\left(\left(j_{2}, a_{2}\right), \ldots\right) \tag{1.241}
\end{equation*}
$$

are obtained from $b^{\prime}$ and $\omega$, respectively, by truncating the leftmost term. It follows that the integral of this sub-payoff value over $\Omega_{7}$ is

$$
\begin{align*}
\int_{\omega \in \Omega_{7}} \delta_{i n, \infty}^{L_{i n}^{-1}\left(b^{\prime}\right)} V_{\infty}\left(\boldsymbol{b}^{\prime \prime}, \bar{\omega}\right) d \mu^{\infty} & =\delta^{L_{i n, \infty}^{-1}\left(b^{\prime}\right)} \int_{\left\{\left(i n, a_{1}\right): a_{1}>b^{\prime}\right\}} \int_{\bar{\omega} \in \mathcal{U}_{\infty}} V_{\infty}\left(\boldsymbol{b}^{\prime \prime}, \bar{\omega}\right) d \mu^{\infty} d \mu \\
& =\delta^{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}\left(p+(1-p) \eta^{b^{\prime}}\right) V_{\infty}\left(b^{\prime \prime}\right) \tag{1.242}
\end{align*}
$$

In contrast, the integral of the sub-payoff value of the value function $V_{\infty}(\boldsymbol{b}, \omega)$ in the subperiod (1.238) is given by

$$
\begin{align*}
\int_{\omega \in \Omega_{7}} & \left(\int_{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}^{\infty} f\left(a_{1}, L_{i n, \infty}(t)\right) d t\right) d \mu^{\infty} \\
= & \int_{\left\{\omega \in \Omega_{7}: a_{1}=\infty\right\}}\left(\int_{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}^{\infty} f\left(a_{1}, L_{i n, \infty}(t)\right) d t\right) d \mu^{\infty} \\
& +\int_{\left\{\omega \in \Omega_{7}: a_{1}<\infty\right\}}\left(\int_{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}^{\infty} f\left(a_{1}, L_{i n, \infty}(t)\right) d t\right) d \mu^{\infty} \\
= & \int_{\left\{\omega \in \Omega_{7}: a_{1}<\infty\right\}}\left(\int_{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}^{\infty} f\left(a_{1}, L_{i n, \infty}(t)\right) d t\right) d \mu^{\infty} \\
\leq & \int_{\left\{\omega \in \Omega_{7}: a_{1}<\infty\right\}} d \mu^{\infty}\left(\int_{L_{i n}^{-1}, \infty}^{\infty}\left(b^{\prime}\right)\right. \\
= & \left((1-p) \eta^{b^{\prime}}\right) \delta^{L_{i n}^{-1}, \infty\left(b^{\prime}\right)} \frac{1}{\log \frac{1}{\delta}} . \tag{1.243}
\end{align*}
$$

Note that as $b^{\prime} \rightarrow \infty$, the expression (3.102) divided by $\delta^{L_{i n, \infty}^{-1}\left(b^{\prime}\right)}$ converges to

$$
\begin{equation*}
p V_{\infty}\left(b^{\prime \prime}\right)>0 \tag{1.244}
\end{equation*}
$$

whereas the upper bound (1.243) divided by $\delta_{i n, \infty}^{L_{i n}\left(b^{\prime}\right)}$ converges to 0 . This shows that for $b^{\prime}$ sufficiently large, the inequality (1.236) holds.

For $b=b=\infty$, since $V_{\infty}(b)=V_{\infty}(b, b)$, we can modify the strategy $(b, b)=$ $(\infty, \infty)$ in the same way as above (for a sufficiently large $b^{\prime}$ ) to find a strategy that outperforms $\boldsymbol{b}$.

### 1.5.7 Proof of Corollary 1.7

Let $\hat{V}_{\infty}^{\bar{p}, \bar{q}}\left(b_{i m}, b_{i n}\right)$ denote the expression $\hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)$ when the parameter choices $p=$ $\bar{p}$ and $q=\bar{q}$ are made. Similarly, let $\hat{V}_{\infty}^{\bar{p}, \bar{q}, \bar{L}_{i n, \infty}, \bar{L}_{i n, \infty}}\left(b_{i m}, b_{i n}\right)$ denote the expression $\hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)$ when the parameter choices $p=\bar{p}, q=\bar{q}, L_{i m, \infty}=\bar{L}_{i m, \infty}$ and $L_{i n, \infty}=\bar{L}_{i n, \infty}$ are made. When parameters $L_{i m, \infty}$ and $L_{i n, \infty}$ are omitted from the superscript, the meaning is that they are assumed to be the original fixed ones.

For each of part (a) and part (b), we will show a stronger statement than the theorem statement. Specifically, we will show that for any pair of decreasing sequences $\left\{p_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{q_{m}\right\}_{m \in \mathbb{N}}$ converging to zero, there exists $N$ such that for any $n \geq N$, we can find $M_{n}$ such that the quitting point of innovation-learning tasks $b_{i n}$ of any strategy $\boldsymbol{b}=\left(\infty, b_{\text {in }}\right)$ maximizing $V_{\infty}^{p_{n}, q_{m}}$ is greater than $\gamma$ for all $m \geq M_{n}$.

We note that the sequence of continuous functions $\left\{\hat{V}_{\infty}^{\phi_{n}, 0}\right\}_{n \in \mathbb{N}}$ pointwise converge to the continuous function $\hat{V}_{\infty}^{0,0}$. By part (a) of Lemma 1.8, this sequence of continuous functions in fact monotonically converges (increasing with respect to $n$ ) to $\hat{V}_{\infty}^{0,0}$. An application of Dini's theorem thus shows that the convergence of $\left\{\hat{V}_{\infty}^{p_{n}, 0}\right\}_{n \in \mathbb{N}}$ to $\hat{V}_{\infty}^{0,0}$ on the compact space $\overline{\mathcal{Q}} \cup\{(0,0)\}$ is uniform.

The proof of Proposition 1.5 implies that the maximum of $\hat{V}_{\infty}^{0,0}$ on $\overline{\mathcal{Q}} \cup\{(0,0)\}$ is attained at $\left(b_{i m}, b_{i n}\right)=\left(b_{\text {arbitrary }}, \infty\right)$; note that the subscript "arbitrary" means the
choice of that parameter has no effect. Indeed, check that

$$
\begin{equation*}
\hat{V}_{\infty}^{0,0}\left(b_{\text {arbitrary }}, b\right)=\hat{V}_{\infty}^{p_{\text {arbitrary }}, 1, L_{i n}, \infty, L_{i n}, \infty}\left(b, b_{\text {arbitrary }}^{\prime}\right), \tag{1.245}
\end{equation*}
$$

since when $p=0$, we have the equality of distributions $\mu_{i n}=\mu_{i m}$; and we have set the learning function of imitation-learning tasks to be $L_{i n, \infty}$ as well. The proof of Proposition 1.5 shows that we have

$$
\begin{equation*}
\hat{V}_{\infty}^{p_{\text {arbitrary },}, 1, L_{i n, \infty}, L_{i n}, \infty}(b, b)<\hat{V}_{\infty}^{p_{\infty}^{\text {arbitrary }}, 1, L_{i n}, \infty, L_{i n, \infty}}(\infty, b), \tag{1.246}
\end{equation*}
$$

where we have set $b_{\text {arbitrary }}^{\prime}=b$. This shows that ( $\infty, b_{\text {arbitrary }}^{\prime}$ ) maximizes the function $\hat{V}_{\infty}^{p_{\text {arbitrary }}, 1, L_{i n}, \infty, L_{i n, \infty}}$; equivalently, ( $\left.b_{\text {arbitrary }}, \infty\right)$ maximizes the function $\hat{V}_{\infty}^{0,0}$.

We will now avoid the use of the term $b_{\text {arbitrary }}$, and instead define

$$
\begin{equation*}
\tilde{V}(b)=\hat{V}_{\infty}^{0,0}\left(b_{\text {arbitrary }}, b\right) . \tag{1.247}
\end{equation*}
$$

Let $\gamma \geq 0$. Consider the positive number

$$
\begin{equation*}
\varepsilon=\tilde{V}(\infty)-\max _{b \leq \gamma} \tilde{V}(b) \tag{1.248}
\end{equation*}
$$

By uniform convergence, there exists $N$ such that for all $n \geq N$, we simultaneously have

$$
\begin{equation*}
\left|\hat{V}_{\infty}^{p, 0}\left(b_{1}, \infty\right)-\hat{V}_{\infty}^{0,0}\left(b_{1}, \infty\right)\right|<\frac{\varepsilon}{2} \tag{1.249}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\hat{V}_{\infty}^{p_{n}, 0}\left(b_{2}, b\right)-\hat{V}_{\infty}^{0,0}\left(b_{2}, b\right)\right|<\frac{\varepsilon}{2} \tag{1.250}
\end{equation*}
$$

for all $b \leq \gamma$. Since

$$
\begin{equation*}
\hat{V}_{\infty}^{0,0}\left(b_{1}, b\right)=\tilde{V}(b)<\tilde{V}(\infty)<\hat{V}_{\infty}^{0,0}\left(b_{2}, \infty\right) \tag{1.251}
\end{equation*}
$$

for every $b \leq \gamma$ with a difference of at least $\varepsilon$, it follows from the triangle inequality that for any $n \geq N$, we have

$$
\begin{equation*}
\hat{V}_{\infty}^{p_{\infty}, 0}\left(b_{2}, b\right)<\hat{V}_{\infty}^{p_{\infty}, 0}\left(b_{1}, \infty\right) \tag{1.252}
\end{equation*}
$$

for all $b \leq \gamma$. Note that the choice of $b_{1}$ and $b_{2}$ has no effect on the values $\hat{V}_{\infty}^{p_{n}, 0}\left(b_{2}, b\right)$ and $\hat{V}_{\infty}^{p_{n}, 0}\left(b_{1}, \infty\right)$.

Fix $n \geq N$. By part (b) of Lemma 1.8, the continuous functions $\left\{\hat{V}_{\infty}^{p_{n}, q_{m}}\right\}_{m \in \mathbb{N}}$ monotonically converge (decreasing with respect to $m$ ) to $\hat{V}_{\infty}^{p_{n}, 0}$, which is also continuous. It thus follows from Dini's theorem that the convergence of $\left\{\hat{V}_{\infty}^{p_{n}, q_{m}}\right\}_{m \in \mathbb{N}}$ to $\hat{V}_{\infty}^{p_{n}, 0}$ on the compact space $\overline{\mathcal{Q}} \cup\{(0,0)\}$ is uniform. Let

$$
\begin{equation*}
\varepsilon=\hat{V}_{\infty}^{p_{\infty}, 0}\left(b_{1}, \infty\right)-\sup _{b \leq \gamma} \hat{V}_{\infty}^{p_{n}, 0}\left(b_{2}, b\right), \tag{1.253}
\end{equation*}
$$

which is positive by our choice of $n$. By uniform convergence, there exists $M_{n}$ such that for all $m \geq M_{n}$, we simultaneously have the inequality

$$
\begin{equation*}
\left|\hat{V}_{\infty}^{p_{n}, q_{m}}(\infty, \infty)-\hat{V}_{\infty}^{p_{n}, 0}(\infty, \infty)\right|<\frac{\varepsilon}{2}, \tag{1.254}
\end{equation*}
$$

where we have set $b_{1}=\infty$; and the inequality

$$
\begin{equation*}
\left|\hat{V}_{\infty}^{p_{n}, q_{m}}\left(b_{2}, b\right)-\hat{V}_{\infty}^{p_{n}, 0}\left(b_{2}, b\right)\right|<\frac{\varepsilon}{2} \tag{1.255}
\end{equation*}
$$

for any $\left(b_{2}, b\right) \in \overline{\mathcal{Q}}$. Since

$$
\begin{equation*}
\hat{V}_{\infty}^{p_{n}, 0}\left(b_{2}, b\right)<\hat{V}_{\infty}^{p_{n}, 0}(\infty, \infty) \tag{1.256}
\end{equation*}
$$

for all $b \leq \gamma$ with a difference of at least $\varepsilon$, it follows from the triangle inequality that for any $m \geq M_{n}$, we have

$$
\begin{equation*}
\hat{V}_{\infty}^{p_{n}, q_{m}}\left(b_{2}, b\right)<\hat{V}_{\infty}^{p_{n}, q_{m}}(\infty, \infty) \tag{1.257}
\end{equation*}
$$

for all $b \leq \gamma$. Setting $b_{2}=\infty$ yields part (b), while setting $b_{2}=b$ yields part (a).
In this proof, we have applied the proof of Proposition 1.5 to show a necessary lemma that can be described as the following. In the continuous learning model with parameters $q=1$ and $L_{i m, \infty}(t)=L(t)$, the unique strategy to maximize $V_{\infty}(\boldsymbol{b})$ is $\boldsymbol{b}=\infty$, where the single entry denotes that there is no ambiguity in learning types. Strictly speaking, the proof of Proposition 1.5 applied to this continuous learning game only shows that $\boldsymbol{b}=\infty$ outperforms $\boldsymbol{b}^{\prime}=b \in(0, \infty)$, and not necessarily $b \rightarrow 0$. This leaves the possibility that $V_{\infty}(b)$ is also maximized at $b \rightarrow 0$, with the same function value as $b=\infty$. This implies that $V_{\infty}$ is decreasing near $b=0$. However, a quick application of the proof of Proposition 1.5 shows that this possibility does not arise. Specifically, this proof shows that for small $b>0$, the strategy $\boldsymbol{b}^{\prime}=b$ is strictly outperformed by

$$
\begin{equation*}
\boldsymbol{b}^{\prime \prime}=\left(L\left(2 L^{-1}(b)\right), b, b, \ldots\right), \tag{1.258}
\end{equation*}
$$

which-as a subsequent application of this proof shows-is strictly outperformed by

$$
\begin{equation*}
b^{\prime \prime \prime}=\left(L\left(2 L^{-1}(b)\right), L\left(2 L^{-1}(b)\right), b, b, \ldots\right) \tag{1.259}
\end{equation*}
$$

Continuing iteratively, we obtain that $\boldsymbol{b}^{\prime}$ is strictly outperformed by the strategy

$$
\begin{equation*}
\hat{\boldsymbol{b}}=L\left(2 L^{-1}(b)\right) . \tag{1.260}
\end{equation*}
$$

Taking $b$ to be small, we see that $\tilde{V}(0)=\lim _{b \rightarrow 0} V(b)$ cannot be decreasing near $b=0$, and thus it is impossible that the maximum is attained at the two endpoints $b=0$ and $b=\infty$.
1.5.8 Proof of Lemma 1.8

Recall that

$$
\begin{equation*}
\hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)=q \hat{V}_{i m}\left(b_{i m}, b_{i n}\right)+(1-q) \hat{V}_{i n}\left(b_{i m}, b_{i n}\right) \tag{1.261}
\end{equation*}
$$

for

$$
\begin{equation*}
\hat{V}_{i m}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{d e}-\mathfrak{b f}}{\mathfrak{g}} \tag{1.262}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{V}_{i n}\left(b_{i m}, b_{i n}\right)=\frac{\mathfrak{a} \mathfrak{f}-\mathfrak{c e}}{\mathfrak{g}} . \tag{1.263}
\end{equation*}
$$

First, we show that

$$
\begin{equation*}
\frac{\partial}{\partial p} \hat{V}_{\infty}\left(b_{i m}, b_{i n}\right) \leq 0 \tag{1.264}
\end{equation*}
$$

with equality if and only if $q=1$. Note that the only one of $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}, \mathfrak{e}, \mathfrak{f}$, and $\mathfrak{g}$ that is not constant with respect to $p$ is $f$. We thus have

$$
\begin{equation*}
\frac{\partial}{\partial p} \hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)=\frac{\partial}{\partial p} \hat{V}_{\infty}\left(b_{i m}, b_{i n}\right)=\frac{-q \mathfrak{b}+(1-q) \mathfrak{a}}{\mathfrak{g}}\left(\frac{\partial}{\partial p} \mathfrak{f}\right) . \tag{1.265}
\end{equation*}
$$

Check that

$$
\begin{align*}
-q \mathfrak{b}+(1-q) \mathfrak{a} & =q(1-q) \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \eta^{b_{i m}}+1-q-q(1-q) \delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \eta^{b_{i m}} \\
& \geq 1-q-q(1-q) \delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \eta^{b_{i m}} \\
& \geq 1-q-q(1-q)=(1-q)^{2} \tag{1.266}
\end{align*}
$$

which is nonnegative, and positive if and only if $q<1$. Check also that

$$
\begin{equation*}
\boldsymbol{g}=1-q-(1-q) \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right)+q-q \delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \eta^{b_{i m}} \geq 0 \tag{1.267}
\end{equation*}
$$

with equality if and only if $\left(b_{i m}, b_{\text {in }}\right)=(0,0)$, since

$$
\begin{equation*}
\delta_{i n, \infty}^{-1}\left(b_{i n}\right)\left(p+(1-p) \eta^{b_{i n}}\right), \delta^{L_{i m, \infty}^{-1}\left(b_{i m}\right)} \eta^{b_{i m}} \leq 1 \tag{1.268}
\end{equation*}
$$

Then, check that

$$
\begin{align*}
& \frac{\partial}{\partial p} \mathfrak{f}=\frac{\partial}{\partial p}\left(p \cdot 0+(1-p)\left(\int_{0}^{b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a)\right.\right. \\
& \left.\left.+\int_{a>b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t\right) d \mu_{\eta}(a)\right)\right) \\
& =-\left(\int_{0}^{b_{i n}}\left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a)\right. \\
& \left.+\int_{a>b_{i n}}\left(\int_{0}^{L_{i n}^{-1}\left(b_{i n}\right)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t\right) d \mu_{\eta}(a)\right) \leq 0, \tag{1.269}
\end{align*}
$$

with equality if and only if $b_{\text {in }}=0$, which is equivalent to $\left(b_{i m}, b_{\text {in }}\right)=(0,0)$ in our domain $\overline{\mathcal{Q}} \cup\{(0,0)\}$. Finally, it follows from the calculation via L'Hôspital's rule in
the proof of Proposition 1.4 that

$$
\begin{equation*}
\frac{\frac{\partial}{\partial p} \mathfrak{f}}{\mathfrak{g}} \rightarrow \frac{\log \frac{1}{\eta}}{\left.\left(\log \frac{1}{\delta}\right) \frac{d}{d b} \mathfrak{g}(b, b)\right|_{b=0}}>0 \tag{1.270}
\end{equation*}
$$

as $b \rightarrow 0$ for $\left(b_{i m}, b_{i n}\right)=(b, b)$. The condition $\left(b_{i m}, b_{i n}\right)=(0,0)$ does not make (1.265) zero.

We thus have shown (1.264), where equality holds if and only if $q=1$.
Next, suppose that Assumption 1 holds and the imitation-learning knowledge function $L_{i m, \infty}(t)$ is convex. We need to show that

$$
\begin{equation*}
\frac{\partial}{\partial q} \hat{V}_{\infty}\left(\infty, b_{i n}\right)>0 \tag{1.271}
\end{equation*}
$$

Note that $\mathfrak{e}$ and $\mathfrak{f}$ are constant in $q$, while $\mathfrak{a}, \mathfrak{b}, \mathfrak{c}, \mathfrak{d}$, and $\mathfrak{g}$ are not. Check that at $\left(b_{\text {im }}, b_{\text {in }}\right)=$ $\left(\infty, b_{\text {in }}\right)$, we have

$$
\begin{gather*}
\mathfrak{a}=1,  \tag{1.272}\\
\mathfrak{b}=0,  \tag{1.273}\\
\mathfrak{c}=-q \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right), \tag{1.274}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathfrak{d}=1-(1-q) \delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right) . \tag{1.275}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathfrak{h}=\delta^{L_{i n, \infty}^{-1}\left(b_{i n}\right)}\left(p+(1-p) \eta^{b_{i n}}\right) . \tag{1.276}
\end{equation*}
$$

We next apply the quotient rule to obtain

$$
\begin{aligned}
\frac{\partial}{\partial q} & \hat{V}_{\infty}\left(\infty, b_{\text {in }}\right) \\
& =\frac{1}{\mathfrak{g}^{2}}\left(\mathfrak{g} \frac{\partial}{\partial q}(q \mathfrak{d} \mathfrak{e}+(1-q) \mathfrak{f}-(1-q) \mathfrak{c e})-(q \mathfrak{d} \mathfrak{e}+(1-q) \mathfrak{f}-(1-q) \mathfrak{c e}) \frac{\partial \mathfrak{g}}{\partial q}\right) \\
& =\frac{(1-(1-q) \mathfrak{h})(\mathfrak{e}-\mathfrak{f})-\mathfrak{h}(\mathfrak{f}+q(\mathfrak{e}-\mathfrak{f}))}{(1-(1-q) \mathfrak{h})^{2}} \\
& =\frac{\mathfrak{e}-\mathfrak{f}-\mathfrak{e h}}{(1-(1-q) \mathfrak{h})^{2}} .
\end{aligned}
$$

If $b_{\text {im }}=\infty$ so that $\mathfrak{h}=0$, then we have

$$
\begin{equation*}
\frac{\partial}{\partial q} \hat{V}_{\infty}\left(\infty, b_{\text {in }}\right)=\mathfrak{e}-\mathfrak{f} \tag{1.277}
\end{equation*}
$$

which is positive; indeed, check that

$$
\begin{equation*}
\mathfrak{e}=\int_{0}^{\infty}\left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a), \tag{1.278}
\end{equation*}
$$

while

$$
\begin{equation*}
\mathfrak{f}=(1-p) \int_{0}^{\infty}\left(\int_{0}^{L_{i n}^{-1}, \infty(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a) . \tag{1.279}
\end{equation*}
$$

We see that

$$
\begin{aligned}
& (1-p) \int_{0}^{\infty}\left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a) \\
& \quad<\int_{0}^{\infty}\left(\int_{0}^{L_{i n, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i n, \infty}(t)\right) d t+\int_{L_{i n, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a)
\end{aligned}
$$

$$
\begin{equation*}
\leq \int_{0}^{\infty}\left(\int_{0}^{L_{i m, \infty}^{-1}(a)} \delta^{t} f\left(a, L_{i m, \infty}(t)\right) d t+\int_{L_{i m, \infty}^{-1}(a)}^{\infty} \delta^{t} d t\right) d \mu_{\eta}(a), \tag{1.280}
\end{equation*}
$$

as needed, since $L_{i n, \infty}(t) \leq L_{i m, \infty}(t)$.
Now, suppose that $b_{i m}<\infty$, so that $\mathfrak{h}>0$. Then, we can write

$$
\begin{equation*}
\frac{\partial}{\partial q} \hat{V}_{\infty}\left(\infty, b_{i n}\right)=\frac{\mathfrak{e}-\mathfrak{f}-\mathfrak{e h}}{(1-(1-q) \mathfrak{h})^{2}}=\frac{\hat{V}_{i m}\left(\infty, b_{i n}\right)-\hat{V}_{i n}\left(\infty, b_{i n}\right)}{1-(1-q) \mathfrak{h}} \tag{1.281}
\end{equation*}
$$

since

$$
\begin{equation*}
\hat{V}_{i m}\left(\infty, b_{i n}\right)-\hat{V}_{i n}\left(\infty, b_{i n}\right)=\frac{\mathfrak{d e}-\mathfrak{b f}-(\mathfrak{a f}-\mathfrak{c e})}{\mathfrak{g}}=\frac{\mathfrak{e}-\mathfrak{f}-\mathfrak{e h}}{1-(1-q) \mathfrak{h}} . \tag{1.282}
\end{equation*}
$$

Thus, we need to show that

$$
\begin{equation*}
\hat{V}_{i m}\left(\infty, b_{i n}\right)>\hat{V}_{i n}\left(\infty, b_{i n}\right) \tag{1.283}
\end{equation*}
$$

This inequality is proven by showing that

$$
\begin{equation*}
\hat{V}_{i m}\left(\infty, b_{i n}\right)>\hat{V}_{i m}(b)>\hat{V}_{i n}\left(\infty, b_{\text {in }}\right), \tag{1.284}
\end{equation*}
$$

for

$$
\begin{equation*}
\boldsymbol{b}=\left(\left(L_{i m, \infty}\left(L_{i n, \infty}^{-1}\left(b_{i n}\right)\right), b_{i n}\right),\left(\infty, b_{i n}\right),\left(\infty, b_{i n}\right), \ldots\right) . \tag{1.285}
\end{equation*}
$$

The comprising inequality

$$
\begin{equation*}
\hat{V}_{i m}(\boldsymbol{b})<\hat{V}_{i m}\left(\infty, b_{i n}\right) \tag{1.286}
\end{equation*}
$$

follows from the optimality of never quitting tasks of type $j=i m$, demonstrated in the
proof of Proposition 1.5. Indeed, conditional on the current task being of type $j=i m$, the strategy $\left(\infty, b_{\text {in }}\right)$ is equivalent to never quitting this curren task.

Only the comprising inequality

$$
\begin{equation*}
\hat{V}_{i n}\left(\infty, b_{i n}\right)<\hat{V}_{i m}(\boldsymbol{b}) . \tag{1.287}
\end{equation*}
$$

remains to be shown. The sample space of task sequences for the left-hand-side value function $\hat{V}_{\text {im }}\left(\boldsymbol{b}, b_{i n}\right)$ is

$$
\begin{equation*}
(0, \infty) \times \mathcal{U}^{\infty} \tag{1.288}
\end{equation*}
$$

with the probability measure

$$
\begin{equation*}
\mu_{i m} \otimes \mu^{\infty}=\mu_{\eta} \otimes \mu^{\infty}, \tag{1.289}
\end{equation*}
$$

and the sample space of task sequences of the right-hand-side value function $\hat{V}_{i n}\left(b_{i m}, b_{i n}\right)$ is

$$
\begin{equation*}
((0, \infty) \cup\{\infty\}) \times \mathcal{U}^{\infty} \tag{1.290}
\end{equation*}
$$

with the probability measure

$$
\begin{equation*}
\mu_{i n} \otimes \mu^{\infty} \tag{1.291}
\end{equation*}
$$

where we recall that $\mu_{\text {in }}$ places probability $p$ on $a=\infty$ and distributes the remaining probability $1-p$ as the exponential distribution $\mu_{\eta}$. It suffices to show that

$$
\begin{align*}
\int_{a_{1} \in(0, \infty)} & \left(\int_{\left.\left(j_{2}, a_{2}\right), \ldots\right) \in \mathcal{U}^{\infty}} V_{i n}\left(\left(\infty, b_{i n}\right),\left(\left(\text { in }, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right) d \mu^{\infty}\right) d \mu_{\eta}\right. \\
& \leq \int_{a_{1} \in(0, \infty)}\left(\int_{\left(\left(j_{j}, a_{2}\right), \ldots\right) \in \mathcal{U} \infty} V_{i m}\left(\boldsymbol{b},\left(\left(\text { im }, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right)\right) d \mu^{\infty}\right) d \mu_{\eta} \tag{1.292}
\end{align*}
$$

and

$$
\begin{align*}
\int_{a_{1} \in\{\infty\}} & \left(\int_{\left.\left(j_{2}, a_{2}\right), \ldots\right) \in \mathcal{U}} V_{i n}\left(\left(\infty, b_{\text {in }}\right),\left(\left(\text { in }, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right) d \mu^{\infty}\right) d \chi\right. \\
& <\int_{a_{1} \in(0, \infty)}\left(\int_{\left(\left(j_{2}, a_{2}\right), \ldots\right) \in \mathcal{U}^{\infty}} V_{i m}\left(\boldsymbol{b},\left(\left(\text { im }, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right)\right) d \mu^{\infty}\right) d \mu_{\eta} \tag{1.293}
\end{align*}
$$

for $\chi$ the one-point distribution on $\{\infty\}$. Indeed, adding the product of the inequality (1.292) with $(1-p)$ with the product of the inequality (1.293) with $p$ yields the desired inequality (1.287).

The second inequality (1.293) holds immediately because it simplifies to

$$
\begin{equation*}
0<\int_{a_{1} \in(0, \infty)}\left(\int_{\left(\left(j_{2}, a_{2}\right), \ldots\right) \in \mathcal{U}^{\infty}} V_{i m}\left(\boldsymbol{b},\left(\left(i m, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right)\right) d \mu^{\infty}\right) d \mu_{\eta} . \tag{1.294}
\end{equation*}
$$

The first inequality (1.292) holds because for every sample

$$
\begin{equation*}
\left(a_{1},\left(j_{2}, a_{2}\right), \ldots\right) \tag{1.295}
\end{equation*}
$$

the payoff of the left-hand-side value function

$$
\begin{equation*}
V_{i n}\left(\left(\infty, b_{i n}\right),\left(\left(i n, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right)\right) \tag{1.296}
\end{equation*}
$$

is at most the payoff of the right-hand-side value function

$$
\begin{equation*}
V_{i m}\left(\boldsymbol{b},\left(\left(i m, a_{1}\right),\left(j_{2}, a_{2}\right), \ldots\right)\right) \tag{1.297}
\end{equation*}
$$

This is demonstrated by partitioning $[0, \infty)$ into various subintervals and looking at the respective sub-payoff values corresponding to each subinterval.

In the subinterval

$$
\begin{equation*}
\left[0, L_{i n, \infty}^{-1}\left(b_{i n}\right)\right), \tag{1.298}
\end{equation*}
$$

the sub-payoff value of the left-hand-side value function is at most that of the right-hand-side value function, because the learning of the first task is faster for the latter than the former: $L_{i n, \infty}(t) \leq L_{i m, \infty}(t)$.

In the subinterval

$$
\begin{equation*}
\left[L_{i n, \infty}^{-1}\left(b_{i n}\right), \infty\right), \tag{1.299}
\end{equation*}
$$

the sub-payoff value of the left-hand-side value function is equal to that of the right-hand-side value function conditional on the first task being quit at time $t=L_{i n, \infty}^{-1}\left(b_{i n}\right)$ for both, i.e., conditional on learning not yet having completed. And conditional on the opposite - that learning of the first task completes for at least one of the value functions by time $t=L_{i n, \infty}^{-1}\left(b_{i n}\right)$-we have the following. If this occurs for the left-hand-side value function, then it also occurs for the right-hand side value function, since $L_{i n, \infty}(t) \leq L_{i m, \infty}(t)$. Thus, we have the desired inequality for the sub-payoff values corresponding to the subinterval (1.299). If this occurs for the right-hand-side value function, then its sub-payoff value corresponding to the subinterval (1.299) is maximal, so the inequality holds anyway. Thus, we have obtained (1.293), and thereby the desired inequality (1.287).

This concludes our proof of (1.271).

The police admit they don't have enough evidence to convict the pair on the principal charge. They plan to sentence both to two years in prison on a lesser charge. Simultaneously, the police offer each prisoner a Faustian bargain. ${ }^{188}$

William Poundstone

# Cooperation in alternating interactions 

## with memory constraints


#### Abstract

In repeated social interactions, individuals often employ reciprocal strategies to maintain cooperation. To explore the emergence of reciprocity, many theoretical models assume synchronized decision making. In each round, individuals decide simultaneously whether to cooperate or not. Yet many manifestations of reciprocity in nature are


asynchronous. Individuals provide help at one time and receive help at another. Here, we explore such alternating games in which players take turns. We mathematically characterize all Nash equilibria among memory-one strategies. Moreover, we use evolutionary simulations to explore various model extensions, exploring the effect of discounted games, irregular alternation patterns, and higher memory. In all cases, we observe that mutual cooperation still evolves for a wide range of parameter values. However, compared to simultaneous games, alternating games require different strategies to maintain cooperation in noisy environments. Moreover, none of the respective strategies are evolutionarily stable.

### 2.1 Introduction

Cooperation can be maintained by direct reciprocity, where individuals help others in repeated interactions ${ }^{166,215,233}$. Traditionally, researchers capture the logic of direct reciprocity with the repeated prisoner's dilemma ${ }^{8,52,68,75,77,97,116,169,174,192,195,209,225,228}$. According to that model, two individuals - usually referred to as players - interact with each other over several rounds. In each round, both players can either cooperate or defect. Mutual cooperation yields a better payoff than mutual defection, but each individual has an incentive to defect. Theoretical and experimental work suggests that cooperation can evolve if there are sufficiently many interactions between the individuals ${ }^{99}$. This work has been used to explain a wide variety of behaviors, including why humans are more likely to cooperate in stable groups ${ }^{152}$, why certain animal species share food ${ }^{246}$, and why firms are able to achieve higher market prices when they engage in collusion ${ }^{17}$.

A standard assumption that underlies much of this research is that individuals make their decisions simultaneously (or at least in ignorance of the co-player's cur-
rent decision). We refer to this kind of repeated interaction as a simultaneous game; see Figure 2.1a. For many natural manifestations of reciprocity, however, simultaneous cooperative exchanges are unlikely or even impossible, such as when people ask for favors ${ }^{107}$, vampire bats donate blood to their conspecifics ${ }^{246}$, sticklebacks engage in predator inspection ${ }^{155}$, or ibis take turns when leading their flock ${ }^{239}$. Such interactions are better captured by alternating games, in which players consecutively decide whether to cooperate ${ }^{61,148,171,253}$. When individuals decide asynchronously, they make their decisions based on different histories. The most recent events one player has in memory differ from the most recent events that the next player takes into account; see Figure 2.1b. Such asymmetries in turn make it more difficult to successfully coordinate on cooperation. As a result, many well-known strategies like Tit-for-Tat or Win-Stay Lose-Shift fail to evolve when players move alternatingly ${ }^{61,171}$. Instead, previous computational ${ }^{61,171,253}$ and experimental studies ${ }^{241}$ suggest that individuals need to be more forgiving. However, a full understanding of optimal play in alternating games is lacking, even though optimal behavior in the simultaneous game is by now well-analyzed ${ }^{3-5,53,74,96,149,220,221}$.

Here, we propose an analytical approach to describe when cooperation evolves in the alternating game. In line with the previous literature, we typically focus on individuals with so-called memory-one strategies ${ }^{215}$. Memory-one strategies depend on each player's most recent move. Our analysis involves two steps. First, we show that successful play in alternating games does not require a sophisticated cognitive apparatus. More specifically, when interacting with a given memory-one opponent, it suffices to respond with a reactive strategy that only depends on the co-player's most recent move. This result is reminiscent of a previous finding of Press and Dyson for the simultaneous game ${ }^{190}$. They showed that against a memory-one strategy, there is


Figure 2.1: Game dynamics for the simultaneous and the alternating game. In both the simultaneous and the alternating game, two players interact repeatedly. In each turn, they decide whether to cooperate $(C)$ or to defect ( $D$ ). In the simultaneous game (a), they make their decision at the same time (or at least not knowing the other player's decision). In the alternating game (b), one player decides before the other player does. In both cases, we study memory- 1 strategies. That is, an individual's next action only depends on each individual's previous action. We illustrate the information each individual takes into account for its last decision with colored ellipses. In the simultaneous game, individuals take into account the same information. In the alternating game, decisions are based on different sets of information.
nothing to gain from having a larger memory than the opponent. Our result for the alternating game goes one step further. Against a memory-one strategy, players can afford to have a strictly lower memory, without any loss to their or their co-player's payoff. As we show, this result crucially depends on the alternating move structure; it is not true when players move simultaneously. In a second step, we show that in order to identify a best response to a given memory-one player, we only need to check the four most extreme reactive strategies: unconditional defection, unconditional cooperation, Tit-for-Tat and Anti-Tit-for-Tat. Using this approach, we identify all Nash equilibria among the memory-one strategies.

In the absence of errors, we find an unexpected equivalence. The very same memory1 strategies that can be used to enforce cooperation in the simultaneous game also enforce cooperation in the alternating game. However, once we take into account errors, the predictions for the two models diverge. In the simultaneous game, WinStay Lose-Shift is evolutionarily stable when the benefit to cost ratio is sufficiently large and when errors are sufficiently rare ${ }^{98,137}$. In that case, there is a simple rule for how to sustain full cooperation: individuals should repeat their previous action if it yielded a sufficiently large payoff, and switch to the opposite action otherwise. In contrast, in the alternating game, all stable cooperative strategies require players to randomize. After mutual defection, they need to cooperate with some well-defined probability that depends on the game parameters and the error rate. Although the respective strategies in the alternating game are Nash equilibria, we show that none of them is evolutionarily stable. As a result, evolving cooperation rates in the alternating game often tend to be lower than in the simultaneous game, although this difference is smaller than perhaps expected from static stability considerations alone. We summarize our analytical findings in Figure 2.2.


Figure 2.2: A characterization of partners among the memory-1 strategies. Within the class of memory-1 strategies, we provide an overview of the strategies that sustain full cooperation in a Nash equilibrium. The respective strategies are called partner strategies, or partners ${ }^{99}$. a, For the simultaneous game without errors, partners have been first described by Akin ${ }^{3,4}$ (he calls them 'good strategies'). Akin's approach has been extended by Stewart and Plotkin ${ }^{221}$ to describe all memory-1 Nash equilibria of the simultaneous game. In the absence of errors, none of these strategies is evolutionarily stable ${ }^{24,136}$. Instead, one can always find neutral mutant strategies which act as a stepping stone out of equilibrium ${ }^{69}$. b, For the alternating game without errors, Eq. (2.30) provides a full characterization of all partner strategies. Cooperation is maintained by the same strategies as in the simultaneous game. c, Despite decades of research, the exact set of partner strategies for the simultaneous game with errors is not known. However, there are at least two instances of partner strategies, GTFT ${ }^{156,169}$, and Win-Stay Lose-Shift, WSLS ${ }^{122,170}$. For repeated games with errors, evolutionary stability is generally feasible ${ }^{23}$. In particular, WSLS is evolutionarily stable if the benefit to cost ratio is sufficiently large and if errors are sufficiently rare ${ }^{137}$. d, For the alternating game with errors, we characterize all partner strategies in Eq. (2.46). None of them is deterministic. As a result, none of them is evolutionarily stable (see Supplementary Information for details).

Our work suggests that in most realistic scenarios, successful play in alternating games requires different kinds of behaviors than predicted by the earlier theory on simultaneous games. In this way, we corroborate earlier experimental work on human cooperation ${ }^{241}$, and provide theoretical methods to further analyze repeated games in the future. Overall, we find that cooperation is still feasible in alternating games. However, the strategies that enforce cooperation can be neutrally invaded, and hence cooperation tends to be more short-lived than in the simultaneous game.

### 2.2 Results

## Model description

In the following, we formulate a simple baseline scenario, which we use to derive our main analytical results (see also Supplementary Note 1). More general scenarios are discussed in a later section, and in full detail in the Supplementary Note 3. We consider interactions between two players, player 1 and player 2. Both players repeatedly decide whether to cooperate $(C)$ or defect $(D)$. These repeated interactions can take place in two different ways. In the simultaneous game, there is a discrete number of rounds. In each round, both players make their decision at the same time, not knowing their co-player's decision; see Figure 2.1a. In contrast, in the alternating game, the players move consecutively. We consider the strictly alternating game: Player 1 moves first, and then player 2 learns about player 1's decision and moves next; see Figure 2.1b. We note that there are also variants of the alternating game in which the order of moves is random ${ }^{148,171}$. In particular, one player may by chance make two or more consecutive moves before it is the other player's turn again. The effect of such
irregular alternation patterns will be discussed later.
For the simultaneous game, the possible payoffs in each round can be represented by four parameters. Players receive the reward $R$ in rounds in which they both cooperate; they receive the temptation payoff $T$ and the sucker's payoff $S$, respectively, if only one player cooperates; and they receive the punishment payoff $P$ in case they both defect. For $T>R>P>S$, we obtain the prisoner's dilemma. In the alternating game, however, it is useful to assume that payoffs can be assigned to each player's individual action ${ }^{171}$. In that case, the value of one player's cooperation is independent of the co-player's previous or subsequent decision (or equivalently, payoffs are independent of how the two players' decisions are grouped into rounds). As a result, we obtain the donation game ${ }^{215}$. Here, cooperation means to pay a cost $c>0$ in order to provide a benefit $b>c$ to the co-player. The donation game is a special case of a prisoner's dilemma for which

$$
\begin{equation*}
R=b-c, \quad S=-c, \quad T=b, \quad P=0 . \tag{2.1}
\end{equation*}
$$

To compare the alternating game with the simultaneous game, we assume payoffs satisfy (2.1) throughout.

In the baseline scenario, we consider infinitely repeated games, and we study players who make their decisions based on each player's most recent move. In the simultaneous game, the respective strategies are called memory-1 strategies ${ }^{170}$; they take into account the outcome of one previous round; see Figure 2.1a. Such strategies can be represented as a 4 -tuple, $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$. The entry $p_{i j}$ denotes the probability to cooperate in the next round. This probability depends on the player's action $i$ and the co-player's action $j$ in the previous round. The equivalent strategy class also exists
in alternating games ${ }^{171}$. In alternating games, however, there is no longer a unique previous round to which both players refer. Instead, the last round that is taken into account depends on the perspective of each player. It consists of the respective last moves of the two players; see Figure 2.1b. An important subset of memory-1 strategies are the so-called reactive strategies. Here, players ignore their own previous action, and only condition their behavior on what the co-player previously did. Reactive strategies are therefore those memory- 1 strategies for which $p_{C C}=p_{D C}$ and $p_{C D}=p_{D D}$.

Some well-known examples of memory-1 strategies for the simultaneous game include Always Defect, $\operatorname{ALLD}=(0,0,0,0)$, Tit-for-Tat, $\operatorname{TFT}=(1,0,1,0)$, and Win-Stay Lose-Shift, WSLS $=(1,0,0,1)$. In the alternating game, a strategy called Firm-butFair ${ }^{215}$, defined by $\mathrm{FBF}=(1,0,1,1)$ and also referred to as Forgiver ${ }^{253}$, has been successful in evolutionary competitions. Out of these examples, ALLD and TFT are reactive, whereas WSLS and FBF are not. We say a strategy is deterministic if each conditional cooperation probability is either zero or one. In particular, all of the above examples are deterministic. Otherwise, we call the strategy stochastic.

Note that our analysis includes the possibility that players sometimes make errors. That is, when a player decides to cooperate, there is some probability $\varepsilon$ that the player defects by mistake. Conversely, a player who intends to defect may cooperate with the same probability. We refer to the case of $\varepsilon=0$ as the game without errors, and to $\varepsilon>0$ as the game with errors. We note that even a strategy that is deterministic becomes fully stochastic in the game with errors, because in that case a player's effective cooperation probability is always between $\varepsilon$ and $1-\varepsilon$.

Considering memory- 1 strategies is useful for two reasons. First, such strategies are straightforward to interpret, and the respective conditional probabilities can be easily inferred from experiments ${ }^{241}$. Second, when both players use memory-1 strate-
gies, their average payoffs are simple to compute (see also Methods). To this end, suppose player 1 uses the strategy $\mathbf{p}$ and player 2 adopts strategy $\mathbf{q}$. By representing the game as a Markov chain, we can compute the stationary distribution $\mathbf{v}=$ $\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right)$. The entries of this stationary distribution give the probabilities of observing each of the four possible combinations of the players' actions over the course of the game. Based on this stationary distribution, we define player 1's payoff as $\pi(\mathbf{p}, \mathbf{q})=\left(v_{C C}+v_{D C}\right) b-\left(v_{C C}+v_{C D}\right) c$, and similarly for player 2 . While the baseline scenario focuses on memory- 1 strategies, our results are more general. For example, when we describe which memory-1 strategies are Nash equilibria in the following, coplayers are allowed to deviate to strategies with arbitrarily long (but finite) memory. Moreover, similar approaches can also be used to explore the evolutionary dynamics of memory- 2 strategies, as we will discuss later.

A recipe for identifying Nash equilibria for alternating games
To predict which memory-1 strategies evolve in the alternating game, we first characterize which of them are Nash equilibria. In the following, we refer to a strategy $\mathbf{q}$ as a Nash equilibrium if $\pi(\mathbf{q}, \mathbf{q}) \geq \pi(\mathbf{p}, \mathbf{q})$ for all alternative memory-1 strategies $\mathbf{p}$ (for stronger results, see Supplementary Note 2). That is, against a co-player who adopts the Nash equilibrium strategy $\mathbf{q}$, a player has no incentive to choose any different memory- 1 strategy. The notion of Nash equilibrium is closely related to evolutionary robustness ${ }^{220}$. In a population of size $N$, a resident strategy $\mathbf{q}$ is called evolutionary robust if no mutant strategy $\mathbf{p}$ has a fixation probability larger than neutral, $1 / N$. When selection is sufficiently strong, strategies are evolutionary robust if and only if they are Nash equilibria ${ }^{221}$.

Verifying that a given strategy $\mathbf{q}$ is a Nash equilibrium is not straightforward. In
principle, this requires us to compare its payoff to the payoff of all possible mutant strategies $\mathbf{p}$, taken from the uncountable set of all memory- 1 strategies. However, for alternating games, it is possible to simplify the task in two steps (see Supplementary Note 2 for details). The first step is to show that it is sufficient to compare $\mathbf{q}$ to all reactive strategies, a strategy set of lower dimension. The intuition for this result is as follows. Even if player 1 starts out with an arbitrary memory- 1 strategy $\mathbf{p}$, it is always possible to find an associated reactive strategy $\tilde{\mathbf{p}}$ that yields the same stationary distribution and the same payoff against $\mathbf{q}$ (Figure 2.3). That is, to find a best response to a strategy that remembers both players' last moves, it is sufficient to explore all strategies that only remember the co-player's last move. In particular, not only is there no advantage of having a strictly larger memory than the opponent, as shown by Press and Dyson for simultaneous games ${ }^{190}$. A player can afford to remember strictly less in the alternating game.

The second step is to show that we do not need to consider all reactive strategies to find a best response against $\mathbf{q}$. Instead, it suffices to consider all deterministic reactive strategies. By combining these two steps, it becomes straightforward to check whether a given memory-1 strategy is a Nash equilibrium. We only need to compare its payoff against itself to the four payoffs that can be achieved by deviating to Always Defect (ALLD), Always Cooperate (ALLC), Tit-for-Tat (TFT), or Anti-Tit-for-Tat (ATFT).

## Equilibria in alternating games without errors

Using the above recipe, we first explore which memory-1 strategies can sustain full cooperation in games without errors (see Supplementary Note 2 for all derivations). To this end, we call a memory-1 strategy a partner ${ }^{53,96}$ if (i) it is fully cooperative against itself, and (ii) if it is a Nash equilibrium (such strategies are referred to as


Figure 2.3: In alternating games, individuals can afford to remember less than their opponent. We prove the following result: if two memory-1 players interact, any of the players can switch to a simpler reactive strategy (that only depends on the co-player's previous action) without changing the resulting payoffs. Here, we illustrate this result for player 1. a, Initially, both players use memory- 1 strategies. That is, a player's cooperation probability depends on the most recent decision of each player. There are four conditional cooperation probabilities. b, The strategies determine how players interact in the alternating game. c, Based on the strategies, we can compute how often we are to observe each pairwise outcome over the course of the game by calculating the game's stationary distribution. d, Based on the stationary distribution, and on player 1's memory-1 strategy, we can compute an associated reactive strategy. This reactive strategy only consists of two conditional cooperation probabilities. They determine what to do if the co-player cooperated (or defected) in the previous round. The cooperation probabilities can be calculated as a weighted average of the respective memory1 strategy's cooperation probabilities. The resulting reactive strategy for player 1 yields the same outcome distribution against player 2 as the original memory- 1 strategy. We note that for this result, the assumption of alternating moves is crucial. In the simultaneous game, the respectively defined reactive strategy does not yield the same outcome distribution against player 2 as the original memory-1 strategy (see Supplementary Information).
'good' by Akin ${ }^{3-5}$ ). We find that partners are exactly those memory- 1 strategies $\mathbf{q}$ for which the following three conditions hold,

$$
\begin{equation*}
q_{C C}=1, \quad q_{C D} \leq 1-\frac{c}{b-c} q_{D D}, \quad q_{C D} \leq 1-\frac{c}{b} q_{D C} . \tag{2.2}
\end{equation*}
$$

The first condition is needed to ensure that the strategy is fully cooperative against itself. The other two conditions restrict how cooperative a player is allowed to be after having been exploited by the co-player. If these last two conditions are violated, the strategy $\mathbf{q}$ can either be invaded by ALLD or ATFT. Together, the three requirements in (2.30) define a three-dimensional polyhedron within the space of all memory1 strategies (Figure 2.4a). The volume of this polyhedron increases with the benefit to cost ratio $b / c$. While the polyhedron never contains ALLC, it always contains the conditionally cooperative strategies TFT and GRIM (for these two strategies, we additionally require the respective players to cooperate in the very first round to ensure payoffs are well-defined, see Supplementary Information). Moreover, for $b \geq 2 c$, the polyhedron contains WSLS and FBF (independent of the outcome of the first round).

Similarly, we can also identify all Nash equilibria where the players mutually defect. We refer to the respective strategies as defectors. We obtain the following necessary and sufficient condition,

$$
\begin{equation*}
q_{D D}=0, \quad q_{D C} \leq \frac{c}{b}\left(1-q_{C D}\right), \quad q_{D C} \leq \frac{c}{b-c}\left(1-q_{C C}\right) . \tag{2.3}
\end{equation*}
$$

Again, the first equation ensures that two players with the respective strategy end up mutually defecting against each other. The other two conditions ensure that the strategy is comparably unresponsive towards a co-player who tries to initiate cooperation.


Figure 2.4: Partner strategies in alternating games with and without errors. Partner strategies sustain cooperation in a Nash equilibrium. All such strategies are required to cooperate after mutual cooperation, such that the respective cooperation probability $q_{C C}$ is equal to one. a, In the absence of errors, the remaining three cooperation probabilities can be chosen arbitrarily, subject to the constraints in Eq. (2.30). The resulting set of partner strategies takes the shape of a polyhedron. b, In the presence of errors, this polyhedron degenerates to a single line segment. This line segment comprises all strategies between Generous Tit-for-Tat (GTFT) and Stochastic Firm-but-Fair (SFBF). c,d, We compare these equilibrium results to evolutionary simulations. To this end, we record all strategies that emerge over the course of the simulation. Here, we plot the probability distribution of those strategies that yield at least $80 \%$ cooperation against themselves. Without errors, the probability distributions for $q_{C D}, q_{D C}, q_{D D}$ are comparably flat. With errors, players tend to cooperate if they exploited their opponent in the previous round, $q_{D C} \approx 1$. Moreover, they cooperate with some intermediate probability after mutual defection, $q_{D D} \approx 2 / 3$. Both effects are in line with previous simulation studies ${ }^{61,171}$, and they confirm the theory. Simulations are run for $b / c=3$, and $\varepsilon=0$ or $\varepsilon=0.02$. For the other parameter values and further details on the simulations, see Methods. Source data are provided as a Source Data file.

Similar to before, the three conditions define a three-dimensional polyhedron (Figure 2.8a). The set of defectors is non-empty for all parameter values, and it always contains the strategy ALLD.

Finally, we identify a third class of Nash equilibria, referred to as equalizers ${ }^{21}$. As in the simultaneous game ${ }^{190}$, equalizers are strategies that unilaterally control the co-player's payoff. If one player adopts an equalizer strategy, the co-player's payoff is fixed, independent of the co-player's strategy ${ }^{79,95,104,141,147}$. In the alternating game, these strategies are characterized by

$$
\begin{equation*}
q_{C D}=\frac{b q_{C C}-c\left(1+q_{D D}\right)}{b-c}, \quad q_{D C}=\frac{b q_{D D}+c\left(1-q_{C C}\right)}{b-c} . \tag{2.4}
\end{equation*}
$$

When both players adopt an equalizer strategy, neither player has anything to gain from deviating; the resulting outcome is a Nash equilibrium.

We also show a converse result: If a memory- 1 strategy for the alternating game is a Nash equilibrium, then it either needs to be a partner, a defector, or an equalizer. Remarkably, the same three strategy classes also arise as Nash equilibria of the simultaneous game ${ }^{221}$. Even the algebraic conditions for being a partner, defector, or equalizer coincide (however, the existing proof for the simultaneous game ${ }^{221}$ is somewhat more intricate than the proof for the alternating game that we provide in Supplementary Note 4). There is, however, one difference. In the simultaneous game, there is a fourth class of Nash equilibria, referred to as 'alternators' ${ }^{221}$. Alternators cooperate in one round, only to defect in the next. In the Supplementary Note 2, we show that such patterns of behavior cannot emerge among memory-1 players in the alternating game.

Equilibria in alternating games with errors

Next, we explore how the Nash equilibria change when we introduce errors. In the following, we discuss the case of partner strategies; the analogous results for defectors and equalizers are derived in the Supplementary Note 2. For partner strategies, we find that errors impose additional constraints. First, partners only exist when errors are sufficiently rare, $\varepsilon<\frac{1}{2}\left(1-\frac{c}{b}\right)$. Second, the respective conditions are now considerably more restrictive,

$$
\begin{equation*}
q_{C C}=q_{D C}=1, \quad q_{C D} \leq 1-\frac{c}{(1-2 \varepsilon) b}, \quad q_{D D}=\frac{(1-2 \varepsilon)\left(b+\varepsilon c q_{C D}\right)-c}{(1-2 \varepsilon)(b+\varepsilon c)} . \tag{2.5}
\end{equation*}
$$

In particular, if the co-player cooperated in the previous round, partners are strictly required to cooperate in the next round, independent of their own previous action (because now $p_{D C}=1$ ). If the co-player defected, partners need to cooperate with a well-defined probability, as defined by the last two conditions in (2.46). The last condition guarantees that neither ALLC nor TFT has a selective advantage against q. In the game without errors, this requirement is satisfied automatically. There, all strategies with $q_{C C}=1$ yield the full cooperation payoff $b-c$ against each other. In the game with errors, however, such strategies are no longer neutral. Instead, they differ in how quickly they are able to restore cooperation after an error, and to which extent they are able to capitalize on their co-players' mistakes. Noisy environments thus impose additional constraints on self-cooperative strategies to be stable.

As a result of these additional constraints, the three-dimensional polyhedron degenerates to a one-dimensional line segment (Figure 2.4b). On one end of this line segment, there is Generous Tit-for-Tat, which also arises in the simultaneous game ${ }^{156,169}$,

$$
\begin{equation*}
\operatorname{GTFT}=\left(1, \quad 1-\frac{c}{(1-2 \varepsilon) b}, \quad 1, \quad 1-\frac{c}{(1-2 \varepsilon) b}\right) \tag{2.6}
\end{equation*}
$$

On the other end of this line segment, we find a strategy that resembles the main characteristics of Firm-but-Fair ${ }^{215}$; we thus refer to this strategy as Stochastic Firm But Fair,

$$
\mathrm{SFBF}=\left(\begin{array}{lll}
1, & 0, & 1, \tag{2.7}
\end{array} \frac{(1-2 \varepsilon) b-c}{(1-2 \varepsilon)(b+\varepsilon c)}\right)
$$

Behaviors similar to SFBF have been observed in early simulations of alternating games ${ }^{61,171}$. There, it was found that evolutionary trajectories often lead to strategies that are deterministic, except that they randomize after mutual defection. Our results provide an analytical justification: SFBF is the only such strategy that is a Nash equilibrium.

The above conditions in (2.46) provide a complete characterization of all partner strategies in the alternating game with errors. Despite decades of research, an analogous characterization for the simultaneous game is not yet available (Figure 2.2). However, it is known that particular strategies, most importantly WSLS, can be evolutionarily stable in the presence of noise ${ }^{137}$. That is, in the simultaneous game, cooperation can be sustained with a simple deterministic strategy if $b>2 c$. In contrast, conditions (2.46) imply that no such deterministic strategy is available in the alternating game. Moreover, while the partner strategies characterized by (2.46) are Nash equilibria, we show in the Supplementary Information that they all are vulnerable to neutral invasion by either ALLC or TFT (in fact by all strategies with $q_{C C}=q_{D C}=1$ ). These results suggest that cooperation can still evolve in alternating games, but it may be less robust than in the simultaneous game.

## Evolutionary dynamics of alternating games

In order to test these equilibrium predictions, we next explore which behaviors emerge when the players' strategies are subject to evolution. To this end, we consider a population of $N$ players. Each member of the population is equipped with a memory-1 strategy. They obtain payoffs by interacting with all other population members. To model the spread of successful strategies, we assume individuals with high payoffs are imitated more often ${ }^{232}$ (or equivalently, such individuals produce more offspring ${ }^{249}$ ). In addition, new strategies are introduced through random exploration (or equivalently, through mutations). These random strategies are uniformly taken from the space of all memory- 1 strategies. We capture the resulting dynamics with computer simulations. For details, see Methods.

First, we explore the evolutionary dynamics for fixed game parameters. We record which strategies the players use over the course of evolution to sustain cooperation. In Figure 2.4, we represent those strategies that yield a cooperation rate against themselves of at least $80 \%$; other threshold values lead to similar conclusions. We call these strategies 'self-cooperative'. By definition, players with these strategies are likely to cooperate after mutual cooperation. Here we are thus interested in how they react when either one or both players defected. Without errors, the respective conditional cooperation probabilities show quite some variation. As a result, the distributions in Figure 2.4c are comparably flat. Overall, players act in such a way that the partner conditions (2.30) are satisfied, but they show no preference for a particular partner strategy. Once we allow for errors, the evolving strategies change (Figure 2.4d). Players tend to always cooperate if the co-player did so in the previous round, with $q_{C C} \approx q_{D C} \approx 1$. Moreover, after mutual defection, they cooperate with some strictly
positive probability. Both patterns are predicted by our equilibrium conditions (2.46). We find a similar match between static theory and evolutionary simulations for defectors, or when we explore evolution in the simultaneous game (Figures 2.7-2.9).

In a next step, we compare the dynamics of the alternating and the simultaneous game across different parameter values. To this end, we systematically vary the benefit of cooperation, the population size, the selection strength, and the mutation rate (Figure 2.5). In games without errors, we observe hardly any difference between the alternating and the repeated game. Both games yield almost identical cooperation rates over time, and these cooperation rates are similarly affected by parameter changes. A difference between the two games only becomes apparent when players need to cope with errors. Here, the simultaneous game leads to systematically higher cooperation rates than the alternating game. This difference is most visible for intermediate benefit-to-cost ratios and intermediate error rates, as one may expect: For small benefits and frequent errors, cooperation evolves in neither game, whereas for large benefits and rare errors, cooperation evolves in both games (Figure 2.10).

Evolutionary results beyond the baseline scenario
Our baseline scenario represents an idealized model of alternating interactions. It assumes (i) the game is infinitely repeated, (ii) players move in a strictly alternating fashion, (iii) games take place in a well-mixed population, and (iv) players use memory-1 strategies. In the following, we use simulations to explore the effect of each of these assumptions in turn. Here, we briefly summarize the respective results. For an exact description of the models, and for a more detailed discussion of the results, we refer to the Supplementary Note 3.


Figure 2.5: Comparing evolution in the alternating and the simultaneous game. To compare the two game versions, we have run additional evolutionary simulations. We systematically vary the benefit of cooperation, the population size, the selection strength, and the mutation rate. In addition, we vary how likely players make errors. Either they make no errors at all $(\varepsilon=0)$, or they make errors at some intermediate rate $(\varepsilon=0.02)$. a, In the absence of errors, there is virtually no difference between the simultaneous and the alternating game. Both games yield the same cooperation rates, and they respond to parameter changes in the same way. For the given baseline parameters, cooperation is favored for large benefits of cooperation, population sizes, and selection strengths. It is disfavored for intermediate and large mutation rates. b, With errors, the cooperation rates in the alternating game are systematically below the simultaneous game. The lower cooperation rates are related to our analytical result that no cooperative memory-1 strategy in the alternating game is evolutionarily stable. In contrast, in the simultaneous game with errors, WSLS can maintain cooperation ${ }^{122,170}$, it is evolutionarily stable ${ }^{98}$, and it readily evolves in evolutionary simulations (Figure 2.4IPD). As baseline parameters we use a benefit of cooperation $b=3$, population size $N=100$, selection strength $\beta=1$, and the limit of rare mutations $\mu \rightarrow 0^{64,105}$. Source data are provided as a Source Data file.

We start by considering games with finitely many rounds. To incorporate a finite game length, we assume that each time both players have made a decision, the game continues with a constant probability $\delta$. Figure 2.6 a-c shows the respective evolutionary results for $\delta=0.96$ (such that games last for 25 rounds on average). We observe similar results as in the infinitely repeated game: The simultaneous game leads to more cooperation (Figure 2.6a); moreover, if players cooperate, their strategies exhibit the main characteristics of WSLS in the simultaneous game, and of SFBF and GTFT in the alternating game (Figure 2.6b). Further simulations suggest that these qualitative results hold when players interact for at least 10 rounds (Figure 2.11). When interactions are shorter, cooperation is unlikely to evolve at all (Figure 2.6c).

In a next step, we explore irregular alternation patterns. To this end, we assume that every time a player has made a decision, with probability $s$ it is the other player who moves next. We refer to $s$ as the game's switching probability. For $s=1$, we recover the baseline scenario, in which players strictly alternate. For $s=1 / 2$, the player to move next is determined randomly. Simulations suggest that in both cases, players again use strategies akin to GTFT and SFBF to sustain cooperation (Figure 2.6e).

However, the robustness of the strategies depends on the switching probability. In particular, mutual cooperation is most likely to evolve when players alternate regularly (Figure 2.6f, Figure 2.12).

To explore the effect of population structure, we follow the framework of Brauchli et $\mathrm{al}^{31}$. Instead of well-mixed populations, players are now arranged on a two-dimensional lattice. They use memory-1 strategies to engage in pairwise interactions with each of their neighbors. For the simultaneous game, we recover the main results of Brauchli et al. ${ }^{31}$ : population structure can further enhance cooperation, and it makes it more likely that strategies similar to WSLS evolve (Figure $2.6 \mathrm{~g}-\mathrm{i}$ ). For the alternating


Figure 2.6: Robustness of evolutionary results. We have explored the robustness of our results with various model extensions. Here, we display results for three of them, illustrating the impact of finitely repeated games, of irregular alternating patterns, and of population structure. a-c, The baseline model assumes infinitely repeated games; here we show simulations for games with a finite expected length. If there are sufficiently many rounds, the simultaneous game again leads to more cooperation than the alternating game, and the evolving strategies are largely similar to the ones observed in the baseline model. $\mathrm{d}-\mathrm{f}$, The baseline model assumes that players move in a strictly alternating fashion. Instead, here we assume that after each player's move, the other player moves with some switching probability $s$. The case $s=1$ corresponds to strict alternation, whereas $s=1 / 2$ represents a case in which the next player to move is completely random. We observe that irregular alternation patterns hardly affect which strategies players use to cooperate. However, it affects the robustness of these strategies. Overall, cooperation is most likely to evolve under strict alternation. g-i, Finally, instead of well-mixed populations, we consider games on a lattice. For the given parameter values, we observe that simultaneous games eventually lead to homogeneous cooperative populations. While this outcome is also possible for alternating games, some simulations also lead to the coexistence of cooperators and defectors (shown here in panel h). The evolving selfcooperative strategies are similar to the strategies that evolve in the baseline model. For a detailed description of these simulations, see Methods and Supplementary Information. Source data for panels a-f, i are provided as a Source Data file.
game, we observe that cooperation remains the most abundant outcome, but spatial structure does not necessarily result in homogeneous populations any longer. Instead, in some simulations we find cooperative and non-cooperative strategies to stably coexist (one particular instance is shown in Figure 2.6h).

Finally, we also analyzed the impact of larger memory. Exploring the dynamics among general memory-k strategies is not straightforward, as the strategy space increases rapidly. For instance, while there are only 16 pure memory- 1 strategies, there are 65,536 memory- 2 strategies and more than $10^{19}$ memory- 3 strategies ${ }^{98}$. We thus confine ourselves to pure memory- 2 strategies in the following. In a first step, we explored which of these strategies are evolutionarily stable, see Figure 2.13a. For the simultaneous game, we find many such strategies, including several strategies with high cooperation rates. In the alternating game, we only find one strategy that is evolutionarily stable for a wide range of parameters, ALLD. Nevertheless, with respect to the evolving cooperation rates, stochastic evolutionary trajectories hardly show any difference between alternating and simultaneous games. The two games differ, however, in terms of the strategies that evolve, and in how robust these strategies are (Figure 2.13b-e).

### 2.3 Discussion

An overwhelming majority of past research on reciprocity deals with repeated games where individuals simultaneously decide whether to cooperate ${ }^{99,215}$. In contrast, most natural occurrences of reciprocity require asynchronous acts of giving. Cooperation routinely takes the form of assisting a peer, providing a gift, or taking the lead in a joint endeavor ${ }^{107,155,239}$. In such examples, simultaneous cooperation can be unfeasi-
ble, undesirable, or unnecessary. Herein, we have thus explored which strategies arise in alternating games where individuals make their decisions in turns. In such games, one individual's cooperation is reciprocated not immediately, but at some point in the future.

To explore the dynamics of cooperation in alternating games, we first describe all Nash equilibria among the memory-1 strategies. Memory-1 strategies are classical tools that have been used to describe the evolutionary dynamics of repeated games for several decades ${ }^{122,170,171}$. However, most of the early work on memory-1 strategies was restricted to evolutionary simulations. Only with the pioneering work of Press and Dyson ${ }^{190}$ and others ${ }^{3-5,53,74,96,149,220,221}$, better mathematical techniques have become available. Using these techniques, it has become possible to describe all Nash equilibria of the infinitely repeated simultaneous game without errors ${ }^{221}$. Herein, we make similar progress for the alternating game, both for the case with and without errors (for the simultaneous game with errors, a complete characterization of the Nash equilibria remains an open problem, see Figure 2.2).

Our results suggest that there are both unexpected parallels and important differences between simultaneous and alternating games. The parallels arise when individuals do not make errors. Here, the two models of reciprocity make the same predictions about the feasibility of cooperation. Cooperation evolves in the same environments, and it can be maintained using the same strategies. However, once individuals make mistakes, the predictions of the two models diverge. First, the two models require different kinds of strategies to maintain cooperation. In the simultaneous game, cooperation can be sustained with the deterministic memory-1 strategy Win-Stay LoseShift ${ }^{122,170}$. Individuals with that strategy simply reiterate their previous behavior if it was successful, and they switch their behavior otherwise. In contrast, in the alter-
nating game, no simple deterministic rules for cooperation exist. Although there are still infinitely many memory-1 strategies that can maintain cooperation, all of them require individuals to randomize occasionally. One example of such a strategy for alternating games is Stochastic Firm-But-Fair (SFBF). Individuals with this strategy always reciprocate a co-player's cooperation, never tolerate exploitation, and cooperate with some intermediate probability if both players defected. Similar behaviors have been observed in earlier simulations ${ }^{61,171}$. Our results provide a theoretical underpinning: SFBF is the unique memory-1 strategy that can sustain cooperation while retaliating against unconditional defectors in the strongest possible way.

The simultaneous game and the alternating game also differ in how stable cooperation is in evolving populations. In the simultaneous game, the evolution of cooperation is hardly affected by errors, provided the error rate is below a certain threshold (Figure 2.5, Figure 2.10). In some instances, errors can even enhance cooperation ${ }^{254}$. This body of work is based on the insight that evolutionarily stable cooperation is impossible in simultaneous games without errors ${ }^{23,24,69,70,136}$. For any cooperative resident, it is always possible to find neutral mutant strategies that eventually lead to the demise of cooperation. However, once individuals occasionally commit errors, a strategy like WSLS is no longer neutral with respect to other cooperative strategies; it becomes evolutionarily stable ${ }^{23,137}$. The situation is different in alternating games. Even in the presence of rare errors, strategies like SFBF remain vulnerable. They can be invaded by unconditional cooperators or by any other strategy that fully reciprocates a co-player's cooperation.

Despite these differences in the stability of their main strategies, evolving cooperation rates in the simultaneous and the alternating game are often surprisingly similar. To interpret these results, we note that when evolution is stochastic and takes
place in finite populations, no strategy persists indefinitely. Even evolutionarily stable strategies are invaded eventually. As a result, the overall abundance of cooperation is not only determined by the stability of any given strategy. Instead, it depends on additional aspects, such as the time it takes cooperative strategies to reappear when they are invaded. The relative importance of these different aspects depends on the details of the considered evolutionary process. To further illustrate these observations, we have run additional simulations for memory-1 players with local mutations ${ }^{222}$ (see Supplementary Note 3). Because evolutionary stability considerations are less relevant when mutations are local, we observe that the cooperation rates of the alternating and the simultaneous game become more similar (Figure 2.14).

Cooperation is defined as a behavior where individuals pay a cost in order to increase the payoff or fitness of someone else ${ }^{166}$. When individuals interact repeatedly, such cooperative interactions can be maintained by reciprocity. Here we have argued that in many examples, reciprocity arises as a series of asynchronous acts of cooperation. Most often, people do favors not to be rewarded immediately, but to request similar favors in future. Such consecutive acts of cooperation also appear to be at work when vampire bats ${ }^{246}$, sticklebacks ${ }^{155}$, ibis ${ }^{239}$, tree swallows ${ }^{135}$, or macaques ${ }^{159}$ engage in reciprocity. We have shown that mutual cooperation is still possible in such alternating exchanges. But compared to the predominant model of reciprocity in simultaneous games, cooperation requires different kinds of strategies, and it is more volatile.

### 2.4 Methods

## Calculation of payoffs

When two players with memory-1 strategies interact, their expected payoffs can be computed by representing the game as a Markov chain ${ }^{215}$. To this end, suppose the first player's strategy is $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$, and the second player's strategy is $\mathbf{q}=$ $\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$. Depending on the most recent actions of the two players (which can be either $C C, C D, D C$, or $D D$ ), we can compute how likely we are to observe each of the four outcomes in the following round. For the alternating game, we obtain the following transition matrix ${ }^{171}$,

$$
M_{A}=\left(\begin{array}{llll}
p_{C C} q_{C C} & p_{C C}\left(1-q_{C C}\right) & \left(1-p_{C C}\right) q_{C D} & \left(1-p_{C C}\right)\left(1-q_{C D}\right)  \tag{2.8}\\
p_{C D} q_{D C} & p_{C D}\left(1-q_{D C}\right) & \left(1-p_{C D}\right) q_{D D} & \left(1-p_{C D}\right)\left(1-q_{D D}\right) \\
p_{D C} q_{C C} & p_{D C}\left(1-q_{C C}\right) & \left(1-p_{D C}\right) q_{C D} & \left(1-p_{D C}\right)\left(1-q_{C D}\right) \\
p_{D D} q_{D C} & p_{D D}\left(1-q_{D C}\right) & \left(1-p_{D D}\right) q_{D D} & \left(1-p_{D D}\right)\left(1-q_{D D}\right)
\end{array}\right) .
$$

Based on this transition matrix, we compute how often players observe each of the four outcomes. To this end, we solve the equation for the stationary distribution, $\mathbf{v}=\mathbf{v} M_{A}$. In most cases, the solution of this equation is unique. Uniqueness is guaranteed, for example, when the players' strategies $\mathbf{p}$ and $\mathbf{q}$ are fully stochastic, or when the error rate is positive. In exceptional cases, however, the transition matrix can allow for two or more stationary distributions. In that case, the outcome of the game is still well-defined, after specifying how players act in the very first round.

Given the stationary distribution $\mathbf{v}=\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right)$, we define the players' payoffs as

$$
\begin{align*}
& \pi_{1}=\left(v_{C C}+v_{D C}\right) b-\left(v_{C C}+v_{C D}\right) c,  \tag{2.9}\\
& \pi_{2}=\left(v_{C C}+v_{C D}\right) b-\left(v_{C C}+v_{D C}\right) c .
\end{align*}
$$

This definition implicitly assumes that the game is indefinitely repeated and that future payoffs are not discounted. However, analogous formulas can be given in case there is a constant continuation probability $\delta$, or equivalently, if future payoffs are discounted by $\delta$ (see Supplementary Note 3).

We compare our results for the alternating game with the corresponding results for the standard repeated prisoner's dilemma, where players decide simultaneously. Payoffs for the simultaneous game can be calculated in the same way as before. Only the transition matrix needs to be replaced by ${ }^{215}$

$$
M_{S}=\left(\begin{array}{llll}
p_{C C} q_{C C} & p_{C C}\left(1-q_{C C}\right) & \left(1-p_{C C}\right) q_{C C} & \left(1-p_{C C}\right)\left(1-q_{C C}\right)  \tag{2.10}\\
p_{C D} q_{D C} & p_{C D}\left(1-q_{D C}\right) & \left(1-p_{C D}\right) q_{D C} & \left(1-p_{C D}\right)\left(1-q_{D C}\right) \\
p_{D C C} q_{C D} & p_{D C}\left(1-q_{C D}\right) & \left(1-p_{D C}\right) q_{C D} & \left(1-p_{D C}\right)\left(1-q_{C D}\right) \\
p_{D D} q_{D D} & p_{D D}\left(1-q_{D D}\right) & \left(1-p_{D D}\right) q_{D D} & \left(1-p_{D D}\right)\left(1-q_{D D}\right)
\end{array}\right) .
$$

Although the two matrices share many similarities, the resulting dynamics can be very different. For example, if the two players use TFT, then the matrix $M_{S}$ allows for three invariant sets (corresponding to mutual cooperation, mutual defection, and alternating cooperation). However, the respective matrix $M_{A}$ only allows for the first two invariant sets ${ }^{171}$. More generally, $M_{S}$ allows for equilibria where players cooperate in one round but defect in the next round. Such equilibria are impossible for $M_{A}$ (see Supplementary Note 2).

We sometimes assume players commit errors. We incorporate errors by assuming that with probability $\varepsilon$, a player who intends to cooperate defects by mistake. Analogously, a player who wishes to defect cooperates instead with the same probability. Such errors are straightforward to incorporate into the model. For $\varepsilon>0$, a player's strategy $\mathbf{p}$ translates into an effective strategy $\mathbf{p}^{\varepsilon}:=(1-\varepsilon) \mathbf{p}+\varepsilon(1-\mathbf{p})$. To compute
the payoffs of strategy $\mathbf{p}$ against strategy $\mathbf{q}$ in the presence of errors, we apply the formulas (2.8) - (2.10) to the strategies $\mathbf{p}^{\varepsilon}$ and $\mathbf{q}^{\varepsilon}$.

## Evolutionary dynamics

In the following, we describe the evolutionary process for the baseline scenario. For the various model extensions (Figure 2.6, Figure 2.11 - Figure 2.14), we use appropriately adapted versions of this process, as described in more detail in the Supplementary Note 3. To model how successful strategies spread in well-mixed populations, we use a pairwise comparison process ${ }^{232}$. This process considers a population of constant size $N$. Initially, all population members are unconditional defectors. Each player derives a payoff by interacting with all other population members; for each pairwise interaction, payoffs are given by Eq. (2.9).

To model how strategies with a high payoff spread within a population, we consider a model in discrete time. In each time step, one player is chosen from the population at random. This player is then given an opportunity to revise its strategy. The player can do so in two ways. First, with probability $\mu$ (the mutation rate), the player may engage in random strategy exploration. In this case, the player discards its strategy, and samples a new strategy uniformly at random from the set of all memory-1 strategies. Second, with probability $1-\mu$, the player considers imitating one of its peers. In this case, the player selects a random role model from the population. If the role model's payoff is $\pi_{R}$ and the focal player's payoff is $\pi_{F}$, then imitation occurs with a probability given by the Fermi function ${ }^{224}$

$$
\begin{equation*}
\rho=\frac{1}{1+\exp \left[-\beta\left(\pi_{R}-\pi_{F}\right)\right]} . \tag{2.11}
\end{equation*}
$$

If imitation occurs, the focal player discards its previous strategy and adopts the role model's strategy instead. In the formula for the imitation probability, the parameter $\beta \geq 0$ is called the strength of selection. It measures the extent to which players are guided by payoff differences between the players' strategies. For $\beta=0$, any payoff differences are irrelevant. The focal player adopts the role model's strategy with probability $1 / 2$. As $\beta$ becomes larger, payoff differences become increasingly important. In the limiting case $\beta \rightarrow \infty$, imitation only occurs if the role model's payoff at least matches the focal player's payoff.

Overall, the two mechanisms of random strategy exploration and directed strategy imitation give rise to a stochastic process on the space of all population compositions. For positive mutation rates, this process is ergodic. In particular, the average cooperation rate (as a function of the number of time steps) converges, and it is independent of the considered initial population. Herein, we have explored this process with computer simulations. We have recorded which strategies the players adopt over time and how often they cooperate on average. For most of these simulations, we assume that mutations are sufficiently rare ${ }^{248}$. For those simulations, we require mutant strategies to either fix in the population or to go extinct before the next mutation occurs. Under this regime, the mutant's fixation probability can be computed explicitly ${ }^{174}$. This in turn allows us to simulate the evolutionary dynamics more efficiently ${ }^{64,105}$.

Parameters and specific procedures used for the figures
For the simulations in well-mixed populations, we used the following baseline parameters:

Benefit of cooperation: $b=3$
Cost of cooperation: $\quad c=1$
Population size: $\quad N=100$
Selection strength: $\quad \beta=5$ (Figure 2.4, Figures 2.7-2.9) and $\beta=1$ (all other figures)
Error rate: $\quad \varepsilon=0$ (without errors), or $\varepsilon=0.02$ (with errors)
Mutation rate: $\quad \mu \rightarrow 0$.

Changes in these parameters are systematically explored in Figure 2.5 and Figure 2.10. For Figure 2.4, Figure 2.5, and Figure 2.4IPD - Figure 2.12, the respective simulations are run for at least $10^{7}$ time steps each (measured in number of introduced mutant strategies over the course of a simulation). For Figure 2.6, Figure 2.13, and Figure 2.14, simulations are run for a shorter time (as illustrated in the respective panels that illustrate the resulting dynamics). However, here all results are obtained by averaging over $50-200$ independent simulations.

To report which strategies the players use to sustain cooperation (or defection), we record all strategies that arise during a simulation that have a cooperation rate against themselves of at least $80 \%$ (in the case of self-cooperators), or a cooperation rate of less than $20 \%$ (in the case of self-defectors). In Figure 2.4, Figure 2.4IPD Figure 2.8IPD, and Figure 2.11, we show the marginal distributions of all strategies that we have obtained in this way. For these distributions, each strategy is weighted by how long the strategy has been present in the population. In Figure 2.6, Figure
2.13, and Figure 2.14, we represent the self-cooperative strategies by computing the average of the respective marginal distributions. In some cases (Figure 2.6e, Figure 2.13, Figure 2.14), we also report how robust self-cooperative strategies are on average. To this end, we record for each self-cooperative resident strategy how many mutants need to be introduced into the population until a mutant strategy reaches fixation. We consider self-cooperative strategies that resist invasion by many mutant strategies as more robust.

Finally, for the simulations for spatial populations (Figure 2.6g-i), we closely follow the setup of Brauchli et al ${ }^{31}$. Here, we consider a population of size $N=2,500$. Players are arranged on a $50 \times 50$ lattice with periodic boundary conditions. Players use memory-1 strategies (initially they adopt the strategy ALLD). In every generation, every player interacts in a pairwise game with each of its eight immediate neighbors. After these interactions, all players are independently given an opportunity to update their strategies. With probability $\mu=0.002$, an updating player chooses a random strategy, uniformly taken from all memory-1 strategies (global mutations). With probability $1-\mu$, the updating player adopts the strategy of the neighbor with the highest payoff (but only if this neighbor's payoff is better than the focal player's payoff). This elementary process is then repeated for 20,000 generations. Panels Figure 2.6 g ,i show averages across 50 independent simulations of the process. Panel Figure 2.6(h) illustrates two particular realizations.

Code availability. All simulations were performed with Matlab_R2019b. The respective code is available online ${ }^{180}$, at osf.io: http://dx.doi.org/10.17605/osf.io/v5hgd.

Data availability. Source data for Figures 2.4, Figure 2.5, Figure 2.6a-f and Figure
2.6 i are provided with this paper. Moreover, the raw data generated with the computer simulations, including the data that is necessary to create all figures is available online ${ }^{180}$, at osf.io:
http://dx.doi.org/10.17605/osf.io/v5hgd.
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## Supplementary Information

We note that in the following, all references to equations refer to the respective equation in the Supplementary Information document; we do not refer to main text equations herein.

### 2.5 Supplementary Note 1: Baseline model

Game setup. In the following, we introduce the model in slightly more general terms than in the main text. We consider two players who interact repeatedly. Each turn, they either decide at the same time whether or not to cooperate (simultaneous game), or they decide consecutively, one after the other (alternating game). In the former case, players do not know of the other player's decision when making their own decision. In the latter case, player 1 moves first and player 2 learns the outcome before making its own decision. To ensure payoffs are well-defined in both cases, we assume the payoff of an action can be defined based on that particular action alone (that is, the payoff consequences of one player's cooperation does not depend on the co-player's action). This implies that payoffs take the form of the donation game ${ }^{171}$. That is, cooperation $(C)$ implies a cost of $c>0$ to the cooperating player, and it yields a benefit $b>c$ to the co-player. Defection $(D)$ comes with no cost and yields no benefit.

Here we assume the game proceeds indefinitely and future payoffs are not discounted. For such repeated games, we can define the players' payoffs as follows. Let $v_{a_{1}, a_{2}}(t)$ denote the probability that the $t$-th actions of player 1 and player 2 are $a_{1}$ and $a_{2}$, respectively, with $a_{1}, a_{2} \in\{C, D\}$. Throughout this paper, we assume that for all


Figure 2.7: Partners in the simultaneous game. Here, we present results analogous to those of Figure 2.4, but illustrating the outcome of simultaneous games. a,c, Without errors, the two models make the same predictions, and also the evolving cooperative strategies are similar. b, With errors, there is no theory yet that characterizes all partner strategies of the simultaneous game. It is only known that particular cooperative strategies are stable under certain conditions. For example, WSLS is a partner strategy if $b>2 c$, provided the error rate is sufficiently small ${ }^{98}$. Another example of a partner strategy is GTFT (defined in the same way as in the alternating game; for reactive strategies, the two games are equivalent ${ }^{171}$ ). d, For simultaneous games with errors, our evolutionary simulations confirm that players predominantly maintain cooperation with WSLS. Parameters are the same as in Figure 2.4.
$a_{1}, a_{2}$ the respective limiting averages are well-defined,

$$
\begin{equation*}
v_{a_{1}, a_{2}}:=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{a_{1}, a_{2}}(t) . \tag{2.13}
\end{equation*}
$$

These limits are guaranteed to exist, for example, when the two players have finite recall. We collect the four limiting averages defined by Eq. (2.13) in a vector,

$$
\begin{equation*}
\mathbf{v}=\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right) \tag{2.14}
\end{equation*}
$$

Each entry corresponds to the probability to observe the respective outcome at a randomly picked time $t$. Based on these four probabilities, we define the players' payoffs by

$$
\begin{align*}
& \pi_{1}=b \cdot\left(v_{C C}+v_{D C}\right)-c \cdot\left(v_{C C}+v_{C D}\right)  \tag{2.15}\\
& \pi_{2}=b \cdot\left(v_{C C}+v_{C D}\right)-c \cdot\left(v_{C C}+v_{D C}\right)
\end{align*}
$$

These formulas apply to both the alternating and the simultaneous game (however, the respective limiting averages $\mathbf{v}$ will generally differ, see below).

Memory- 1 strategies. We assume players use memory- 1 strategies. That is, to decide whether to cooperate in a given round, a player only takes into account each player's most recent decision. Such strategies can be written as a 4 -tuple

$$
\begin{equation*}
\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right) \tag{2.16}
\end{equation*}
$$

An entry $p_{a \tilde{a}}$ is the probability the focal player cooperates, given that the focal player's last decision was $a \in\{C, D\}$ and that the opponent's last decision was $\tilde{a} \in\{C, D\}$. Such a strategy is deterministic if all entries are either zero or one; it is semi-stochastic if some but not all entries are between zero and one; and it is fully stochastic if all en-
tries are between zero and one.
When both players use memory-1 strategies, the payoffs according to Eq. (2.15) can be calculated explicitly. To this end, let us consider two players with strategies $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$ and $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$, respectively. The game can be represented as a Markov chain, where the states are the possible combinations of the two players' actions at a given point in time, $\{C C, C D, D C, D D\}$. For the alternating game, the Markov chain's transition matrix is

$$
M_{A}(\mathbf{p}, \mathbf{q}):=\left(\begin{array}{llll}
p_{C C} q_{C C} & p_{C C}\left(1-q_{C C}\right) & \left(1-p_{C C}\right) q_{C D} & \left(1-p_{C C}\right)\left(1-q_{C D}\right)  \tag{2.17}\\
p_{C D} q_{D C} & p_{C D}\left(1-q_{D C}\right) & \left(1-p_{C D}\right) q_{D D} & \left(1-p_{C D}\right)\left(1-q_{D D}\right) \\
p_{D C q_{C C}} & p_{D C}\left(1-q_{C C}\right) & \left(1-p_{D C}\right) q_{C D} & \left(1-p_{D C}\right)\left(1-q_{C D}\right) \\
p_{D D} q_{D C} & p_{D D}\left(1-q_{D C}\right) & \left(1-p_{D D}\right) q_{D D} & \left(1-p_{D D}\right)\left(1-q_{D D}\right)
\end{array}\right)
$$

By the Perron-Frobenius Theorem, the vector $\mathbf{v}$ defined by Eq. (2.14) is an invariant distribution of $M_{A}(\mathbf{p}, \mathbf{q})$. That is, to compute how often players visit each of the four states, we only need to solve the following linear equation in the unknown $\mathbf{v}(\mathbf{p}, \mathbf{q})$,

$$
\begin{equation*}
\mathbf{v}(\mathbf{p}, \mathbf{q})=\mathbf{v}(\mathbf{p}, \mathbf{q}) \cdot M_{A}(\mathbf{p}, \mathbf{q}) . \tag{2.18}
\end{equation*}
$$

Based on this invariant distribution, one can then compute payoffs based on Eq. (2.15),

$$
\begin{align*}
& \pi(\mathbf{p}, \mathbf{q})=b \cdot\left(v_{C C}(\mathbf{p}, \mathbf{q})+v_{D C}(\mathbf{p}, \mathbf{q})\right)-c \cdot\left(v_{C C}(\mathbf{p}, \mathbf{q})+v_{C D}(\mathbf{p}, \mathbf{q})\right)  \tag{2.19}\\
& \pi(\mathbf{q}, \mathbf{p})=b \cdot\left(v_{C C}(\mathbf{p}, \mathbf{q})+v_{C D}(\mathbf{p}, \mathbf{q})\right)-c \cdot\left(v_{C C}(\mathbf{p}, \mathbf{q})+v_{D C}(\mathbf{p}, \mathbf{q})\right) .
\end{align*}
$$

For the simultaneous game, payoffs can be computed analogously, but using a differ-
ent transition matrix ${ }^{215}$,

$$
M_{S}(\mathbf{p}, \mathbf{q}):=\left(\begin{array}{llll}
p_{C C} q_{C C} & p_{C C}\left(1-q_{C C}\right) & \left(1-p_{C C}\right) q_{C C} & \left(1-p_{C C}\right)\left(1-q_{C C}\right)  \tag{2.20}\\
p_{C D} q_{D C} & p_{C D}\left(1-q_{D C}\right) & \left(1-p_{C D}\right) q_{D C} & \left(1-p_{C D}\right)\left(1-q_{D C}\right) \\
p_{D C} q_{C D} & p_{D C}\left(1-q_{C D}\right) & \left(1-p_{D C}\right) q_{C D} & \left(1-p_{D C}\right)\left(1-q_{C D}\right) \\
p_{D D} q_{D D} & p_{D D}\left(1-q_{D D}\right) & \left(1-p_{D D}\right) q_{D D} & \left(1-p_{D D}\right)\left(1-q_{D D}\right)
\end{array}\right)
$$

In cases in which it is clear which game and which strategies $\mathbf{p}$ and $\mathbf{q}$ are considered (or in case the game and the exact strategies do not matter), we will sometimes write $\mathbf{v}$ and $M$ instead of $\mathbf{v}(\mathbf{p}, \mathbf{q}), M_{A}(\mathbf{p}, \mathbf{q})$, and $M_{S}(\mathbf{p}, \mathbf{q})$.

We note that in degenerate cases, the solution of $\mathbf{v}=\mathbf{v} M$ does not need to be unique. In that case, the correct invariant distribution $\mathbf{v}$ needs to be derived from the players' actions in the very first round. As an example, consider an alternating game in which both players adopt the strategy TFT. The corresponding transition matrix $M_{A}$ has two absorbing states. The first absorbing state corresponds to indefinite mutual cooperation, and the other corresponds to indefinite mutual defection. Which of these absorbing states is reached (and hence which of the invariant distributions is relevant for the calculation of the players' payoffs) depends on player 1's action in the very first round (when no previous history of actions is yet available). If player 1 cooperates, both players continue to cooperate, and the appropriate invariant distribution is $\mathbf{v}=(1,0,0,0)$. Otherwise, if player 1 defects, the appropriate invariant distribution is $\mathbf{v}=(0,0,0,1)$. We note that if the two TFT players interact in a simultaneous game, the respective transition matrix $M_{S}$ has a third absorbing state. According to that state, players switch between cooperation and defection. In the alternating game this state is no longer absorbing ${ }^{171}$, because players now condition their behavior on different past events (as illustrated in Figure 2.1).

Reactive strategies. An important subset of memory-1 strategies are the so-called reactive strategies. While the behavior of a reactive strategy still depends on the opponent's previous decision, it is independent of the player's own previous decision. Such strategies correspond to those 4 -tuples $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$ for which $p_{C C}=p_{D C}$ and $p_{C D}=p_{D D}$. Slightly abusing notation, we denote reactive strategies as 2 -tuples $\mathbf{p}=\left(p_{C}, p_{D}\right)$. The first entry $p_{C}:=p_{C C}=p_{D C}$ is the player's cooperation probability given that the opponent's last decision was to cooperate. The second entry $p_{D}:=p_{C D}=p_{D D}$ is the player's cooperation probability given that the opponent's last decision was to defect. Examples of reactive strategies include ALLD $=(0,0), \operatorname{ALLC}=(1,1)$, $\operatorname{TFT}=(1,0)$ and $\operatorname{ATFT}=(0,1)$.

### 2.6 Supplementary Note 2: Equilibrium analysis for alternating games

In the following, we aim to characterize all symmetric Nash equilibria of the alternating game in the space of memory-1 strategies. In a Nash equilibrium, no player can increase her payoff by unilaterally deviating. To do so, we use an approach that is different from previous approaches for the simultaneous game ${ }^{3,4,96,220,221}$. Our approach involves two steps. First, we show that for any game between two memory-1 players, one can replace one player's strategy by an appropriately chosen reactive strategy without affecting the resulting payoffs. This step is somewhat reminiscent of a result by Press and Dyson ${ }^{190}$. They showed for the simultaneous game that there is no advantage of having a longer memory than the opponent. For alternating games, a stronger result holds. Against a memory-1 opponent, a player can even afford to have a lower memory. It suffices to only remember the opponent's last move and to forget one's own. Second, we show that to find a best response to a given memory-1 strat-
egy, it is sufficient to check it against those reactive strategies that are deterministic. This result implies that one needs to explore only four possible deviations, ALLD, ALLC, TFT, and ATFT, as defined above.

Based on these two results, we show that the alternating game allows for three qualitatively different classes of memory- 1 equilibria. According to the first two classes, players either mutually cooperate or mutually defect. We refer to the respective strategies as partners and defectors, respectively. In the last class, players act in such a way that the opponent's payoff is guaranteed to be fixed, irrespective of the opponent's strategy. These strategies have been called equalizers in the context of the simultaneous game ${ }^{21,190}$.

### 2.6.1 Sufficiency of reactive strategies

As our first result, we show that when two memory-1 players interact, one player's strategy can be replaced by an appropriate reactive strategy without affecting the game's outcome (all proofs are presented as an appendix in Supplementary Note 4). For simplicity, we show this result for the first player. However, because payoffs are independent of the position of the players ${ }^{171}$, an analogous result holds for the second player.

Proposition 2.1 (Sufficiency of reactive strategies when both players use memory-1 strategies). Consider two memory-1 players with strategies $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$ and $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$, and suppose $\mathbf{v}(\mathbf{p}, \mathbf{q})=\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right)$ is an invariant distribution of the resulting alternating game. We define a reactive strategy $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$
for player 1 as a solution of

$$
\begin{align*}
\left(v_{C C}+v_{D C}\right) \tilde{p}_{C} & =v_{C C} p_{C C}+v_{D C} p_{D C}  \tag{2.21}\\
\left(v_{C D}+v_{D D}\right) \tilde{p}_{D} & =v_{C D} p_{C D}+v_{D D} p_{D D}
\end{align*}
$$

Then $\mathbf{v}(\tilde{\mathbf{p}}, \mathbf{q})=\mathbf{v}(\mathbf{p}, \mathbf{q})$. We call such a strategy $\tilde{\mathbf{p}}$ a reactive marginalization of $\mathbf{p}$ with respect to $\mathbf{q}$.

Several remarks are in order.
a Intuition for the result. To gain some intuition for Proposition 2.1, let us assume that the strategies $\mathbf{p}$ and $\mathbf{q}$ are such that player 2 both cooperates and defects with positive probability. In that case, $v_{C C}+v_{D C}>0$ and $v_{C D}+v_{D D}>0$, and the reactive marginalization of $\mathbf{p}$ with respect to $\mathbf{q}$ is unique,

$$
\begin{align*}
\tilde{p}_{C} & =\frac{v_{C C}}{v_{C C}+v_{D C}} p_{C C}+\frac{v_{D C}}{v_{C C}+v_{D C}} p_{D C}  \tag{2.22}\\
\tilde{p}_{D} & =\frac{v_{C D}}{v_{C D}+v_{D D}} p_{C D}+\frac{v_{D D}}{v_{C D}+v_{D D}} p_{D D}
\end{align*}
$$

That is, to obtain the value of $\tilde{p}_{C}$, we only need to consider how often the first player cooperates in response to the opponent's cooperation on average. To this end, all outcomes in which the first player cooperates are weighted according to how often these outcomes occur in the first place. Figure 3 provides an illustration for two particular examples of strategies $\mathbf{p}$ and $\mathbf{q}$.
b Proposition 2.1 only applies to alternating games. To illustrate that the statement is not true for simultaneous games, consider the strategies used in Figure 3, with $\mathbf{p}=(0.9,0.1,0.5,0.3)$ and $\mathbf{q}=(0.8,0.25,0.75,0.2)$. By computing the respective transition matrix $M_{S}$ according to Eq. (2.20), and by solving for
$\mathbf{v}=\mathbf{v} M_{S}$, we obtain the invariant distribution $\mathbf{v}(\mathbf{p}, \mathbf{q}) \approx(0.23,0.21,0.24,0.32)$. If we use this expression and formula (2.22) to compute the unique reactive marginalization of $\mathbf{p}$ with respect to $\mathbf{q}$, we obtain $\tilde{\mathbf{p}} \approx(0.698,0.220)$. However, the respective invariant distribution of a simultaneous game between $\tilde{\mathbf{p}}$ and $\mathbf{q}$ is $\mathbf{v}(\tilde{\mathbf{p}}, \mathbf{q}) \approx(0.22,0.23,0.25,0.30)$, which is different from $\mathbf{v}(\mathbf{p}, \mathbf{q})$. Hence the simultaneous game between the two memory-1 strategies $\tilde{\mathbf{p}}$ and $\mathbf{q}$ induces a dynamics that is different from the simultaneous game between $\mathbf{p}$ and $\mathbf{q}$.
c Non-uniqueness of reactive marginalizations. In some cases of alternating games, a strategy's reactive marginalization is not unique. This happens, for example, if player 1 uses the strategy $\mathbf{p}=(0,0,1,0)$ and the opponent uses GRIM $=$ $(1,0,0,0)$. The respective transition matrix $M_{A}$ according to Eq. (2.17) has a unique invariant distribution according to which everyone defects, $\mathbf{v}=(0,0,0,1)$. By Proposition 2.1 it follows that for any reactive strategy $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, 0\right)$ with $\tilde{p}_{C} \in[0,1]$, again $\mathbf{v}$ is an invariant distribution of the game against $\mathbf{q}$. We note however, that one of these reactive strategies, $\tilde{\mathbf{p}}=(1,0)$, allows for a second invariant distribution, $\mathbf{v}=(1,0,0,0)$. When this reactive marginalization is chosen, we additionally need to require that player 1 defects in the very first round, such that the correct invariant distribution is selected.

The above Proposition 2.1 suggests that against a given memory-1 opponent, there is no advantage of choosing a memory- 1 strategy instead of a reactive strategy: any payoff a player can achieve with a memory-1 strategy can also be achieved with a reactive strategy. This result holds more generally, even if player 1 has access to more complex strategies.

Proposition 2.2 (Sufficiency of reactive strategies when only the second player uses a memory-1 strategy). Consider an alternating game in which the second player uses the memory- 1 strategy $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$ whereas the first player uses an arbitrary strategy. Denote by $p_{a_{1}, a_{2}}(t)$ the first player's expected probability to cooperate at time $t$ conditional on the players' previous decisions $a_{1}$ and $a_{2}$. Suppose the limiting distribution $\mathbf{v}$ according to Eq. (2.14) and the following limits on the right hand side exist, such that we can define $\tilde{p}_{C}$ and $\tilde{p}_{D}$ implicitly as a solution of

$$
\begin{align*}
& \left(v_{C C}+v_{D C}\right) \tilde{p}_{C}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C C}(t) p_{C C}(t)+v_{D C}(t) p_{D C}(t)  \tag{2.23}\\
& \left(v_{C D}+v_{D D}\right) \tilde{p}_{D}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C D}(t) p_{C D}(t)+v_{D D}(t) p_{D D}(t) .
\end{align*}
$$

The reactive strategy $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$ so defined satisfies $\mathbf{v}(\tilde{\mathbf{p}}, \mathbf{q})=\mathbf{v}$.

The requirements imposed by Proposition 2.2 are comparably mild. The existence of the respective limits is guaranteed, for example, if player 1 adopts an arbitrary strategy with finite recall (in some cases, this may again require players to specify their initial actions to make sure the invariant distribution is well-defined). In the following, we say that those strategies that satisfy the conditions in Proposition 2.2 are generic with respect to $\mathbf{q}$. That is, generic strategies are those for which one can compute how likely a player is to cooperate on average, conditional on the co-player's previous action. In particular, all memory-1 strategies are generic (given their initial actions are defined). In that special case, the respective definition of $\tilde{\mathbf{p}}$ according to Eqs. (2.21) and (2.23) coincide, as one may expect.

We can summarize the results in this section as follows. Given a fixed memory-1 strategy $\mathbf{q}$ for the second player, we can define the following three sets. These sets
describe both players' feasible payoffs, given the first player either adopts a reactive strategy, a memory-1 strategy, or a generic strategy, respectively,

$$
\begin{align*}
& \Pi_{R}(\mathbf{q}):=\left\{(\pi(\mathbf{p}, \mathbf{q}), \pi(\mathbf{q}, \mathbf{p})) \in \mathbb{R}^{2} \mid \mathbf{p} \text { is a reactive strategy }\right\} \\
& \Pi_{M}(\mathbf{q}):=\left\{(\pi(\mathbf{p}, \mathbf{q}), \pi(\mathbf{q}, \mathbf{p})) \in \mathbb{R}^{2} \mid \mathbf{p} \text { is a memory-1 strategy }\right\}  \tag{2.24}\\
& \Pi_{G}(\mathbf{q}):=\left\{(\pi(\mathbf{p}, \mathbf{q}), \pi(\mathbf{q}, \mathbf{p})) \in \mathbb{R}^{2} \mid \mathbf{p} \text { is a generic strategy }\right\}
\end{align*}
$$

Then Propositions 2.1 and 2.2 imply the following.

Corollary 2.3. If $\mathbf{q}$ is a memory-1 strategy, then $\Pi_{R}(\mathbf{q})=\Pi_{M}(\mathbf{q})=\Pi_{G}(\mathbf{q})$.

That is, against a memory-1 opponent, all payoffs that can either be achieved with a generic strategy, or a memory-1 strategy, can already be achieved with a reactive strategy.

### 2.6.2 Best responses to memory- 1 strategies

In this section, we aim to identify best responses to a given memory-1 strategy. We restrict ourselves to generic best responses. A strategy $\mathbf{p}$ is a generic best response to strategy $\mathbf{q}$ if it is generic, and if

$$
\begin{equation*}
\pi(\mathbf{p}, \mathbf{q}) \geq \pi\left(\mathbf{p}^{\prime}, \mathbf{q}\right) \quad \text { for all generic strategies } \mathbf{p}^{\prime} \tag{2.25}
\end{equation*}
$$

By Proposition 2.2, there is always a generic best response in the space of reactive strategies. The following two results simplify the search for a generic best response even further.

Lemma 2.4. Consider a reactive player with strategy $\mathbf{p}=\left(p_{C}, p_{D}\right)$ who interacts with a memory-1 opponent with strategy $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$. Then, the payoff of the reactive player is given by
$\pi(\mathbf{p}, \mathbf{q})=\frac{b q_{D D}-c q_{D D} \cdot p_{C}+\left(\left(q_{D C}-q_{D D}\right) b-\left(1-q_{C D}\right) c\right) \cdot p_{D}+c\left(q_{C C}-q_{C D}-q_{D C}+q_{D D}\right) \cdot p_{C} p_{D}}{1-q_{C D}+q_{D D}-\left(q_{C C}-q_{C D}\right) \cdot p_{C}-\left(q_{D D}-q_{D C}\right) \cdot p_{D}}$.

In particular, the payoff of the reactive player depends monotonically on each of its inputs $p_{C}$ and $p_{D}$.

The first part of the Lemma gives an explicit formula to compute payoffs. The monotonicity property mentioned in the second part is useful because it allows us to derive the following result.

Proposition 2.5 (Optimality of deterministic reactive strategies). Let $\mathbf{q}$ be some given memory- 1 strategy and let $\mathbf{p} \in[0,1]^{2}$ be an arbitrary reactive strategy. Then there is a deterministic reactive strategy $\mathbf{p}^{\prime} \in\{0,1\}^{2}$ for which $\pi\left(\mathbf{p}^{\prime}, \mathbf{q}\right) \geq \pi(\mathbf{p}, \mathbf{q})$.

In particular, if $\mathbf{p}$ is a best response to $\mathbf{q}$, then there is at least one deterministic and reactive strategy $\mathbf{p}^{\prime}$ that yields the same payoff (that is, $\mathbf{p}^{\prime}$ is also a best response). By combining Propositions 2.2 and 2.5 , we can thus conclude that to find a generic best response to an arbitrary memory- 1 strategy, it suffices to consider the four deterministic reactive strategies $\operatorname{ALLD}=(0,0), \operatorname{ATFT}=(0,1), \operatorname{TFT}=(1,0), \operatorname{ALLC}=(1,1)$. We can use this observation to characterize all generic Nash equilibria among the memory- 1 strategies. We say a strategy $\mathbf{q}$ is a generic Nash equilibrium if $\mathbf{q}$ is a generic best reply to itself. By Eq. (2.19), the payoff of a memory-1 strategy $\mathbf{q}$ against itself is

$$
\begin{equation*}
\pi(\mathbf{q}, \mathbf{q})=\frac{\left(1-q_{C C}+q_{D C}\right) q_{D D}}{\left(1-q_{C C}\right)\left(1-q_{C D}+q_{D D}\right)+\left(1-q_{C C}+q_{D C}\right) q_{D D}} \cdot(b-c) . \tag{2.27}
\end{equation*}
$$

Because of Propositions 2.2 and 2.5 , we only need to compare this self-payoff to the payoffs of the four deterministic reactive strategies. By Eq. (2.26), the respective payoffs are

$$
\begin{align*}
& \pi(\operatorname{ALLD}, \mathbf{q})=\frac{q_{D D}}{1-q_{C D}+q_{D D}} \cdot b \\
& \pi(\operatorname{ATFT}, \mathbf{q})=\frac{q_{D C}}{1-q_{C D}+q_{D C}} \cdot b-\frac{1-q_{C D}}{1-q_{C D}+q_{D C}} \cdot c \\
& \pi(\operatorname{TFT}, \mathbf{q})=\frac{q_{D D}}{1-q_{C C}+q_{D D}} \cdot(b-c)  \tag{2.28}\\
& \pi(\operatorname{ALLC}, \mathbf{q})=\frac{q_{D C}}{1-q_{C C}+q_{D C}} \cdot b-c
\end{align*}
$$

Overall, we obtain the following result.

Theorem 2.6 (Characterization of generic Nash equilibria). Let $\mathbf{q}$ be an arbitrary memory-1 strategy such that the payoffs (2.27) and (2.28) are well-defined. Then $\mathbf{q}$ is a generic Nash equilibrium if and only if

$$
\begin{equation*}
\pi(\mathbf{q}, \mathbf{q}) \geq \max (\pi(\operatorname{ALLD}, \mathbf{q}), \pi(\operatorname{ATFT}, \mathbf{q}), \pi(\operatorname{TFT}, \mathbf{q}), \pi(\operatorname{ALLC}, \mathbf{q})) \tag{2.29}
\end{equation*}
$$

The assumption on the payoffs (2.27) and (2.28) to be well-defined is not a major restriction. Those cases in which some of the expressions in Eqs. (2.27) and (2.28) cannot be evaluated (for example, when $q_{C C}=1$ and $q_{D D}=0$ ), correspond to those cases in which the invariant distribution $\mathbf{v}$ according to Eq. (2.18) is not unique. In that case, one can resolve the ambiguity by defining an initial cooperation probability for
the very first round. In this way, all relevant payoffs become well-defined, and condition (2.29) remains valid.

### 2.6.3 Classification of memory-1 Nash equilibria

In the following, we use the general characterization provided in Theorem 2.6 to give a qualitative classification of all generic memory-1 Nash equilibria. To this end, we first describe three distinct behaviors that can be sustained in equilibrium. These three behaviors correspond to players who mutually cooperate, players who mutually defect, and players who unilaterally fix the co-player's payoff to a fixed level. In line with the previous literature on simultaneous games, we refer to the respective equilibrium strategies as partners ${ }^{96}$, defectors ${ }^{53}$, and equalizers ${ }^{21}$. Then we show that these three classes of behaviors comprise in fact all Nash equilibria of the alternating game. Partners. We say a strategy is self-cooperative if two players with that strategy obtain the mutual cooperation payoff $b-c$ against each other. For a memory-1 strategy $\mathbf{q}$ to be self-cooperative, Eq. (2.27) implies that $q_{C C}$ needs to be set to one (if $q_{D D}=0$, the strategy is additionally required to cooperate in the first round). We call a strategy a partner if it is self-cooperative and if it satisfies the Nash condition (2.29). To check whether the Nash condition holds, we note that for any self-cooperative strategy $\mathbf{q}$, the equality $\pi(\mathbf{q}, \mathbf{q})=\pi(\mathrm{TFT}, \mathbf{q})=\pi(\operatorname{ALLC}, \mathbf{q})=b-c$ holds. Thus, we only need to verify the two remaining inequalities, $\pi(\operatorname{ALLD}, \mathbf{q}) \leq b-c$ and $\pi(\operatorname{ATFT}, \mathbf{q}) \leq b-c$. Based on the respective expressions in Eqs. (2.28), we conclude that $\mathbf{q}$ is a partner if
and only if the following three conditions are satisfied,

$$
\begin{gather*}
q_{C C}=1 \\
(b-c)\left(1-q_{C D}\right) \geq c q_{D D}  \tag{2.30}\\
b\left(1-q_{C D}\right) \geq c q_{D C} .
\end{gather*}
$$

These conditions define a 3 -dimensional subspace of the memory-1 strategies (see Figure 2.4). This subspace is non-empty: since $b>c$, all conditions can be met by choosing sufficiently small cooperation probabilities $q_{C D}, q_{D C}, q_{D D}$. The subspace of partner strategies increases with $b$ and it decreases with $c$. That is, the more profitable cooperation is, the easier it becomes to satisfy the conditions for being a partner.

Defectors. We call a strategy self-defective if two players with that strategy end up with the mutual defection payoff when playing against each other. In particular, a self-defective memory- 1 strategy $\mathbf{q}$ needs to set $q_{D D}$ to zero (in case payoffs are not well-defined otherwise, it additionally needs to defect in the first round). We say a self-defective strategy is a defector if it additionally satisfies the Nash condition (2.29). Similar to before, two of the four conditions in Eq. (2.29) are automatically met because a self-defective strategy satisfies $\pi(\mathbf{q}, \mathbf{q})=\pi(\operatorname{ALLD}, \mathbf{q})=\pi(\mathrm{TFT}, \mathbf{q})=$ 0 . Thus, we only need to verify $\pi(\operatorname{ATFT}, \mathbf{q}) \leq 0$ and $\pi(\operatorname{ALLC}, \mathbf{q}) \leq 0$. Overall, we obtain the following characterization of defectors,

$$
\begin{gather*}
q_{D D}=0 \\
b q_{D C} \leq c\left(1-q_{C D}\right)  \tag{2.31}\\
(b-c) q_{D C} \leq c\left(1-q_{C C}\right) .
\end{gather*}
$$

Again, these conditions define a 3-dimensional non-empty subspace of memory-1
strategies (Figure 2.8). The volume of this subspace increases if we either reduce $b$ or increase $c$.

Equalizers. For simultaneous games, it has been noted that the memory-1 strategies contain a subset of so-called equalizers ${ }^{21,190}$. If player 2 adopts such a strategy $\mathbf{q}$, player 1's payoff $\pi(\mathbf{p}, \mathbf{q})$ is a constant, independent of player 1's strategy. Obviously, if both players choose an equalizer strategy, the resulting strategy profile is a Nash equilibrium. In that case, no player can get a different payoff - let alone a larger payoff - by unilaterally deviating.

In the following we aim to identify equalizers in the context of alternating games. That is, we ask which strategies player 2 can use to make sure that player 1's payoff is independent of player 1's strategy. As a minimum requirement, player 2's strategy q needs to enforce the same payoff upon all co-players with reactive and deterministic strategies, such that

$$
\begin{equation*}
\pi(\operatorname{ALLD}, \mathbf{q})=\pi(\operatorname{ATFT}, \mathbf{q})=\pi(\operatorname{TFT}, \mathbf{q})=\pi(\operatorname{ALLC}, \mathbf{q}) \tag{2.32}
\end{equation*}
$$

This yields three equations in the four unknown entries of $\mathbf{q}$. By using Eqs. (2.28) to solve $\pi(\operatorname{ALLD}, \mathbf{q})=\pi(\mathrm{TFT}, \mathbf{q})$ for $q_{C D}$ and $\pi(\operatorname{ALLC}, \mathbf{q})=\pi(\mathrm{TFT}, \mathbf{q})$ for $q_{D C}$, we obtain

$$
\begin{align*}
& q_{C D}=\frac{b q_{C C}-c\left(1+q_{D D}\right)}{b-c}  \tag{2.33}\\
& q_{D C}=\frac{b q_{D D}+c\left(1-q_{C C}\right)}{b-c} .
\end{align*}
$$

Given these two relations hold, one can verify that the last relation $\pi(\operatorname{ATFT}, \mathbf{q})=$ $\pi(\mathrm{TFT}, \mathbf{q})$ holds automatically. Conversely, suppose a memory-1 strategy $\mathbf{q}$ satisfies these two conditions. Because these conditions imply Eq. (2.32) and because


Figure 2.8: Defectors in the alternating prisoner's dilemma. As we have done for partners, we have also characterized all defectors among the memory-1 strategies for the alternating game. a,b, We provide explicit conditions for the case without errors and the case with errors, see Supplementary Note 2. With errors, there are two classes of defector strategies. First, there is the atomic class of unconditional defection (ALLD). Second, there is a line segment that connects a stochastic version of GRIM to the strategy EXT; the latter is a limiting version of the previously described extortionate strategies ${ }^{97,190,226,227,250}$. c,d, For the evolutionary simulations, we use the same parameters as in Figure 2.4.
the payoffs of a reactive player $\mathbf{p}=\left(p_{C}, p_{D}\right)$ are monotonic in $p_{C}$ and in $p_{D}$ (due to Lemma 2.4), it follows that any reactive strategy obtains the same payoff against $\mathbf{q}$. Moreover, because generic strategies can be replaced by reactive strategies (Proposition 2.1), it follows that any generic strategy obtains the same payoff against $\mathbf{q}$. We conclude that equalizers are exactly those strategies that satisfy Eq. (2.33). In particular, equalizers correspond to a 2-dimensional subspace of memory-1 strategies. The following technical result allows us to show that the three above classes of partners, defectors, and equalizers are in fact all generic Nash equilibria within the space of memory-1 strategies.

Lemma 2.7. Consider a memory-1 strategy $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$ that is a generic Nash equilibrium, and let $\tilde{\mathbf{q}}=\left(\tilde{q}_{C}, \tilde{q}_{D}\right)$ denote its reactive marginalization with respect to itself.

1. If $\tilde{\mathbf{q}}$ is fully stochastic, then $\mathbf{q}$ is an equalizer.
2. If $\tilde{\mathbf{q}}$ is semi-stochastic or deterministic, then $\mathbf{q}$ is either a partner or a defector.

We can summarize the previous results as follows.

Theorem 2.8 (Classification of generic Nash equilibria). A memory-1 strategy $\mathbf{q}=$ $\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$ is a generic Nash equilibrium if and only if it is either a partner, a defector, or an equalizer: that is, if and only if it meets the conditions (2.30), (2.31), or (2.33).

Comparing Theorem 2.8 for the alternating game with the respective classification of equilibrium outcomes in the simultaneous game ${ }^{4,96,221}$ yields the following two insights:


Figure 2.9: Defectors in the simultaneous game. a,b, The figure is analogous to Figure 2.8, but for the case of the simultaneous game instead of the alternating game. For the simultaneous game with errors, there is no complete characterization of defector strategies as of yet. However, it is known that ALLD is a Nash equilibrium for all parameter values, because it simply reiterates the Nash equilibrium of the one-shot game. c,d, For the evolutionary simulations, we use the same parameters as in Figure 2.4.

1. The three classes that we have identified, partners, defectors, and equalizers, also exist in the simultaneous game. In fact, even the respective equilibrium conditions are identical: a memory-1 strategy $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$ is a partner, a defector, or an equalizer in the alternating game if and only if it is a a partner, defector, or equalizer in the simultaneous game (assuming that the game parameters $b$ and $c$ are the same).
2. However, the simultaneous game allows for one additional class of equilibrium strategies, called self-alternators ${ }^{221}$. When two self-alternators interact, they cooperate in turns: one player unilaterally cooperates in one round, and the other player unilaterally cooperates in the next. To be a Nash equilibrium for the simultaneous game, self-alternators need to have the form ${ }^{221}$

$$
\begin{equation*}
q_{C C} \leq \frac{2 c}{b+c}, \quad q_{C D}=0, \quad q_{D C}=1, \quad q_{D D} \leq \frac{b-c}{b+c} . \tag{2.34}
\end{equation*}
$$

However, according to Theorem 2.8, strategies that satisfy the conditions in (2.34) do not give rise to a Nash equilibrium in the alternating game.

The intuition is easy to convey with an example. To this end, let us consider the memory- 1 strategy $\mathbf{q}=(0,0,1,1 / 3)$ which satisfies conditions (2.34) for all games with $b>2 c$. In the simultaneous game, two players with strategy $\mathbf{q}$ reliably learn to cooperate in turns irrespective of their first-round behavior. This is illustrated by the following sample path (an asterisk indicates a decision that is partly due to chance). In this path, players reliably alternate from the fourth round onwards,


Figure 2.10: Comparing the alternating and the simultaneous game across different error rates and benefit values. We have run further simulations to explore the joint effect of the error rate and the benefit of cooperation, for both the alternating game (a) and the simultaneous game (b). In both cases, we observe high cooperation rates for high benefit values and sufficiently small error rates. c, Here, we plot the difference in cooperation rates between the simultaneous and the alternating game. This difference is small for small benefit values (where defection evolves in both settings). It is also small for large benefits when the error rate is small (for which nearly full cooperation evolves in both settings). In between, for intermediate benefit values and intermediate error rates, the simultaneous game yields systematically more cooperation than the alternating game. Baseline parameters are the same as in Figure 2.5.

| Player 1 | C | D | $\mathrm{D}^{*}$ | $\mathrm{C}^{*}$ | D | C | D | C | D | $\ldots$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Player 2 | C | D | $\mathrm{D}^{*}$ | $\mathrm{D}^{*}$ | C | D | C | D | C | $\ldots$ |

In the alternating game, the same first-round behavior gives rise to a more irregular trajectory,


Here, there are always two consecutive instances of cooperation, which leads both players to defect on their next turn (because $q_{C C}=q_{C D}=0$ ). Once both players have defected, it may take several turns for one player to re-start cooperation (because $q_{D D}=1 / 3$ ). As a result, the limiting average payoff in the alternating game is only $(b-c) / 3$. If one of the players were to switch to ATFT, the resulting payoff is $\pi(\operatorname{ATFT}, \mathbf{q})=(b-c) / 2>(b-c) / 3$. Hence, $\mathbf{q}$ is unstable. We conclude that strategies of the form (2.34) are no longer a Nash equilibrium in the alternating game because they no longer induce a stable pattern of alternating cooperation.

### 2.6.4 Alternating games with implementation errors

In the following, we explore how equilibrium behavior is affected by noise. To this end, we assume the players' actions are subject to implementation errors or trembling hand errors, ${ }^{213}$. That is, each time a player wishes to cooperate, there is some probability $\varepsilon$ that the player defects by mistake, with $0<\varepsilon<1 / 2$. Conversely, each time a player wishes to defect, she may cooperate with the same probability. Under this
assumption, a player with strategy $\mathbf{p}$ employs an effective strategy $\mathbf{p}^{\varepsilon}$, with

$$
\begin{equation*}
\mathbf{p}^{\varepsilon}=\phi^{\varepsilon}(\mathbf{p}):=(1-\varepsilon) \mathbf{p}+\varepsilon(1-\mathbf{p})=\varepsilon+(1-2 \varepsilon) \mathbf{p} . \tag{2.35}
\end{equation*}
$$

This transformation maps memory- 1 strategies $\mathbf{p} \in[0,1]^{4}$ to noisy memory- 1 strategies $\mathbf{p}^{\varepsilon} \in[\varepsilon, 1-\varepsilon]^{4}$. It has two useful properties. First, it is bijective, with the inverse function being defined by

$$
\begin{equation*}
\left(\phi^{\varepsilon}\left(\mathbf{p}^{\varepsilon}\right)\right)^{-1}=\frac{\mathbf{p}^{\varepsilon}-\varepsilon}{1-2 \varepsilon} . \tag{2.36}
\end{equation*}
$$

Second, the transformation is monotonic: For any previous round's outcome ( $a, \tilde{a}$ ) $\in$ $\{C, D\}^{2}$ and for any two memory- 1 strategies $\mathbf{p}$ and $\mathbf{q}$, we have $p_{a \tilde{a}}<q_{a \tilde{a}}$ if and only if $p_{a \tilde{a}}^{\varepsilon}<q_{a \tilde{a}}^{\varepsilon}$. That is, if player 1's nominal strategy is more cooperative than player 2's, then the same is true for the respective effective strategies. A few examples of effective strategies are

$$
\begin{align*}
\operatorname{ALLD}^{\varepsilon} & =(\varepsilon, \varepsilon) & \operatorname{ATFT}^{\varepsilon} & =(\varepsilon, 1-\varepsilon)
\end{align*} r \operatorname{GRIM}^{\varepsilon}=(1-\varepsilon, \varepsilon, \varepsilon \varepsilon)
$$

In particular, even if the nominal strategy is deterministic, the corresponding effective strategy is fully stochastic. For an alternating game with errors between two memory1 strategies $\mathbf{p}$ and $\mathbf{q}$ we can define the resulting transition matrix, the invariant distribution, and the payoffs based on the respective quantities for the game without errors, given by Eqs. (2.17) - (2.19). This yields

$$
\begin{equation*}
M_{A}^{\varepsilon}(\mathbf{p}, \mathbf{q}):=M_{A}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right), \quad \mathbf{v}^{\varepsilon}(\mathbf{p}, \mathbf{q}):=\mathbf{v}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right), \quad \pi^{\varepsilon}(\mathbf{p}, \mathbf{q}):=\pi\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right) \tag{2.38}
\end{equation*}
$$

Since $\varepsilon>0$, each entry of $M_{A}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)$ is positive. Hence, the unique invariant distribution and the resulting payoffs are now well-defined irrespective of the players' actions in the first round.

In the following, we aim to characterize all equilibria among the memory- 1 strategies for the alternating game with errors. We follow the same approach as before. In analogy to Propositions 2.1 and 2.2, the following shows that games between a generic player and a memory-1 player can be reduced to a game between a reactive player and a memory-1 player.

Proposition 2.9 (Sufficiency of reactive strategies in games with errors). Consider an alternating game with a positive error rate $0<\varepsilon<1 / 2$, and suppose the second player uses the memory-1 strategy $\mathbf{q}$.

1. Suppose the first player uses the memory- 1 strategy $\mathbf{p}=\left(p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)$ and the resulting invariant distribution is given by $\mathbf{v}^{\varepsilon}(\mathbf{p}, \mathbf{q})=\left(v_{C C}^{\varepsilon}, v_{C D}^{\varepsilon}, v_{D C}^{\varepsilon}, v_{D D}^{\varepsilon}\right)$. Define the reactive marginalization of $\mathbf{p}$ with respect to $\mathbf{q}$ as the unique reactive strategy $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$ for which

$$
\begin{gather*}
\tilde{p}_{C}=\frac{1}{1-2 \varepsilon}\left(\frac{v_{C C}^{\varepsilon} p_{C C}^{\varepsilon}+v_{D C}^{\varepsilon} p_{D C}^{\varepsilon}}{v_{C C}^{\varepsilon}+v_{D C}^{\varepsilon}}-\varepsilon\right)  \tag{2.39}\\
\tilde{p}_{D}=\frac{1}{1-2 \varepsilon}\left(\frac{v_{C D}^{\varepsilon} p_{C D}^{\varepsilon}+v_{D D}^{\varepsilon} p_{D D}^{\varepsilon}}{v_{C D}^{\varepsilon}+v_{D D}^{\varepsilon}}-\varepsilon\right) .
\end{gather*}
$$

Then, the reactive marginalization satisfies $\mathbf{v}^{\varepsilon}(\tilde{\mathbf{p}}, \mathbf{q})=\mathbf{v}^{\varepsilon}(\mathbf{p}, \mathbf{q})$.
2. Suppose the first player uses an arbitrary strategy such that $p_{a_{1}, a_{2}}^{\varepsilon}(t) \in[\varepsilon, 1-$ $\varepsilon]$ is the player's conditional probability to cooperate at time $t$ if the previous outcome is $(a, \tilde{a}) \in\{C C, C D, D C, D D\}$. Let $\mathbf{v}(t)=\left(v_{C C}(t), v_{C D}(t), v_{D C}(t), v_{D D}(t)\right)$ be the resulting probability distribution for the player's actions at time $t$. We
assume the following limiting averages to exist,

$$
\begin{align*}
& v_{a \tilde{a}}:=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{a \tilde{a}}(t) \text { for all } a \in\{C, D\}, \tilde{a} \in\{C, D\} . \\
& \tilde{p}_{\tilde{a}}^{\varepsilon}:=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} \frac{v_{C \tilde{a}}(t) p_{C \tilde{a}}^{\varepsilon}(t)+v_{D \tilde{a}}(t) p_{D \tilde{a}}^{\varepsilon}(t)}{v_{C \tilde{a}}+v_{D \tilde{a}}} \text { for all } \tilde{a} \in\{C, D\} . \tag{2.40}
\end{align*}
$$

We define the reactive marginalization $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$ of player 1's strategy with respect to $\mathbf{q}$ by

$$
\begin{equation*}
\tilde{p}_{C}=\frac{1}{1-2 \varepsilon}\left(\tilde{p}_{C}^{\varepsilon}-\varepsilon\right) \quad \text { and } \quad \tilde{p}_{D}=\frac{1}{1-2 \varepsilon}\left(\tilde{p}_{D}^{\varepsilon}-\varepsilon\right) . \tag{2.41}
\end{equation*}
$$

Then, this reactive marginalization satisfies $\mathbf{v}^{\varepsilon}(\tilde{\mathbf{p}}, \mathbf{q})=\mathbf{v}$.

Both results follow in a straightforward manner from the respective results on alternating games without errors, by applying Propositions 2.1 and 2.2 to the players' effective strategies. In a similar way, we can also generalize Proposition 2.5. To this end, we say a strategy is generic with respect to the opponent strategy and the error rate if the respective limits in Eq. (2.40) exist. In particular, all strategies with finite recall are generic. In addition, we say a strategy $\mathbf{p}$ is a generic best response to $\mathbf{q}$ if it is generic, and if

$$
\begin{equation*}
\pi^{\varepsilon}(\mathbf{p}, \mathbf{q}) \geq \pi^{\varepsilon}\left(\mathbf{p}^{\prime}, \mathbf{q}\right) \quad \text { for all generic strategies } \mathbf{p}^{\prime} \tag{2.42}
\end{equation*}
$$

Then we can again show that one can always find a generic best response to a memory1 strategy among the deterministic reactive strategies.

Proposition 2.10 (Optimality of deterministic reactive strategies in games with er-
rors). Let $\mathbf{q}$ be some given memory- 1 strategy and let $\mathbf{p} \in[0,1]^{2}$ be an arbitrary reactive strategy. Then, there is a deterministic reactive strategy $\mathbf{p}^{\prime} \in\{0,1\}^{2}$ for which $\pi^{\varepsilon}\left(\mathbf{p}^{\prime}, \mathbf{q}\right) \geq \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$.

Similar to before, we say a memory-1 strategy $\mathbf{q}$ is a Nash equilibrium if $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq$ $\pi^{\varepsilon}\left(\mathbf{q}^{\prime}, \mathbf{q}\right)$ for any generic deviation strategy $\mathbf{q}^{\prime}$. Proposition 2.10 then again allows us to identify memory-1 Nash equilibria more effectively. It suffices to compare the payoff of the strategy $\mathbf{q}$ against itself to the payoffs one could achieve with deterministic reactive strategies. However, now the payoff expressions are more complex. Using

Eq. (2.38), we calculate the self-payoff as

$$
\begin{equation*}
\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})=\frac{\left(1-q_{C C}^{\varepsilon}+q_{D C}^{\varepsilon}\right) q_{D D}^{\varepsilon}}{\left(1-q_{C C}^{\varepsilon}\right)\left(1-q_{C D}^{\varepsilon}+q_{D D}^{\varepsilon}\right)+\left(1-q_{C C}^{\varepsilon}+q_{D C}^{\varepsilon}\right) q_{D D}^{\varepsilon}} \cdot(b-c) . \tag{2.43}
\end{equation*}
$$

For the possible deviations towards deterministic reactive strategies, we obtain

$$
\begin{align*}
\pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q}) & =\frac{\varepsilon q_{D C}^{\varepsilon}+(1-\varepsilon) q_{D D}^{\varepsilon}}{1-\varepsilon\left(q_{C C}^{\varepsilon}-q_{D C}^{\varepsilon}\right)-(1-\varepsilon)\left(q_{C D}^{\varepsilon}-q_{D D}^{\varepsilon}\right)} \cdot b-\varepsilon \cdot c \\
\pi^{\varepsilon}(\operatorname{ATFT}, \mathbf{q}) & =\frac{(1-\varepsilon) q_{D C}^{\varepsilon}+\varepsilon q_{D D}^{\varepsilon}}{1-\varepsilon\left(q_{C C}^{\varepsilon}-q_{D D}^{\varepsilon}\right)-(1-\varepsilon)\left(q_{C D}^{\varepsilon}-q_{D C}^{\varepsilon}\right)} \cdot b \\
& -\frac{1-\varepsilon-\varepsilon(1-\varepsilon) q_{C C}^{\varepsilon}-(1-\varepsilon)^{2} q_{C D}^{\varepsilon}+\varepsilon(1-\varepsilon) q_{D C}^{\varepsilon}+\varepsilon^{2} q_{D D}^{\varepsilon}}{1-\varepsilon\left(q_{C C}^{\varepsilon}-q_{D D}^{\varepsilon}\right)-(1-\varepsilon)\left(q_{C D}^{\varepsilon}-q_{D C}^{\varepsilon}\right)} \cdot c  \tag{2.44}\\
\pi^{\varepsilon}(\mathrm{TFT}, \mathbf{q}) & =\frac{\varepsilon q_{D C}^{\varepsilon}+(1-\varepsilon) q_{D D}^{\varepsilon}}{1-(1-\varepsilon)\left(q_{C C}^{\varepsilon}-q_{D D}^{\varepsilon}\right)-\varepsilon\left(q_{C D}^{\varepsilon}-q_{D C}^{\varepsilon}\right)} \cdot b \\
& -\frac{\varepsilon-\varepsilon(1-\varepsilon) q_{C C}^{\varepsilon}-\varepsilon^{2} q_{C D}^{\varepsilon}+\varepsilon(1-\varepsilon) q_{D C}^{\varepsilon}+(1-\varepsilon)^{2} q_{D D}^{\varepsilon}}{1-(1-\varepsilon)\left(q_{C C}^{\varepsilon}-q_{D D}^{\varepsilon}\right)-\varepsilon\left(q_{C D}^{\varepsilon}-q_{D C}^{\varepsilon}\right)} \cdot c \\
\pi^{\varepsilon}(\mathrm{ALLC}, \mathbf{q}) & =\frac{(1-\varepsilon) q_{D C}^{\varepsilon}+\varepsilon q_{D D}^{\varepsilon}}{1-(1-\varepsilon)\left(q_{C C}^{\varepsilon}-q_{D C}^{\varepsilon}\right)-\varepsilon\left(q_{C D}^{\varepsilon}-q_{D D}^{\varepsilon}\right)} \cdot b-(1-\varepsilon) \cdot c
\end{align*}
$$

We define partners, defectors, and equalizers analogously to the case without errors. We call a memory-1 strategy $\mathbf{q}$ self-cooperative if it yields the mutual cooperation payoff against itself as errors become rare, $\varepsilon \rightarrow 0$ (in particular, it must satisfy $q_{C C}=1$ ). Similarly, $\mathbf{q}$ is self-defective if it yields the self-defection payoff against itself in the limit of rare errors (in particular, $q_{D D}=0$ ). Partners are again those Nash equilibria that are self-cooperative, and defectors as those Nash equilibria that are self-defective. As before, a strategy is an equalizer for a given error probability $\varepsilon$ if any generic coplayer yields the same payoff against that strategy. The following then generalizes the results of Theorems 2.6 and 2.8 to the case of alternating games with errors.

Theorem 2.11 (Classification of Nash equilibria in alternating games with errors).
Consider a memory-1 strategy $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)$ for an alternating game with error probability $0<\varepsilon<\frac{1}{2}\left(1-\frac{c}{b}\right)$. Then, the following are equivalent.

1. The strategy $\mathbf{q}$ is a generic Nash equilibrium.
2. The strategy $\mathbf{q}$ satisfies

$$
\begin{equation*}
\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \max \left(\pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q}), \pi^{\varepsilon}(\operatorname{ATFT}, \mathbf{q}), \pi^{\varepsilon}(\operatorname{TFT}, \mathbf{q}), \pi^{\varepsilon}(\operatorname{ALLC}, \mathbf{q})\right) \tag{2.45}
\end{equation*}
$$

3. The strategy $\mathbf{q}$ is either a partner, a defector, or an equalizer. It is a partner if and only If

$$
\begin{align*}
& q_{C C}=q_{D C}=1, \\
& q_{C D} \leq 1-\frac{c}{(1-2 \varepsilon) b},  \tag{2.46}\\
& q_{D D}=\frac{(1-2 \varepsilon)\left(b+\varepsilon c q_{C D}\right)-c}{(1-2 \varepsilon)(b+\varepsilon c)} .
\end{align*}
$$

It is a defector if and only if it is either ALLD or

$$
\begin{align*}
q_{D D} & =q_{C D}=0, \\
q_{D C} & \leq \frac{c}{(1-2 \varepsilon) b},  \tag{2.47}\\
q_{C C} & =\frac{\varepsilon(1-2 \varepsilon) c q_{D C}+c}{(1-2 \varepsilon)(b+\varepsilon c)} .
\end{align*}
$$

It is an equalizer if and only if

$$
\begin{align*}
q_{C D} & =\frac{(1-2 \varepsilon)\left(b q_{C C}-c q_{D D}\right)-c}{(1-2 \varepsilon)(b-c)}  \tag{2.48}\\
q_{D C} & =\frac{(1-2 \varepsilon)\left(b q_{D D}-c q_{C C}\right)+c}{(1-2 \varepsilon)(b-c)} .
\end{align*}
$$

Several remarks are in order:
a Dimension of the Nash equilibrium classes. Errors lead to a discontinuous reduction in the number of Nash equilibria. For example, for any arbitrarily small (but positive) error probability the set of partners is now one-dimensional instead of three-dimensional. The proof of Theorem 2.11 suggests there are two reasons for this reduction.

First, in games without errors, $p_{C C}=1$ is sufficient to ensure that the reactive marginalization of $\mathbf{q}$ with respect to itself satisfies $\tilde{q}_{C}=1$, see Eq. (2.22). Game outcomes different from mutual cooperation are (almost) never visited, and hence $v_{D C}=0$. For games with errors, this is no longer true. Independent
of the players' strategies, each game outcome occurs at least when both players choose the respective action by mistake, such that $v_{a \tilde{a}} \geq \varepsilon^{2}$ for all $(a, \tilde{a}) \in$ $\{C C, C D, D C, D D\}$. To guarantee that the reactive marginalization still satisfies $\tilde{q}_{C}=1$, we therefore additionally need to require that $q_{D C}=1$.

Second, in alternating games without errors, a partner q cannot be invaded by the two boundary strategies ALLC and TFT. Instead, all three strategies yield the same payoff $b-c$ against $\mathbf{q}$. In contrast, in games with errors, the payoffs of the three strategies are generally different. Moreover, by Lemma 2.4 the payoff $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})$ is either strictly in between $\pi^{\varepsilon}(\operatorname{TFT}, \mathbf{q})$ and $\pi^{\varepsilon}(\operatorname{ALLC}, \mathbf{q})$, or all three payoffs are the same. For $\mathbf{q}$ to be a Nash equilibrium, we thus need to require

$$
\begin{equation*}
\pi^{\varepsilon}(\operatorname{TFT}, \mathbf{q})=\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})=\pi^{\varepsilon}(\operatorname{ALLC}, \mathbf{q}) . \tag{2.49}
\end{equation*}
$$

This equality is equivalent to the last equality in condition (2.46). Finally, the upper bound on $q_{C D}$ ensures that neither a deviation to $A L L D$ nor to ATFT is profitable.

As a consequence of these observations, we conclude that many of the wellknown self-cooperative memory-1 strategies fail to be partners in alternating games with errors. In particular, TFT, WSLS, GRIM and FBF are either no longer self-cooperative, or they are no longer Nash equilibria. Similar considerations also explain why the class of defectors is now one-dimensional.
b Evolutionary stability. While all partner strategies for the alternating game are Nash equilibria by definition, we note that none of them are evolutionarily stable in the sense of Maynard-Smith ${ }^{146}$. Instead, by (2.49), mutants who ei-
ther adopt TFT or ALLC can invade through neutral drift - in fact, due to the monotonicity property in Lemma 2.4, any mutant strategy $\mathbf{q}^{\prime}$ with $q_{C C}=q_{D C}=1$ yields the same payoff against $\mathbf{q}$ as $\mathbf{q}$ does against itself.

Thus, as a corollary of Theorem 2.11, we conclude that in alternating games with errors, there are no evolutionarily stable memory-1 strategies that sustain cooperation. Note that this result is different from previous work suggesting that no strategy in the simultaneous game is stable ${ }^{24,69,70,238}$. This previous work considers games without errors. Only in that case does it show that for each Nash equilibrium one can identify neutral mutant strategies that eventually lead out of that equilibrium. These arguments do not apply to games with errors, where evolutionary stability is generally feasible ${ }^{23}$. For example, for games with $b>2 c$, one can show that WSLS is evolutionarily stable in the simultaneous game, provided the error probability is positive but sufficiently small ${ }^{98,137}$.
c Existence of the Nash equilibrium classes and comparative statics. Partners do not exist for all parameter values. Because $q_{C D}$ and $q_{D D}$ need to be values in the unit interval, condition (2.46) implies that partners exist if and only if

$$
\begin{equation*}
\varepsilon<\frac{1}{2}\left(1-\frac{c}{b}\right) . \tag{2.50}
\end{equation*}
$$

In particular, the conditions for partners to exist are easiest to satisfy if either implementation errors are sufficiently rare, or if the benefit of cooperation is large compared to its costs. The same condition (2.50) also determines whether or not equalizer strategies exist.

In contrast, defectors exist for all parameter values $b>c$ and $0 \leq \varepsilon \leq 1 / 2$, because ALLD is always a Nash equilibrium. When condition (2.50) does not hold, mutual defection is in fact the only behavior that can be sustained in equilibrium.
d Examples of partner strategies. Provided condition (2.50) holds, the set of partners is given by the line segment connecting the two strategies

$$
\left.\begin{array}{c}
\mathbf{q}^{\prime}=\left(\begin{array}{llll}
1, & 0, & 1, & \frac{(1-2 \varepsilon) b-c}{(1-2 \varepsilon)(b+\varepsilon c)}
\end{array}\right) \\
\mathbf{q}^{\prime \prime}=\left(\begin{array}{ll}
1, & \frac{(1-2 \varepsilon) b-c}{(1-2 \varepsilon) b},
\end{array} 1, \frac{(1-2 \varepsilon) b-c}{(1-2 \varepsilon) b}\right. \tag{2.52}
\end{array}\right)
$$

In particular, we note that while $q_{C D}$ may be chosen to be zero, $q_{D D}$ always needs to be strictly in between zero and one. The first example above, $\mathbf{q}^{\prime}$ can be considered as a stochastic version of Firm-but-Fair, and hence we refer to it as SFBF. Strategies resembling SFBF have been described previously. For example, Nowak and Sigmund ${ }^{171}$ observe that the simulations in their Figure 3 converge to the strategy $(1,0,1,2 / 3)$. Using their parameters $b=3, c=1$ and $\varepsilon=0.001$, this is exactly what is predicted by expression (2.51). The second example above, $\mathbf{q}^{\prime \prime}$ corresponds to the well-known Generous Tit-for-Tat strategy ${ }^{156,169}$ (GTFT) which has been previously described for the simultaneous game. According to Eqs. (2.51) and (2.52), GTFT is the only partner among the reactive strategies. For reactive strategies, the simultaneous and the alternating game coincide with respect to their dynamics ${ }^{171}$. In this light, the fact that GTFT also makes an appearance in the alternating game is somewhat less surprising.

In the limit of rare errors, $\varepsilon \rightarrow 0$, the above expressions simplify further. We obtain

$$
\mathbf{q}^{\prime}=\left(1, \quad 0, \quad 1, \quad 1-\frac{c}{b}\right) \quad \text { and } \quad \mathbf{q}^{\prime \prime}=\left(\begin{array}{lll}
1, & 1-\frac{c}{b}, & 1,  \tag{2.53}\\
1 & \left.-\frac{c}{b}\right)
\end{array}\right.
$$

e Alternative specification of errors. Throughout this section we have assumed that errors originate from players who misimplement their intended actions with a constant probability $\varepsilon$. In this case, a player's effective strategy $\mathbf{q}^{\varepsilon}$ is a linear function of the player's actual strategy $\mathbf{q}$, as described by Eq. (2.35). However, analogous results can be derived for more general error mappings. Our main results only require that the effect of errors on a player's strategy can be described by a strictly monotonic and bijective transformation $\phi^{\varepsilon}:[0,1]^{4} \rightarrow[\varepsilon, 1-\varepsilon]^{4}$ and that ALLD, ATFT, TFT, ALLC are mapped to the values in Eq. (2.37). Under that more general assumption, condition (2.45) continues to characterize which memory- 1 strategies $\mathbf{q}$ are equilibria. Only the exact description of partners, defectors, and equalizers needs to be adapted correspondingly. In addition, one can also extend our results to cases where the error rate depends on the previous outcome, or where it depends on the player's intended action. In this way, one could model cases in which a player who intends to cooperate is more likely to make a mistake than a player who intends to defect.

### 2.7 Supplementary Note 3: Extensions of the baseline model

The baseline model makes a number of simplifying assumptions: (i) the game is infinitely repeated; (ii) the players move in a strictly alternating fashion; (iii) the simulations only take into account memory-1 strategies; (iv) interactions take place in a well-mixed population; and (v) mutations are global. In the following, we study the impact of each of these assumptions in more detail. In each case, we explore how the respective assumption affects emerging cooperation rates and the strategies that evolve.

### 2.7.1 Finitely repeated games

Motivation. Our baseline model considers an infinitely repeated game with no discounting of the future. There are two major reasons why the analysis of such games is useful. First, from a mathematical perspective, infinitely repeated games are more convenient to work with because their results tend to be independent of the players' behavior in the early rounds of the game. This in turn allows researchers to consider a simpler strategy space; the players' first-round behavior no longer needs to be specified ${ }^{215}$. Second, such games often serve as a good approximation for games where the number of rounds is large but finite ${ }^{172}$. In many cases, results for finitely repeated games resemble the results of infinitely repeated games already for a moderate number of rounds ${ }^{209}$. To elaborate on the above two points, and to extend the results of the baseline model, in the following we study a model in which players only engage in finitely many interactions.

Game setup. We assume the game proceeds in rounds. In the simultaneous game, the
two players move simultaneously in each round. In the alternating game, one player moves first and the other player moves second. Here, the player who moves first is determined randomly, but kept constant during the game. After each round, the game continues for another round with a constant continuation probability $\delta$. As a result, the expected number of rounds follows a geometric distribution with mean $1 /(1-\delta)$. Let $v_{a_{1}, a_{2}}(t)$ denote the conditional probability that the two players choose actions $a_{1}$ and $a_{2}$ in round $t$, given that round $t$ is reached. Then we can calculate the average probability to observe the respective outcome over the course of the entire game as

$$
\begin{equation*}
v_{a_{1}, a_{2}}:=(1-\delta) \sum_{t=0}^{\infty} \delta^{t} \cdot v_{a_{1}, a_{2}}(t) . \tag{2.54}
\end{equation*}
$$

In the limiting case that there is always another round, $\delta \rightarrow 1$, this weighted average converges to the time average (2.13) of the baseline model, provided the limit in Eq. (2.13) exists. As before, we collect these four averages in a vector $\mathbf{v}=\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right)$. Based on this vector, we can compute the players' payoffs in the same way as in the baseline model, using Eq. (2.15).

Memory- 1 strategies. To introduce memory- 1 strategies for finitely repeated games, we distinguish between the simultaneous and the alternating game. In the simultaneous game, memory- 1 strategies take the form ${ }^{96}$

$$
\begin{equation*}
\mathbf{p}=\left(p_{00} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right) \tag{2.55}
\end{equation*}
$$

The first entry $p_{00}$ is the player's probability to cooperate in the initial round. The other entries $p_{i j}$ are the respective conditional cooperation probabilities in all subsequent rounds, as defined in the baseline model. In the alternating game, memory-1
strategies take the form

$$
\begin{equation*}
\mathbf{p}=\left(p_{00} ; p_{0 C}, p_{0 D} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right) . \tag{2.56}
\end{equation*}
$$

Here, $p_{00}$ is the probability to cooperate in the first round if the focal player moves first. The next two probabilities $p_{O C}$ and $p_{O D}$ are the player's probability to cooperate in the first round if the player moves second. In that case, the focal player may condition its decision on the co-player's first round behavior ( $C$ or $D$ ). The other entries $p_{i j}$ are again the conditional cooperation probabilities that the focal player applies in all subsequent rounds. In particular, we note that while strategies in the baseline model are 4 -dimensional, they are now 5 -dimensional in the case of simultaneous games, and 7-dimensional in the case of alternating games.

Explicit formulas for the players' payoffs. When two memory-1 players interact, their payoffs can be computed in a similar way as in the baseline model ${ }^{172}$. To this end, we consider first the simultaneous game. Suppose the strategies of the two players are

$$
\begin{align*}
& \mathbf{p}=\left(p_{00} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)  \tag{2.57}\\
& \mathbf{q}=\left(q_{00} ; q_{C C}, q_{C D}, q_{D C}, q_{D D}\right),
\end{align*}
$$

respectively. Then the outcome distribution in the initial round is

$$
\begin{align*}
\mathbf{v}_{0} & :=\left(v_{C C}(0), v_{C D}(0), v_{D C}(0), v_{D D}(0)\right)  \tag{2.58}\\
& =\left(p_{00} \cdot q_{00}, p_{00} \cdot\left(1-q_{00}\right),\left(1-p_{00}\right) \cdot q_{00},\left(1-p_{00}\right) \cdot\left(1-q_{00}\right)\right) .
\end{align*}
$$

Given this initial outcome distribution, we can iteratively compute all subsequent distributions as

$$
\begin{equation*}
\mathbf{v}(t)=\mathbf{v}_{0} \cdot M_{S}^{t} \tag{2.59}
\end{equation*}
$$

Here, $M_{S}=M_{S}(\mathbf{p}, \mathbf{q})$ is the standard transition matrix for the simultaneous game, as defined by Eq. (2.20). For the average distribution $\mathbf{v}$ according to Eq. (2.54), we therefore obtain

$$
\begin{equation*}
\mathbf{v}=(1-\delta) \sum_{t=0}^{\infty} \delta^{t} \cdot \mathbf{v}(t)=(1-\delta) \mathbf{v}_{0} \sum_{t=0}^{\infty}\left(\delta M_{S}\right)^{t}=(1-\delta) \mathbf{v}_{0}\left(I-\delta M_{S}\right)^{-1} \tag{2.60}
\end{equation*}
$$

Here, $I$ denotes the $4 \times 4$ identity matrix, and $\left(I-\delta M_{S}\right)^{-1}$ refers to the respective inverse matrix. Based on $\mathbf{v}$, we compute player's payoffs using Eq. (2.15). That is,

$$
\begin{align*}
& \pi_{1}=b \cdot\left(v_{C C}+v_{D C}\right)-c \cdot\left(v_{C C}+v_{C D}\right)  \tag{2.61}\\
& \pi_{2}=b \cdot\left(v_{C C}+v_{C D}\right)-c \cdot\left(v_{C C}+v_{D C}\right)
\end{align*}
$$

The payoffs of the alternating game can be computed analogously. However, here we have to distinguish two cases, depending on which of the two players moves first. Suppose the two players' strategies are given by

$$
\begin{align*}
& \mathbf{p}=\left(p_{00} ; p_{0 C}, p_{0 D} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)  \tag{2.62}\\
& \mathbf{q}=\left(q_{00} ; q_{0 C}, q_{0 D} ; q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)
\end{align*}
$$

If it is player 1 who moves first, the initial outcome distribution is

$$
\begin{equation*}
\mathbf{v}_{0}^{(1)}=\left(p_{00} \cdot q_{0 C}, p_{00} \cdot\left(1-q_{0 C}\right),\left(1-p_{00}\right) \cdot q_{0 D},\left(1-p_{00}\right) \cdot\left(1-q_{0 D}\right)\right) \tag{2.63}
\end{equation*}
$$

The respective average distribution over the entire game can then be calculated as

$$
\begin{equation*}
\mathbf{v}^{(1)}=(1-\delta) \mathbf{v}_{0}^{(1)}\left(I-\delta M_{A}(\mathbf{p}, \mathbf{q})\right)^{-1} \tag{2.64}
\end{equation*}
$$

where $M_{A}(\mathbf{p}, \mathbf{q})$ is the standard transition matrix (2.17) of the alternating game. Similarly, if it is player 2 who moves first, the initial distribution is

$$
\begin{equation*}
\mathbf{v}_{0}^{(2)}=\left(q_{00} \cdot p_{0 C}, q_{00} \cdot\left(1-p_{0 C}\right),\left(1-q_{00}\right) \cdot p_{0 D},\left(1-q_{00}\right) \cdot\left(1-p_{0 D}\right)\right) \tag{2.65}
\end{equation*}
$$

The average distribution becomes

$$
\begin{equation*}
\mathbf{v}^{(2)}=(1-\delta) \mathbf{v}_{0}^{(2)}\left(I-\delta M_{A}(\mathbf{q}, \mathbf{p})\right)^{-1} \tag{2.66}
\end{equation*}
$$

Because each of the two players is equally likely to move first, average payoffs are now

$$
\begin{align*}
& \pi_{1}=b \cdot\left(\frac{1}{2}\left(v_{C C}^{(1)}+v_{D C}^{(1)}\right)+\frac{1}{2}\left(v_{C C}^{(2)}+v_{C D}^{(2)}\right)\right)-c \cdot\left(\frac{1}{2}\left(v_{C C}^{(1)}+v_{C D}^{(1)}\right)+\frac{1}{2}\left(v_{C C}^{(2)}+v_{D C}^{(2)}\right)\right) \\
& \pi_{2}=b \cdot\left(\frac{1}{2}\left(v_{C C}^{(1)}+v_{C D}^{(1)}\right)+\frac{1}{2}\left(v_{C C}^{(2)}+v_{D C}^{(2)}\right)\right)-c \cdot\left(\frac{1}{2}\left(v_{C C}^{(1)}+v_{D C}^{(1)}\right)+\frac{1}{2}\left(v_{C C}^{(2)}+v_{C D}^{(2)}\right)\right) . \tag{2.67}
\end{align*}
$$

Evolutionary dynamics. Given the payoffs (2.61) and (2.67), we can explore the evolutionary dynamics of the finitely repeated game with the same process we used for the infinitely repeated game. That is, again we consider a finite and well-mixed population in which players adopt new strategies by imitation and mutation, as described in the main text.

Figure 2.6a,b shows the corresponding results for a continuation probability of $\delta=0.96$, such that individuals interact on average for 25 rounds. The figure suggests that the main evolutionary findings are in qualitative agreement with the findings of the baseline model. First, and as in the baseline model, the simultaneous game is slightly more conducive to the evolution of cooperation compared to the alternating
game (Figure 2.6a). Second, the self-cooperative strategies that evolve in the simultaneous game are markedly different from the self-cooperative strategies that evolve in the alternating game (Figure 2.6b). In the simultaneous game, the average selfcooperative strategy shares the main characteristics of win-stay lose-shift ${ }^{170}$. Players are most likely to cooperate after mutual cooperation or mutual defection. In the alternating game, evolving strategies rather resemble a mixture of Generous Tit-forTat and Stochastic Firm-but-Fair. Here, players are most likely to cooperate if the co-player cooperated in the previous round. In addition, players exhibit a positive probability to cooperate after both players defected. In either game, the payoff derived in the first round only has a modest impact on the player's overall fitness, given the game length. As a result, the values of $q_{00}, q_{0 C}, q_{0 D}$ are close to $1 / 2$, as one would expect from traits that are almost neutral.

We explore the dynamics for other continuation probabilities in Figure 2.6c and Figure 2.11. If the continuation probability exceeds some moderate threshold, $\delta \approx 0.8$ (which corresponds to games with five rounds in expectation), the qualitative results are largely comparable to the results of the baseline model. Below this threshold, cooperation is rare in both the simultaneous and the alternating game.

Discussion of the model. We note that by structuring the game into rounds, we implicitly assume that the two players always make the same number of decisions in the alternating game, independent of the realized length of the game. In particular, every time the first player makes a decision, this player can be sure that the second player will have an opportunity to reciprocate. We have made this assumption to make it easier to compare the alternating game to the simultaneous game. By making sure that both players make the same number of decisions, the continuation probability $\delta$ has an analogous interpretation in both games. Alternatively, we could have assumed


Figure 2.11: Self-cooperative strategies in the finitely repeated alternating game. We explore which strategies the players use to maintain cooperation in finitely repeated alternating games. To this end, we consider two different error scenarios (a-c: $\varepsilon=0$ and d-f: $\varepsilon=0.02$ ), and three expected game lengths ( 5,10 , or 100 rounds, corresponding to a continuation probability of $\delta=0.8, \delta=0.9$, and $\delta=0.99$ ). In each case, we run simulations and record those strategies that have a self-cooperation rate of at least $80 \%$. Here, we show the distribution of these strategies. We observe the following regularities: (i) The players' first round behavior is only under selection when players interact for a few rounds. For $\delta>0.9$, the distribution of the respective cooperation probabilities $q_{00}, q_{0 C}, q_{0 D}$ is comparably flat. (ii) The conditional cooperation probabilities for all subsequent rounds generally resemble the evolving strategies of the baseline model. Apart from the parameters varied explicitly, parameters are the same as in Figure 2.4.
that after each player's decision, the game stops with a certain probability. That alternative scenario is a special case of the model that we consider in the following.

### 2.7.2 Irregular alternation patterns

Motivation. For both the finitely and the infinitely repeated alternating game, we assumed in the baseline model that players move in a strictly alternating fashion. That is, every time player 1 makes a decision, it is player 2 who makes the next decision. Conversely, every time, player 2 makes a decision, it is player 1 who makes the next decision (provided there is another round). Instead, here we explore what happens when the alternation pattern can be more irregular, such that players may have to make a decision two times in a row before it's the other player's turn to move.

Game setup. To allow for such irregular patterns, we structure the alternating game into a sequence of moves. The player who makes the initial move is determined randomly, with each player having the same chance to move first. After a player has made a move (by deciding whether or not to cooperate), there is a constant probability $\lambda$ that the game continues. If the game continues, the player who makes the next move is determined randomly. With probability $s$ (the 'switching probability'), it is the other player who makes the next move. With the converse probability $\bar{s}:=1-s$, it is the same player. In the special case $s=1$, we recover a setup in which the two players move in a strictly alternating fashion. If $s=1 / 2$, the next move is assigned completely randomly, independent of who moved before. Finally, if $s=0$, there is no alternation at all; the player who moves first is guaranteed to move in all subsequent interactions. The payoffs of each player are defined analogously to the previous cases, by averaging the received benefits and paid costs over all moves of the two players
(for more detail, see further below).
Memory-1 strategies. Similar to the baseline model, we assume that players condition their behavior only on the respective last move of either player (that is, they remember one move per player). In the case of irregular interaction patterns, such strategies take the form of a nine-dimensional vector,

$$
\begin{equation*}
\mathbf{p}=\left(p_{00} ; p_{C 0}, p_{D 0} ; p_{0 C}, p_{0 D} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right) \tag{2.68}
\end{equation*}
$$

Here, $p_{00}$ is the player's cooperation probability if no player has moved before. The next two entries, $p_{C 0}$ and $p_{D 0}$ are the player's cooperation probability if only the focal player has moved before (but not the co-player). The other two entries, $p_{0 C}$ and $p_{0 D}$ are the player's cooperation probability if only the co-player has moved before (but not the focal player). And finally, the entries $p_{i j}$ with $i, j \in\{C, D\}$ are the usual conditional cooperation probabilities in all subsequent rounds.

Explicit formulas for the players' payoffs. Again assuming that both players use memory1 strategies, we can compute their payoffs explicitly. To this end, suppose the strategies of player 1 and player 2 are

$$
\begin{align*}
& \mathbf{p}=\left(p_{00} ; p_{C 0}, p_{D 0} ; p_{0 C}, p_{0 D} ; p_{C C}, p_{C D}, p_{D C}, p_{D D}\right)  \tag{2.69}\\
& \mathbf{q}=\left(q_{00} ; q_{C 0}, q_{D 0} ; q_{0 C}, q_{0 D} ; q_{C C}, q_{C D}, q_{D C}, q_{D D}\right)
\end{align*}
$$

respectively. We describe the dynamics among the two players by a Markov chain with twelve possible states. The twelve states are (in this order):

$$
\begin{align*}
& (1, C, \emptyset), \quad(1, D, \emptyset),(2, \emptyset, C), \quad(2, \emptyset, D)  \tag{2.70}\\
& (1, C, C),(1, C, D),(1, D, C),(1, D, D),(2, C, C),(2, C, D),(2, D, C),(2, D, D) .
\end{align*}
$$

Here, the state $\left(i, a_{1}, a_{2}\right)$ refers to the case that the previous move was made by player $i \in\{1,2\}$, and that after this move, the last move by either player is $a_{1}, a_{2} \in\{C, D, \emptyset\} ;$ the empty set symbol indicates that the respective player did not make a move yet. We obtain the following distribution for the state of the Markov chain after the first move:

$$
\begin{equation*}
\mathbf{v}_{0}=\left(\frac{p_{00}}{2}, \frac{\bar{p}_{00}}{2}, \frac{q_{00}}{2}, \frac{\bar{q}_{00}}{2}, 0,0,0,0,0,0,0,0\right) . \tag{2.71}
\end{equation*}
$$

For this initial distribution, we have used the shortcut notation $\bar{p}_{00}:=1-p_{00}$ and $\bar{q}_{00}:=$ $1-q_{00}$. The transition matrix of the Markov chain is given by

$$
M_{I}(\mathbf{p}, \mathbf{q})=\left(\begin{array}{cccccccccccc}
\bar{s}_{C 0} & \bar{s}_{\bar{p}} \bar{p}_{C 0} & 0 & 0 & 0 & 0 & 0 & 0 & s q_{0 C} & s \bar{q}_{0 C} & 0 & 0  \tag{2.72}\\
\bar{s} p_{D 0} & \bar{s}^{\prime} p_{D 0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & s q_{0 D} & s \bar{q}_{0 D} \\
0 & 0 & \bar{s} q_{C 0} & \overline{s q}_{C 0} & s p_{0 C} & 0 & s \bar{p}_{0 C} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \bar{s} q_{D 0} & \bar{s}_{q_{D 0}} & 0 & s p_{0 D} & 0 & s \bar{p}_{D D} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \bar{s} p_{C C} & 0 & \bar{s} \bar{p}_{C C} & 0 & s q_{C C} & s \bar{q}_{C C} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \bar{s} p_{C D} & 0 & \bar{s} \bar{p}_{C D} & s q_{D C} & s \bar{q}_{D C} & 0 & 0 \\
0 & 0 & 0 & 0 & \bar{s} p_{D C} & 0 & \bar{s} \bar{p}_{D C} & 0 & 0 & 0 & s q_{C D} & s \bar{q}_{C D} \\
0 & 0 & 0 & 0 & 0 & \bar{s} p_{D D} & 0 & \bar{s} \bar{p}_{D D} & 0 & 0 & s q_{D D} & s \bar{q}_{D D} \\
0 & 0 & 0 & 0 & s p_{C C} & 0 & s \bar{p}_{C C} & 0 & \bar{s} q_{C C} & \overline{s q}_{C C} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & s p_{C D} & 0 & s \bar{p}_{C D} & \bar{s} q_{D C} & \overline{s q_{D C}} & 0 & 0 \\
0 & 0 & 0 & 0 & s p_{D C} & 0 & s \bar{p}_{D C} & 0 & 0 & 0 & \bar{s} q_{C D} & \bar{s}_{C D} \\
0 & 0 & 0 & 0 & 0 & s p_{D D} & 0 & s \bar{p}_{D D} & 0 & 0 & \bar{s} q_{D D} & \overline{s q}_{D D}
\end{array}\right) .
$$

Based on the initial distribution $\mathbf{v}_{0}$ and on the transition matrix $M_{I}(\mathbf{p}, \mathbf{q})$, we can again compute the average distribution to observe any of the twelve states over the course of the game as

$$
\begin{equation*}
\mathbf{v}=(1-\lambda) \mathbf{v}_{0}\left(I-\lambda M_{I}(\mathbf{p}, \mathbf{q})\right)^{-1} . \tag{2.73}
\end{equation*}
$$

The payoffs of the two players are then given by the formula

$$
\begin{align*}
& \pi_{1}=2 \mathbf{v} \cdot(-c, 0, b, 0,-c,-c, 0,0, b, 0, b, 0)^{\top}  \tag{2.74}\\
& \pi_{2}=2 \mathbf{v} \cdot(b, 0,-c, 0, b, b, 0,0,-c, 0,-c, 0)^{\top} .
\end{align*}
$$

Here, the factor of two is a normalization constant to take into account that in half of the rounds it's the focal player who moves, whereas in the other half it's the coplayer. This constant ensures that two unconditional cooperators obtain an expected payoff of $(1-\varepsilon)(b-c)$, as one would expect.

Evolutionary dynamics. We explore the evolutionary dynamics of the game with irregular alternation patterns using the same process we used for the baseline model. In Figure 2.6d we compare two scenarios. In the first scenario, we assume that players strictly alternate $(s=1)$. In the other scenario, it is randomly determined which player moves next ( $s=1 / 2$ ). In both cases, we consider the dynamics of a game that is infinitely repeated $(\lambda \rightarrow 1)$, with a moderate error rate $(\varepsilon=0.02)$ and rare mutations ( $\mu \rightarrow 1$ ). We observe that a strictly alternating game leads to higher cooperation rates. To explore this result in more detail, we also recorded which self-cooperative strategies the players are most likely to adopt over the course of time. Surprisingly, both the strictly alternating and the randomly alternating game lead to overall similar strategies (Figure 2.6e). In each case, the average strategy reflects the basic patterns of Stochastic Firm-but-Fair. However, in the strictly alternating case, these self-cooperative strategies tend to be more robust. When players are strictly alternating, it takes on average 1,600 mutants until a resident self-cooperative strategy is successfully invaded. In contrast, for randomly alternating games, this number drops
to 980 mutants. More generally, we observe that cooperation is most likely to evolve the more likely players alternate in a regular manner (Figure 2.6f). In the extreme case that players do not alternate at all $(s=0)$, cooperation does not evolve, as one may expect.

In addition to these simulation results for infinitely repeated games, we have also explored the dynamics when the number of rounds is finite (Figure 2.12). There we show the outcome of two sets of simulations, one in the absence of errors $(\varepsilon=0)$ and one with a moderate error rate $(\varepsilon=0.02)$. In both cases, we vary the expected number of rounds (between 1 and 100), and the switching probability (between 0 and 1). These simulations confirm the previously observed regularities for alternating games: Cooperation is most likely to evolve when (i) errors are rare, (ii) players interact for many rounds, and (iii) players alternate in a regular fashion.

### 2.7.3 Memory-2 strategies

Motivation. For all evolutionary results so far, we have assumed that players only take into account each player's last action. While it has been argued that memory-1 strategies are good approximations for human behavior in laboratory experiments in simultaneous games ${ }^{46}$, it is natural to ask which of our qualitative results depend on the one-round memory assumption. Exploring the evolutionary dynamics among more complex strategies is not straightforward because the number of available strategies increases super-exponentially in the players' memory capacity.

In the baseline case of an infinitely repeated game, there are 16 pure memory-1 strategies, 65,536 pure memory- 2 strategies, and $1.84 \cdot 10^{19}$ pure memory- 3 strategies ${ }^{98}$. In the following, we thus confine ourselves to pure memory- 2 strategies. Those are all


Figure 2.12: Cooperation in the finitely repeated game with irregular alternation patterns. Using the same basic setup as in Figure 2.6, we have explored how likely players are to cooperate in finitely repeated alternating games with irregular alternation patterns. To this end, we vary (i) the expected number of rounds, and (ii) the switching rate that measures how strictly players are to alternate. In addition, we consider two scenarios, depending on whether or not players commit implementation errors (a,b). As already indicated by Figure 2.6, players are most likely to cooperate when there are no errors, when the number of rounds is large, and when players move in a strictly alternating fashion.
strategies that consider the last two moves of each player, and for which the corresponding cooperation probability (in the absence of errors) is either zero or one. Memory-2 strategies. For simplicity, we shall only consider the case of infinitely repeated games here (although the case of finitely games can be treated similarly, as discussed in the previous sections). In infinitely repeated games, memory-2 strategies can be represented by a 16 -dimensional vector,

The entries again reflect the player's conditional cooperation probabilities. The upper two indices of an entry represent the last two moves of the focal player (with the very last move coming first and the second-to last move coming second). Analogously, the lower two indices represent the last two moves of the co-player. The space of memory2 strategies trivially contains the set of all memory- 1 strategies as a subset. For example, within the space of memory- 2 strategies, Tit-for-Tat takes the form

$$
\begin{equation*}
\mathbf{p}=(1,1,1,1,0,0,0,0,1,1,1,1,0,0,0,0) . \tag{2.76}
\end{equation*}
$$

Because each pure memory-2 strategy is a 16 -dimensional vector, and each entry is either zero or one, there are indeed $2^{16}=65,536$ such strategies in total.

Explicit formulas for the players' payoffs. The payoffs of two memory-2 players can again be computed with a Markov chain approach. To this end, suppose the strategies of player 1 and player 2 are $\mathbf{p}$ and $\mathbf{q}$, respectively, and each of these strategies is of the form (2.75). Then, the respective Markov chain has sixteen possible states, summarizing the last two moves of either player, $\begin{aligned} & C C \\ & C C\end{aligned} \begin{aligned} & C C\end{aligned}, \begin{aligned} & C D\end{aligned}, \ldots,{ }_{C C}^{D D}$. Slightly abusing
notation, here the upper indices refer to the past two actions of player 1 and the lower two indices refer to the past two actions of player 2. Given this ordering of the states, the transition matrix $M_{A}$ of the alternating game takes the following form (The transition matrix for the simultaneous game takes a similar form, and has been derived elsewhere ${ }^{98}$ ):

Given the transition matrix, we compute the invariant distribution of the respective Markov chain by solving $v=v M_{A}$. This invariant distribution is now a 16 -dimensional
vector,

Using this invariant distribution, we calculate how often each player cooperates on average. To this end, we sum up over all outcomes in which the player cooperates in the last round,

$$
\begin{align*}
& \rho_{1}={\underset{C C}{v_{C C}}+v_{C C}+v_{C D}+v_{C D}+v_{C C}+v_{C C}+v_{C D}+v_{C D}, ~}_{C D}^{v_{C D}} \quad,  \tag{2.79}\\
& \rho_{2}=\underset{C C}{v_{C C}}+\underset{C D}{v_{C C}}+\underset{C C}{v_{C D}}+\underset{C D}{v_{C D}}+\underset{C C}{v_{D C}}+\underset{C D}{v_{D C}}+\underset{C C}{v_{D D}}+{\underset{C D}{v_{D D}}}^{C}
\end{align*}
$$

Given these average cooperation rates, the players' payoffs are

$$
\begin{equation*}
\pi_{1}=b \rho_{2}-c \rho_{1} \quad \text { and } \quad \pi_{2}=b \rho_{1}-c \rho_{2} \tag{2.80}
\end{equation*}
$$

Stability of pure memory- 2 strategies. In Hilbe et al ${ }^{98}$, the authors introduce an algorithm to describe the Nash equilibria of the simultaneous game among all pure memory-2 strategies. In addition, this algorithm outputs the range for the benefit-to-cost ratio $b / c$ for which the respective strategy is an equilibrium. In the following, we briefly recapitulate that algorithm and apply it to the alternating game.

To test whether a given pure strategy $\mathbf{p}$ is stable, we first compute the average probability $\rho$ with which the strategy cooperates against itself, using Eq. (2.79). In particular, the payoff of two players who both use strategy $\mathbf{p}$ is $\pi=b \rho-c \rho$. Now, if one player instead switches to some other pure strategy $\mathbf{q}$, the payoff of the deviating player is $\tilde{\pi}_{\mathbf{q}}=b \tilde{\rho}_{\mathbf{p}}-\tilde{\rho}_{\mathbf{q}}$. Here, $\tilde{\rho}_{\mathbf{p}}$ is the average cooperation probability of the p-player,
and $\tilde{\rho}_{\mathbf{q}}$ is the cooperation probability of the $\mathbf{q}$-player. For $(\mathbf{p}, \mathbf{p})$ to be a Nash equilibrium, it needs to be the case that $\pi \geq \tilde{\pi}_{\mathbf{q}}$. This condition simplifies to

$$
\begin{equation*}
b \cdot x_{\mathbf{p}, \mathbf{q}} \geq c \cdot y_{\mathbf{q}, \mathbf{p}}, \tag{2.81}
\end{equation*}
$$

with $x_{\mathbf{p}, \mathbf{q}}:=\rho-\tilde{\rho}_{\mathbf{p}}$ and $y_{\mathbf{q}, \mathbf{p}}:=\rho-\tilde{\rho}_{\mathbf{q}}$. Depending on $x_{\mathbf{p}, \mathbf{q}}$ and $y_{\mathbf{q}, \mathbf{p}}$, there are four possible cases.

1. If $x_{\mathbf{p}, \mathbf{q}}>0$ and $y_{\mathbf{q}, \mathbf{p}}>0$, condition (2.81) is satisfied if and only if $b / c \geq$ $y_{\mathbf{q}, \mathbf{p}} / x_{\mathbf{p}, \mathbf{q}}$.
2. If $x_{\mathbf{p}, \mathbf{q}}<0$ and $y_{\mathbf{q}, \mathbf{p}} \leq 0$, condition (2.81) is satisfied if and only if $b / c \leq$ $y_{\mathbf{q}, \mathbf{p}} / x_{\mathbf{p}, \mathbf{q}}$.
3. If $x_{\mathbf{p}, \mathbf{q}} \leq 0$ and $y_{\mathbf{q}, \mathbf{p}}>0$, condition (2.81) is never satisfied.
4. If $x_{\mathbf{p}, \mathbf{q}} \geq 0$ and $y_{\mathbf{q}, \mathbf{p}} \leq 0$, condition (2.81) is always satisfied.

Based on these considerations, we define the following three subsets of memory-2 strategies with respect to the focal strategy $\mathbf{p}$,

$$
\begin{align*}
& Q_{1}(\mathbf{p})=\left\{\mathbf{q} \mid x_{\mathbf{p}, \mathbf{q}}>0 \text { and } y_{\mathbf{q}, \mathbf{p}}>0\right\}, \\
& Q_{2}(\mathbf{p})=\left\{\mathbf{q} \mid x_{\mathbf{p}, \mathbf{q}}<0 \text { and } y_{\mathbf{q}, \mathbf{p}} \leq 0\right\},  \tag{2.82}\\
& Q_{3}(\mathbf{p})=\left\{\mathbf{q} \mid x_{\mathbf{p}, \mathbf{q}} \leq 0 \text { and } y_{\mathbf{q}, \mathbf{p}}>0\right\} .
\end{align*}
$$

Taking into account the four cases described above, the first set $Q_{1}(\mathbf{p})$ contains all memory- 2 strategies against which $\mathbf{p}$ is only stable if $b / c$ is sufficiently large. The second set $Q_{2}(\mathbf{p})$ contains all memory-2 strategies against which $\mathbf{p}$ is only stable if $b / c$ is sufficiently small. The last set contains the strategies against which $\mathbf{p}$ is never stable,
for no $b / c$. In particular, we can use these sets to define lower und upper bounds for the benefit-to-cost ratio for $\mathbf{p}$ to be a Nash equilibrium,

$$
\begin{equation*}
(b / c)_{L B}=\max \left\{y_{\mathbf{q}, \mathbf{p}} / x_{\mathbf{p}, \mathbf{q}} \mid \mathbf{q} \in Q_{1}(\mathbf{p})\right\} \quad \text { and } \quad(b / c)_{U B}=\min \left\{y_{\mathbf{q}, \mathbf{p}} / x_{\mathbf{p}, \mathbf{q}} \mid \mathbf{q} \in Q_{2}(\mathbf{p})\right\} . \tag{2.83}
\end{equation*}
$$

Using these thresholds, it follows that $\mathbf{p}$ can only be a Nash equilibrium if

$$
\begin{equation*}
(b / c)_{L B} \leq b / c \leq(b / c)_{U B} \quad \text { and } \quad Q_{3}(\mathbf{p})=\emptyset . \tag{2.84}
\end{equation*}
$$

For a given strategy $\mathbf{p}$, these conditions can be checked by computing $x_{\mathbf{p}, \mathbf{q}}$ and $y_{\mathbf{q}, \mathbf{p}}$ for all $2^{16}$ pure memory-2 strategies $\mathbf{q}$. In Figure 2.13a, we illustrate the result of this algorithm for both the simultaneous game and the alternating game. For that figure, we call a Nash equilibrium locally robust if it is an equilibrium for a substantial portion of the parameter space; specifically, we require $(b / c)_{U B}-(b / c)_{L B}>0.2$. The figure then displays all locally robust Nash equilibria for $b / c \leq 5$. We find that in the simultaneous game, there are 34 such equilibria. Out of those, there are several equilibria that yield very little cooperation (colored in red). These equilibrium strategies include, for example, ALLD. On the other hand, for $b / c>3 / 2$, there are also several equilibria that yield almost full cooperation. These strategies display so-called all-ornone behavior ${ }^{98,185}$. Players with these $A O N_{k}$ strategies tend to cooperate if in each of the past $k$ rounds, either both players cooperated or no one did.

For the alternating game, we find that the only locally robust Nash equilibrium among the pure memory-2 strategies is ALLD. There are two additional strategies that are Nash equilibria without being locally robust. These are:


Figure 2.13: Stability and evolutionary dynamics of pure memory-2 strategies. We have also run simulations for (infinitely repeated) simultaneous and alternating games when players have access to all 65,536 memory- 2 strategies. These strategies are 16 -dimensional vectors that take each player's last two actions into account. a, In a first step, we have computed which of these strategies are evolutionarily stable for an error rate of $\varepsilon=0.02$. Here, we display the respective strategies (encoded by the 16 integers on the right hand side), the range of $b / c$ values for which these strategies are stable (indicated by the length of the lines), and the self-cooperation rates of these strategies (indicated by the color of the respective line). In the simultaneous game, there are many evolutionarily stable strategies, including strategies that yield almost full cooperation. In contrast, in the alternating game, ALLD is the only strategy that is evolutionarily stable for a positive range of $b / c$ values. b,c Although only the simultaneous game allows for evolutionarily stable cooperation, simulations suggest that alternating games yield similar average cooperation rates. d, In a next step, have recorded which strategies the players use to cooperate among themselves (for this simulation we again call a strategy self-cooperative if it yields a cooperation rate of at least $80 \%$ against itself). In the simultaneous game, the self-cooperative strategies resemble the previously reported all-or-none strategies ${ }^{98}$. Here, the two players are most likely to cooperate if they both cooperated in the last two rounds, if none of them cooperated in the last two rounds, or if they both cooperated in the last round but defected in the second-to-last round. In the alternating game, the players' conditional cooperation probabilities seem more irregular. e, We have also computed how robust self-cooperative strategies are, by recording how many mutant strategies it takes on average to successfully invade into a resident population of self-cooperators. As expected from our evolutionary stability analysis, self-cooperative strategies are more robust in simultaneous games. For details, see Supplementary Note 3.

$$
\begin{align*}
& \mathbf{p}_{1}=(0,0,0,0,1,0,1,0,1,0,0,1,0,1,0,1)  \tag{2.85}\\
& \mathbf{p}_{2}=(1,1,1,1,0,0,0,0,1,1,0,1,0,0,0,0)
\end{align*}
$$

Both of these strategies are only stable for a single value of $b / c$. For the given error rate of $\varepsilon=0.02$, this value is $b / c=4.1464$ for the first strategy and $b / c=1.04166$ for the second. Moreover, none of the two strategies is self-cooperative. The cooperation rate of the first strategy against itself is $64.9 \%$; the self-cooperation rate of the second strategy is $50.0 \%$.

These results show that there is no Nash equilibrium among the pure memory- 2 strategies that can sustain full cooperation in the alternating game. Since any evolutionarily stable strategy needs to be a pure strategy, we conclude that evolutionarily stable cooperation in the alternating game is infeasible (as in the case of the memory1 strategies).

Evolutionary dynamics. In addition to these static results, we have also explored the evolutionary dynamics among pure memory-2 strategies with simulations. For these simulations we consider the case of an infinitely repeated game with a positive error rate $(\varepsilon=0.02$ ) in the limit of rare mutations. Figure 2.13b shows the evolving average cooperation rate for both the simultaneous and the alternating game (averaged over 100 independent simulation runs for $b=3$ ). Although only the simultaneous game has fully cooperative Nash equilibria, the two scenarios lead to largely comparable overall cooperation rates. We obtain similar results for other benefit values (Figure 2.13c).

To explore this result in more detail, Figure 2.13d analyzes the players' average cooperation probabilities when players adopt a self-cooperative strategy. In the simultaneous game, the player's average cooperation probabilities resemble the typical behavior of $A O N_{2}$ strategies: players have a high cooperation probability if either
(i) both players mutually cooperated for two rounds, (ii) if both players mutually defected for two rounds, or (iii) if both players cooperated in the last round but defected in the second-to-last round. In all other cases, the conditional cooperation probability is below $50 \%$. In contrast, in the alternating game, players seem to be prepared to cooperate as long as the co-player did not defect more often than the focal player did.

However, Figure 2.13e shows that in line with the equilibrium analysis, the selfcooperative strategies in the simultaneous game tend to be more robust. For this panel, we have recorded for each self-cooperative strategy adopted by the resident population how many mutant strategies it takes on average until the first mutant reaches fixation. We find that in the simultaneous game, it takes on average almost 3,000 mutant strategies to invade a self-cooperative resident. In the alternating game, this number is considerably lower; on average it takes less than 800 random mutant strategies until the resident strategy is successfully invaded. Overall, these results suggest that cooperation in the simultaneous game is generally more robust. However, also in the alternating game, individuals adopt self-cooperative strategies for a substantial amount of time.

### 2.7.4 Games in spatial populations

Motivation. The simulation results for the baseline model and the previous model extensions are based on the assumption that the population is well-mixed. This assumption has two consequences. First, when playing games, all members of the population are equally likely to interact with everyone else. Second, for the evolutionary updating, all population members are equally likely to act as a role model for any given focal player. The assumption of well-mixed populations has a long tradition
in evolutionary game theory (see, for instance, the text books in Refs. ${ }^{167,215}$ ). However, there is also a rich literature asking how strategies spread in structured populations ${ }^{83,115,168,184}$. In the following, we thus explore the strategies that evolve when both interactions and imitation events are local.

To explore the dynamics of spatial games, we closely follow the approach of Brauchli et al ${ }^{31}$. They study the simultaneous game on a square lattice with periodic boundary conditions. The set of available strategies consists of all (stochastic) memory-1 strategies. With extensive computer simulations, the study shows that spatial games are generally more conducive to the evolution of cooperation. Moreover, evolutionary trajectories are less chaotic, and more likely to result in eventual behavior that is consistent with the strategy Win-Stay Lose-Shift. In the following, we use their setup to (i) repeat their simulations for the simultaneous game, and (ii) extend these simulations to the case of alternating games.

Model setup. For our exploration of games in structured populations, we consider a population with 2,500 individuals placed on a $50 \times 50$ square lattice. Individuals use memory-1 strategies to engage in a repeated game with each of their eight immediate neighbors (we use a Moore neighborhood with periodic boundary conditions). We consider two independent scenarios. These scenarios differ in whether the game being played is the simultaneous game or the alternating game. In both cases we use the baseline versions of these games (in which there is no discounting of the future). A player's payoff at any point in time is defined as the player's average payoff against its eight neighbors (taking the sum of the eight pairwise payoffs would yield the same result).

Initially, we assume that all population members adopt the strategy ALLD. In each generation of the simulation, all population members update their strategies. With
probability $1-\mu$, an individual who is to update its strategy adopts the strategy of the neighbor with the highest payoff. With the converse probability $\mu$, the individual adopts a random memory- 1 strategy, by drawing four numbers ( $p_{C C}, p_{C D}, p_{D C}, p_{D D}$ ) from the hypercube $[0,1]^{4}$ uniformly at random. This elementary process is then repeated for 20,000 generations. For each generation, we record the strategy that is adopted by each individual, and the average cooperation rate across all interactions taking place in the population.

This overall setup agrees with the setup considered by Brauchli et al ${ }^{31}$, with a few minor exceptions. First, we use a different initial population, ALLD, to better visualize the emergence of cooperation in a population of defectors. In contrast, Brauchli et al ${ }^{31}$ assume that all players initially use the perfectly random strategy $\mathbf{p}=(0.5,0.5,0.5,0.5)$. Second, because we are also interested in the outcome of alternating game, we use one-shot payoffs based on the infinitely repeated donation game, as defined by Eq. (2.19). Brauchli et al ${ }^{31}$ instead use the payoff values of Axelrod ${ }^{9}$, and they consider games that last on average between 100 and 200 rounds. Despite these differences, our simulation results for the simultaneous game are comparable to theirs (as described in more detail below).

Evolutionary dynamics. For our evolutionary simulations, we used parameters that are comparably hostile to cooperation: the benefit of cooperation is smaller than in previous simulations (now $b=2$ instead of $b=3$ ), and errors occur at an appreciable rate, $\varepsilon=0.02$. Figure 2.6 g shows the resulting cooperation dynamics (averaged over 50 independent simulations). Despite the hostile conditions, we observe that spatial games lead to predominantly cooperative populations rather quickly. When we compare the simultaneous game to the alternating game, we observe that the simultaneous game leads to more (and to more robust) cooperation. To explore these results in
more detail, Figure 2.6i shows snapshots of the population at different points in time. In the simultaneous game, we observe that populations almost always converge to a largely homogeneous configuration of cooperative players. In contrast, in the alternating game, different simulation runs can exhibit very different behaviors. In some simulations, we observe a similar dynamics towards almost uniform cooperation as in the simultaneous game. Other simulation runs, however, result in stable mixtures of cooperating and defecting players (this latter case is displayed in the bottom panel of Figure 2.6(h)).

In a next step, we explored which stratetgies the players use to maintain cooperation in the two scenarios. To this end, we recorded all used strategies that yield a cooperation rate of at least $80 \%$ against themselves; then we computed the respective average cooperation probabilities across all these strategies (Figure 2.6(i)). For the simultaneous game, this average strategy exhibits the characteristics of Win-Stay LoseShift (as already reported by Brauchli et al ${ }^{31}$ ). Players are most likely to cooperate after mutual cooperation and mutual defection; after all other outcomes, they tend to defect. For the alternating game, the average strategy reflects some of the characteristics of Stochastic Firm-but-Fair. Here again, players are most likely to cooperate if the opponent's last move was to cooperate.

Overall, our results are in line with the main conclusions of the baseline model: Cooperation in alternating games is slightly less robust, and it requires different kinds of strategies. At the same time, the simulations also highlight the intriguing spatial patterns that can arise in structured populations.

### 2.7.5 The effect of local mutations

Motivation. For our simulations so far, we assumed that when a mutation occurs, the player's new strategy can be arbitrarily different from the player's present strategy. In that case we speak of 'global mutations'. The assumption of global mutations is fairly common in the evolutionary game theory literature ${ }^{84,95,170,221}$. However, there is also important work on the effects of local mutations ${ }^{105,222}$. When mutations are local, they only lead to a slight modification of the players' strategies. Which of the two mutation schemes is more relevant depends on the type of evolution considered. Biological evolution is perhaps better described by local mutations, whereas for cultural processes global mutations may be more reasonable.

Compared to global mutations, local mutations can affect the dynamics in three ways:

1. It can introduce additional (local) equilibria. The corresponding strategies are robust with respect to local mutants, although they can be invaded by strategies further away in the strategy space;
2. It affects how likely any given equilibrium is reached;
3. It affects the robustness of any given equilibrium: When mutations have a sufficiently short range, any mutant strategy has approximately the same payoff as the resident strategy (since payoffs are continuous in the players' strategies). As a result, even a strategy that is evolutionarily stable can be invaded by a strategy that is sufficiently close-by with an approximate probability of $1 / N$ (the neutral fixation probability) ${ }^{245}$. As a result, the concept of evolutionary stability becomes overall less relevant to describe the stochastic evolutionary dynamics in finite populations with local mutations.

To explore these effects in the context of alternating games, we have implemented additional simulations.

Model setup. We use the same basic framework that we used to describe the evolutionary dynamics of the baseline model. However, this time, when a player with strategy $\mathbf{p}$ undergoes a mutation, the new strategy is uniformly chosen among all memory1 strategies $\mathbf{p}^{\prime}$ that satisfy

$$
\begin{equation*}
\left|p_{i j}^{\prime}-p_{i j}\right| \leq m, \quad \text { for all } i, j \in\{C, D\} \tag{2.86}
\end{equation*}
$$

We refer to the parameter $m$ as the mutation range; it describes how far apart the mutant strategy can be from the parent strategy. For $m \geq 1$, we recover the case of global mutations. For smaller $m$, mutations are restricted to generate strategies in a local neighborhood of the parent strategy.

Evolutionary dynamics. In Figure 2.14a,b, we compare the results for global mutations with the corresponding results for local mutations (using $m=0.05$ ). We observe that for both the simultaneous and the alternating game, overall cooperation rates under local mutations tend to be lower on average. However, the magnitude of the effect differs: While local mutations strongly reduce cooperation in the simultaneous game, it has a much smaller negative effect on the alternating game.

To analyze this effect in more detail, we again compute an average over all selfcooperative strategies used by the players (Figure 2.14c,d). The resulting average strategies resemble Win-Stay Lose-Shift (in the simultaneous game) and Stochastic Firm-but-Fair (in the alternating game), largely independent of whether mutations are local or global. However, local mutations have a substantial effect on the robustness of these self-cooperative strategies. For local mutations, the number of mutants
it takes to invade a resident self-cooperative strategy is of the order of $N$ (which is 100 in these simulations), as expected. In contrast, under global mutations, resident strategies typically resist $\sim 6,300$ mutant strategies in the simultaneous game, and $\sim 1,600$ mutant strategies in the alternating game.

In Figure 2.14e,f, we systematically explore the effect of different mutation ranges between $m=0.05$ (local mutations) and $m=0.95$ (almost global mutations). The alternating game yields slightly more cooperation than the simultaneous game when mutations are local. However, once the mutation range exceeds $m \approx 0.4$, it is the simultaneous game that is more conducive to cooperation.


Figure 2.14: Evolutionary dynamics under local mutations. The previous simulations assume that mutations are global: mutant strategies can be arbitrarily far away from the resident strategy. Here we compare this scenario with the case of local mutations, where mutant strategies are required to be in a small neighborhood of the resident strategy. We measure the size of this neighborhood by the mutation range $m$. The mutation range reflects by how much the mutant's conditional cooperation probabilities are allowed to differ from the resident strategy. Unless noted otherwise, we use $m=0.05$. a,b, In both the simultaneous and the alternating game, local mutations lead to less cooperation. However, the effect is more notable in the simultaneous game. c,d, Local mutations do not affect which strategies the players use on average to maintain cooperation. However, they affect how robust these strategies are. Under local mutations, all mutants have approximately the same fitness as the resident. As a result, the evolutionary competition is almost neutral; on average, it thus takes an order of $N$ mutants to invade any given resident population (here, the population size is $N=100$ ). e,f, We have repeated these simulations for different mutation ranges. The mutation range has a strong effect on cooperation in the simultaneous game (where evolutionarily stable cooperation is possible). It has a comparably weak effect in the alternating game (in which no evolutionarily stable strategy exists that leads to full cooperation).
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Alternating game
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- We characterize partner strategies here.
- Partner strategies exist when $b>c$ and $\epsilon<\frac{1}{2}\left(1-\frac{c}{b}\right)$.
- The only partner strategy is GTFT with

$$
q_{C}=1 \text { and } q_{D}=1-\frac{c}{(1-2 \epsilon) b}
$$

- GTFT is not evolutionarily stable.

Figure 2.15: A characterization of partners among the reactive strategies. Here, we describe the set of partner strategies within the class of reactive strategies. Reactive strategies are a subset of memory-1 strategies. They consist of two conditional cooperation probabilities, $q_{C}$ and $q_{D}$. The two probabilities describe how a player responds to a co-player's cooperation and defection, respectively. a,b, For reactive strategies, the alternating and the simultaneous game lead to the same payoffs ${ }^{171}$. As a result, also the partner strategies coincide in each case. c,d, With errors, GTFT is the only partner strategy. It can be neutrally invaded by ALLC, and hence it is not evolutionarily stable.

### 2.8 Supplementary Note 4: Proofs of the analytical results

Proof of Proposition 2.1. Let $\mathbf{v}(\mathbf{p}, \mathbf{q})$ be an invariant distribution of the game between strategies $\mathbf{p}$ and $\mathbf{q}$. Then $\mathbf{v}(\mathbf{p}, \mathbf{q})$ is a solution of the equation $\mathbf{v}=\mathbf{v} M_{A}(\mathbf{p}, \mathbf{q})$, with $M_{A}(\mathbf{p}, \mathbf{q})$ being the transition matrix of the game as defined by Eq. (2.17). More explicitly, $\mathbf{v}(\mathbf{p}, \mathbf{q})$ solves the following system of linear equations,

$$
\begin{align*}
& v_{C C}=v_{C C} p_{C C} q_{C C}+v_{C D} p_{C D} q_{D C} \\
& v_{C D}=v_{C C} p_{C C}\left(1-q_{C C}\right)+v_{D C} p_{D C} q_{C C}+v_{C D}\left(1-q_{D C}\right)+v_{D D} p_{D D} q_{D C} \\
& v_{D C}=v_{C C}\left(1-p_{C C}\right) q_{C D}+v_{C D}\left(1-p_{C D}\right) q_{D D}+v_{D C}\left(1-p_{D C}\right) q_{C D}+v_{D D} p_{D D}\left(1-q_{D D}\right) \\
& v_{D D}=v_{C C}\left(1-p_{C C}\right)\left(1-q_{C D}\right)+v_{C D}\left(1-p_{C D}\right)\left(1-q_{D D}\right)+v_{D C}\left(1-p_{D C}\right)\left(1-q_{C D}\right)+v_{D D}\left(1-p_{D D}\right)\left(1-q_{D D}\right) . \tag{2.87}
\end{align*}
$$

By simplifying the right hand's side, we can write Eq. (2.87) as

$$
\begin{array}{ll}
v_{C C}=\left(v_{C C} p_{C C}+v_{D C} p_{D C}\right) q_{C C} & +\left(v_{C D} p_{C D}+v_{D D} p_{D D}\right) q_{D C} \\
v_{C D}=\left(v_{C C} p_{C C}+v_{D C} p_{D C}\right)\left(1-q_{C C}\right) & +\left(v_{C D} p_{C D}+v_{D D} p_{D D}\right)\left(1-q_{D C}\right) \\
v_{D C}=\left(v_{C C}\left(1-p_{C C}\right)+v_{D C}\left(1-p_{D C}\right)\right) q_{C D} & +\left(v_{C D}\left(1-p_{C D}\right)+v_{D D}\left(1-p_{D D}\right)\right) q_{D D} \\
v_{D D}=\left(v_{C C}\left(1-p_{C C}\right)+v_{D C}\left(1-p_{D C}\right)\right)\left(1-q_{C D}\right)+\left(v_{C D}\left(1-p_{C D}\right)+v_{D D}\left(1-p_{D D}\right)\right)\left(1-q_{D D}\right) . \tag{2.88}
\end{array}
$$

Now by using assumption (2.21)

$$
\begin{align*}
\left(v_{C C}+v_{D C}\right) \tilde{p}_{C} & =v_{C C} p_{C C}+v_{D C} p_{D C}  \tag{2.89}\\
\left(v_{C D}+v_{D D}\right) \tilde{p}_{D} & =v_{C D} p_{C D}+v_{D D} p_{D D}
\end{align*}
$$

and its equivalent formulation

$$
\begin{align*}
\left(v_{C C}+v_{D C}\right)\left(1-\tilde{p}_{C}\right) & =v_{C C}\left(1-p_{C C}\right)+v_{D C}\left(1-p_{D C}\right)  \tag{2.90}\\
\left(v_{C D}+v_{D D}\right)\left(1-\tilde{p}_{D}\right) & =v_{C D}\left(1-p_{C D}\right)+v_{D D}\left(1-p_{D D}\right)
\end{align*}
$$

we can write Eq. (2.88) as

$$
\begin{array}{ll}
v_{C C}=\left(v_{C C}+v_{D C}\right) \tilde{p}_{C} q_{C C} & +\left(v_{C D}+v_{D D}\right) \tilde{p}_{D} q_{D C} \\
v_{C D}=\left(v_{C C}+v_{D C}\right) \tilde{p}_{C}\left(1-q_{C C}\right) & +\left(v_{C D}+v_{D D}\right) \tilde{p}_{D}\left(1-q_{D C}\right)  \tag{2.91}\\
v_{D C}=\left(v_{C C}+v_{D C}\right)\left(1-\tilde{p}_{C}\right) q_{C D} & +\left(v_{C D}+v_{D D}\right)\left(1-\tilde{p}_{D}\right) q_{D D} \\
v_{D D}=\left(v_{C C}+v_{D C}\right)\left(1-\tilde{p}_{C}\right)\left(1-q_{C D}\right)+\left(v_{C D}+v_{D D}\right)\left(1-\tilde{p}_{D}\right)\left(1-q_{D D}\right) .
\end{array}
$$

This equation can be rewritten as $\mathbf{v}=\mathbf{v} M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$, where $M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$ is now the transition matrix of the game between $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$ and $\mathbf{q}$. If $\mathbf{v}$ solves $\mathbf{v}=\mathbf{v} M_{A}(\mathbf{p}, \mathbf{q})$, it thus also solves $\mathbf{v}=\mathbf{v} M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$.

Proof of Proposition 2.2. Consider an alternating game in which both players' strategies are fixed and player 2 adopts a memory- 1 strategy $\mathbf{q}$. Let $v_{a_{1}, a_{2}}(t)$ denote the probability that the players choose the actions $\left(a_{1}, a_{2}\right) \in\{C C, C D, D C, D D\}$ at time $t$ in the resulting game. By assumption, the following limiting averages are well-defined,
$v_{C C}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C C}(t), \quad v_{C D}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C D}(t), \quad v_{D C}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{D C}(t), \quad v_{D D}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{D D}(t)$.

We write these four limits as a vector $\mathbf{v}=\left(v_{C C}, v_{C D}, v_{D C}, v_{D D}\right)$. Moreover, let $p_{a_{1}, a_{2}}(t)$ denote the conditional probability that player 1 cooperates at time $t+1$, given the history of the game is such that the players' actions at time $t$ are ( $a_{1}, a_{2}$ ). Again, by assumption we can define a reactive strategy $\tilde{\mathbf{p}}=\left(\tilde{p}_{C}, \tilde{p}_{D}\right)$ as an implicit solution of two
equations

$$
\begin{align*}
& \left(v_{C C}+v_{D C}\right) \tilde{p}_{C}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C C}(t) p_{C C}(t)+v_{D C}(t) p_{D C}(t) \\
& \left(v_{C D}+v_{D D}\right) \tilde{p}_{D}=\lim _{T \rightarrow \infty} \frac{1}{T} \sum_{t=1}^{T} v_{C D}(t) p_{C D}(t)+v_{D D}(t) p_{D D}(t) . \tag{2.93}
\end{align*}
$$

We need to show that the vector $\mathbf{v}$ satisfies the linear system $\mathbf{v}=\mathbf{v} M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$, where $M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$ is the transition matrix defined by Eq. (2.17). We show this for the first equation of the system; all other equations are verified analogously. By the definition of $v_{a_{1}, a_{2}}(t)$ and $p_{a_{1}, a_{2}}(t)$, we can write $v_{C C}(t+1)$ as follows,

$$
\begin{equation*}
v_{C C}(t+1)=v_{C C}(t) p_{C C}(t) q_{C C}+v_{C D}(t) p_{C D}(t) q_{D C}+v_{D C}(t) p_{D C}(t) q_{C C}+v_{D D}(t) p_{D D}(t) q_{D C} \tag{2.94}
\end{equation*}
$$

By summing up this equation for the first $T$ time steps and collecting terms on the right hand side, we obtain

$$
\begin{equation*}
\sum_{t=1}^{T} v_{C C}(t+1)=\left(\sum_{t=1}^{T} v_{C C}(t) p_{C C}(t)+v_{D C}(t) p_{D C}(t)\right) q_{C C}+\left(\sum_{t=1}^{T} v_{C D}(t) p_{C D}(t)+v_{D D}(t) p_{D D}(t)\right) q_{D C} \tag{2.95}
\end{equation*}
$$

Dividing both sides by $T$, taking the limit $T \rightarrow \infty$, and replacing the limits by the respective expressions in Eqs. (2.92) and (2.93), we obtain

$$
\begin{equation*}
v_{C C}=\left(v_{C C}+v_{D C}\right) \tilde{p}_{C} q_{C C}+\left(v_{C D}+v_{D D}\right) \tilde{p}_{D} q_{D C} . \tag{2.96}
\end{equation*}
$$

This is exactly the first equation of the linear system $\mathbf{v}=\mathbf{v} M_{A}(\tilde{\mathbf{p}}, \mathbf{q})$.

Proof of Lemma 2.4. The payoff equation (2.26) follows immediately from the formula
in Eq. (2.19) when using the strategies $\mathbf{p}$ and $\mathbf{q}$ as input. To show the monotonicity property in $p_{C}$, we keep $\mathbf{q}$ and $p_{D}$ fixed and consider the function $p_{C} \mapsto f_{C}\left(p_{C}\right):=$ $\pi(\mathbf{p}, \mathbf{q})$. By Eq. (2.26), this function can be written as

$$
\begin{equation*}
f_{C}\left(p_{C}\right)=\frac{a_{1}+a_{2} p_{C}}{a_{3}+a_{4} p_{C}} \tag{2.97}
\end{equation*}
$$

where $a_{1}, a_{2}, a_{3}, a_{4}$ are constants that are independent of $p_{C}$. Calculating the derivative yields

$$
\begin{equation*}
\frac{\partial f_{C}}{\partial p_{C}}=\frac{a_{2} a_{3}-a_{1} a_{4}}{\left(a_{3}+a_{4} p_{C}\right)^{2}} . \tag{2.98}
\end{equation*}
$$

In particular, the sign of the derivative is independent of $p_{C}$. That is, $f_{C}\left(p_{C}\right)=\pi(\mathbf{p}, \mathbf{q})$ is either strictly increasing (if $a_{2} a_{3}>a_{1} a_{4}$ ), strictly decreasing (if $a_{2} a_{3}<a_{1} a_{4}$ ), or constant in $p_{C}$ (if $a_{2} a_{3}=a_{1} a_{4}$ ). A similar argument shows that also the map $p_{D} \mapsto$ $f_{D}\left(p_{D}\right):=\pi(\mathbf{p}, \mathbf{q})$ is monotonic in $p_{D}$.

Proof of Proposition 2.5. The proof is by iterated application of Lemma 2.4. Let $\mathbf{q}$ and $\mathbf{p}$ be arbitrary but fixed. We iteratively define $\mathbf{p}^{0}=\left(p_{C}^{0}, p_{D}^{0}\right):=\left(p_{C}, p_{D}\right)$,

$$
\mathbf{p}^{1}= \begin{cases}\left(1, p_{D}^{0}\right) & \text { if } \pi\left(\left(1, p_{D}^{0}\right), \mathbf{q}\right) \geq \pi(\mathbf{p}, \mathbf{q})  \tag{2.99}\\ \left(0, p_{D}^{0}\right) & \text { otherwise }\end{cases}
$$

and

$$
\mathbf{p}^{2}= \begin{cases}\left(p_{C}^{1}, 1\right) & \text { if } \pi\left(\left(p_{C}^{1}, 1\right), \mathbf{q}\right) \geq \pi(\mathbf{p}, \mathbf{q})  \tag{2.100}\\ \left(p_{C}^{1}, 0\right) & \text { otherwise }\end{cases}
$$

Because we only change one component in each step, it follows by the monotonicity
property in Lemma 2.4 that $\pi\left(\mathbf{p}^{2}, \mathbf{q}\right) \geq \pi\left(\mathbf{p}^{1}, \mathbf{q}\right) \geq \pi\left(\mathbf{p}^{0}, \mathbf{q}\right)$. Moreover, $\mathbf{p}^{2} \in\{0,1\}^{2}$ by construction. Therefore, defining $\mathbf{p}^{\prime}:=\mathbf{p}^{2}$ yields the desired result.

Proof of Lemma 2.7.

1. Suppose $\mathbf{q}$ is a generic Nash equilibrium and $\tilde{\mathbf{q}}=\left(\tilde{q}_{C}, \tilde{q}_{D}\right) \in(0,1)^{2}$ is its reactive marginalization with respect to itself. In particular, $\tilde{\mathbf{q}}$ is a generic best response to $\mathbf{q}$, since $\mathbf{q}$ is a best response to itself. It follows that the map $\tilde{q}_{C} \mapsto \pi(\tilde{\mathbf{q}}, \mathbf{q})$ needs to be constant (otherwise Lemma 2.4 implies that it is either strictly increasing or decreasing, which both contradicts the best reply property). As a consequence, both respective boundary strategies $\tilde{\mathbf{q}}^{\prime}:=\left(0, \tilde{q}_{D}\right)$ and $\tilde{\mathbf{q}}^{\prime \prime}:=\left(1, \tilde{q}_{D}\right)$ are also generic best responses to $\mathbf{q}$. With the same argument, one can now show that the maps $\tilde{q}_{D} \mapsto \pi\left(\tilde{\mathbf{q}}^{\prime}, \mathbf{q}\right)$ and $\tilde{q}_{D} \mapsto \pi\left(\tilde{\mathbf{q}}^{\prime \prime}, \mathbf{q}\right)$ are also constant. Therefore all respective boundary strategies - ALLD, ATFT, TFT, ALLC - are generic best responses to $\mathbf{q}$. In particular, all four boundary strategies yield the same payoff against q. That is, we have shown Eq. (2.32). Because Eq. (2.32) implies Eq. (2.33), we conclude that $\mathbf{q}$ is an equalizer.
2. Using Eqs. (2.18) and (2.22), we can compute the reactive marginalization $\tilde{\mathbf{q}}$ of $\mathbf{q}$ with respect to itself explicitly. This yields

$$
\begin{equation*}
\tilde{\mathbf{q}}=\left(\tilde{q}_{C}, \tilde{q}_{D}\right)=\left(\frac{q_{D C}}{1-q_{C C}+q_{D C}}, \frac{q_{D D}}{1-q_{C D}+q_{D D}}\right) \tag{2.101}
\end{equation*}
$$

By assumption, this reactive marginalization is either semi-stochastic or deterministic, and therefore either $\tilde{q}_{C} \in\{0,1\}, \tilde{q}_{D} \in\{0,1\}$, or both. This gives rise to
four possible cases,

$$
\begin{align*}
& \tilde{q}_{C} \in\{0,1\} \quad \Leftrightarrow \quad \mathbf{q}=\left(1, q_{C D}, q_{D C}, q_{D D}\right) \quad \text { or } \quad \mathbf{q}=\left(q_{C C}, q_{C D}, 0, q_{D D}\right) \\
& \tilde{q}_{D} \in\{0,1\} \quad \Leftrightarrow \quad \mathbf{q}=\left(q_{C C}, 1, q_{D C}, q_{D D}\right) \quad \text { or } \quad \mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, 0\right) . \tag{2.102}
\end{align*}
$$

The first and the last case, $\mathbf{q}=\left(1, q_{C D}, q_{D C}, q_{D D}\right)$ and $\mathbf{q}=\left(q_{C C}, q_{C D}, q_{D C}, 0\right)$ correspond to the self-cooperating and self-defecting players, respectively. They give rise to a generic Nash equilibrium if and only if the respective conditions for being a partner, or for being a defector are satisfied, as given by Eqs. (2.30) and (2.31). In the following, we discuss the remaining two cases. For those we can assume without loss of generality that $q_{C C}<1$ and $q_{D D}>0$.

First, suppose that $\mathbf{q}=\left(q_{C C}, q_{C D}, 0, q_{D D}\right)$. Then by Eq. (2.27), the payoff of $\mathbf{q}$ against itself is

$$
\begin{equation*}
\pi(\mathbf{q}, \mathbf{q})=\frac{q_{D D}}{1-q_{C D}+2 q_{D D}}(b-c) \tag{2.103}
\end{equation*}
$$

If a player deviates to ALLD instead, its payoff according to Eq. (2.28) becomes

$$
\begin{equation*}
\pi(\operatorname{ALLD}, \mathbf{q})=\frac{q_{D D}}{1-q_{C D}+q_{D D}} \cdot b \tag{2.104}
\end{equation*}
$$

In particular, $\pi(\operatorname{ALLD}, \mathbf{q})>\pi(\mathbf{q}, \mathbf{q})$.
Second, suppose $\mathbf{q}=\left(q_{C C}, 1, q_{D C}, q_{D D}\right)$. Again we use Eq. (2.27) to compute the payoff of $\mathbf{q}$ against itself, which yields

$$
\begin{equation*}
\pi(\mathbf{q}, \mathbf{q})=\frac{1-q_{C C}+q_{D C}}{2\left(1-q_{C C}\right)+q_{D C}}(b-c) . \tag{2.105}
\end{equation*}
$$

However, if a player deviates to ALLD, its payoff becomes $\pi(\operatorname{ALLD}, \mathbf{q})=b>$ $\pi(\mathbf{q}, \mathbf{q})$.

## Proof of Proposition 2.9.

Both results follow from a straightforward application of our earlier results for the case without errors. For (1), we note that

$$
\mathbf{v}^{\varepsilon}(\tilde{\mathbf{p}}, \mathbf{q}) \stackrel{\text { Eq. }}{\stackrel{(2.38)}{=} \mathbf{v}\left(\tilde{\mathbf{p}}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)}
$$

Eq. $\left.\stackrel{(2.35)}{=} \mathbf{v}\left(\frac{v_{C C}^{\varepsilon}(\mathbf{p}, \mathbf{q}) p_{C C}^{\varepsilon}+v_{D C}^{\varepsilon}(\mathbf{p}, \mathbf{q}) p_{D C}^{\varepsilon}}{v_{C C}^{\varepsilon}(\mathbf{p}, \mathbf{q})+v_{D C}^{v_{D}}(\mathbf{p}, \mathbf{q})}, \frac{v_{C D}^{\varepsilon}(\mathbf{p}, \mathbf{q}) p_{C D}^{\varepsilon}+v_{D D}^{\varepsilon}(\mathbf{p}, \mathbf{q}) \phi_{D D}^{\varepsilon}}{v_{C D}^{\varepsilon}(\mathbf{p}, \mathbf{q})+v_{D D}^{\Sigma}(\mathbf{p}, \mathbf{q})}\right), \mathbf{q}^{\varepsilon}\right)$
Eq. $\xlongequal[=]{(2.38)} \mathbf{v}\left(\left(\frac{v_{C C}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right) p_{C C}^{\varepsilon}+v_{D C}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right) p_{D C}^{\varepsilon}}{v_{C C}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)+v_{D C}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)}, \frac{v_{C D}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right) p_{C D}^{\varepsilon}+v_{D D}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right) p_{D D}^{\varepsilon}}{v_{C D}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)+v_{D D}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)}\right), \mathbf{q}^{\varepsilon}\right)$
$\stackrel{\text { Prop. }}{=}{ }^{2.1} \mathbf{v}\left(\mathbf{p}^{\varepsilon}, \mathbf{q}^{\varepsilon}\right)$
Eq. $\stackrel{(2.38)}{=} \mathbf{v}^{\varepsilon}(\mathbf{p}, \mathbf{q})$.

For (2), we note that by their definition in Eq. (2.41), $\tilde{p}_{C}^{\varepsilon}$ and $\tilde{p}_{D}^{\varepsilon}$ satisfy the conditions (2.23) in Proposition 2.2. Therefore we can conclude

Proof of Proposition 2.10.

Because the error transformation $\mathbf{p} \mapsto \mathbf{p}^{\varepsilon}=\phi^{\varepsilon}(\mathbf{p})$ is strictly monotonically increasing and defined on each component separately, it follows from Lemma 2.4 that also the maps

$$
\begin{equation*}
p_{C} \rightarrow \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})=\pi\left(\phi^{\varepsilon}\left(\left(p_{C}, p_{D}\right)\right), \mathbf{q}\right) \quad \text { and } \quad p_{D} \rightarrow \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})=\pi\left(\phi^{\varepsilon}\left(\left(p_{C}, p_{D}\right)\right), \mathbf{q}\right) \tag{2.108}
\end{equation*}
$$

are either strictly monotonically increasing, decreasing, or constant. The result then follows with the same argument as in the proof of Proposition 2.5, by replacing $\pi(\mathbf{p}, \mathbf{q})$ with $\pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$.

## Proof of Theorem 2.11.

$(1) \Rightarrow(2)$. Because $\mathbf{q}$ is a generic Nash equilibrium, $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$ for all generic strategies $\mathbf{p}$, which includes all reactive strategies.
$(2) \Rightarrow(3)$. By Proposition 2.9, we can compute the payoff $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})$ of a memory-1 strategy $\mathbf{q}$ against itself by computing the payoff of its reactive marginalization $\tilde{\mathbf{q}}$ against itself, $\pi^{\varepsilon}(\tilde{\mathbf{q}}, \mathbf{q})$. To this end, we use Eq. (2.39) to compute the entries of $\tilde{\mathbf{q}}=\left(\tilde{q}_{C}, \tilde{q}_{D}\right)$, yielding

$$
\begin{align*}
& \tilde{q}_{C}=\frac{\varepsilon q_{C C}+(1-\varepsilon) q_{D C}}{1-(1-2 \varepsilon)\left(q_{C C}-q_{D C}\right)}, \\
& \tilde{q}_{D}=\frac{\varepsilon q_{C D}+(1-\varepsilon) q_{D D}}{1-(1-2 \varepsilon)\left(q_{C D}-q_{D D}\right)} . \tag{2.109}
\end{align*}
$$

Similar to Lemma 2.7, we distinguish two cases, depending on whether or not this reactive marginalization is fully stochastic, that is whether or not $\tilde{\mathbf{q}} \in$ $(0,1)^{2}$.
(i) $\tilde{\mathbf{q}}$ is fully stochastic. Because for reactive strategies $\mathbf{p}=\left(p_{C}, p_{D}\right)$ the maps $p_{C} \rightarrow \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$ and $p_{D} \rightarrow \pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$ are either strictly monotonically increasing, decreasing, or constant (previous proof), it follows from $\tilde{\mathbf{q}} \in(0,1)^{2}$ and the assumption (2.45) that $\pi^{\varepsilon}(\mathbf{p}, \mathbf{q})$ is constant for all reactive strategies $\mathbf{p}$. That is, $\phi^{\varepsilon}(\mathbf{q})$ needs to satisfy Eq. (2.33). By applying the backtransformation (2.36), it follows that $\mathbf{q}$ needs to satisfy the conditions in Eq. (2.48).
(ii) $\tilde{\mathbf{q}}$ is semi-stochastic or deterministic. In this case, either $\tilde{q}_{C} \in\{0,1\}$ or $\tilde{q}_{D} \in\{0,1\}$. By Eq. (2.109) this implies

$$
\begin{align*}
& \tilde{q}_{C} \in\{0,1\} \quad \Leftrightarrow \quad \mathbf{q}=\left(1, q_{C D}, 1, q_{D D}\right) \quad \text { or } \quad \mathbf{q}=\left(0, q_{C D}, 0, q_{D D}\right)  \tag{2.110}\\
& \tilde{q}_{D} \in\{0,1\} \Leftrightarrow \mathbf{q}=\left(q_{C C}, 1, q_{D C}, 1\right) \quad \text { or } \quad \mathbf{q}=\left(q_{C C}, 0, q_{D C}, 0\right) .
\end{align*}
$$

We discuss each of these four cases in turn:

- $\mathbf{q}=\left(1, q_{C D}, 1, q_{D D}\right)$. In this case, we can use the payoff formulas (2.43) and (2.44) to verify that $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\mathrm{TFT}, \mathbf{q})$ if and only if

$$
\begin{equation*}
q_{D D} \leq \frac{(1-2 \varepsilon)\left(b+\varepsilon c q_{C D}\right)-c}{(1-2 \varepsilon)(b+\varepsilon c)} . \tag{2.111}
\end{equation*}
$$

On the other hand, an analogous computation shows that $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq$ $\pi^{\varepsilon}(\mathrm{ALLC}, \mathbf{q})$ if and only if the inequality in Eq. (2.111) is reversed. Together these two requirements imply the last condition in the characterization of partners (2.46). Finally, for strategies that satisfy $q_{C C}=q_{D C}=1$ and the last condition in (2.46), both additional requirements $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q})$ and $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\operatorname{ATFT}, \mathbf{q})$ are
met if and only if

$$
\begin{equation*}
q_{C D} \leq 1-\frac{c}{(1-2 \varepsilon) b} . \tag{2.112}
\end{equation*}
$$

Overall, we conclude that such a strategy $\mathbf{q}=\left(1, q_{C D}, 1, q_{D D}\right)$ is robust with respect to deviations towards the four deterministic reactive strategies if and only if the additional conditions in (2.46) hold. In particular, such strategies are generic Nash equilibria, because robustness against all deterministic reactive strategies implies robustness against all generic strategies by Propositions 2.9 and 2.10.

- $\mathbf{q}=\left(0, q_{C D}, 0, q_{D D}\right)$. Using the payoff formulas (2.43) and (2.44) one can show that $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})<\pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q})$ unless $q_{C D}=q_{D D}=0$, that is $\mathbf{q}=$ ALLD . We discuss the case of $\mathbf{q}=$ ALLD further below.
- $\mathbf{q}=\left(q_{C C}, 1, q_{D C}, 1\right)$. It is easy to show that $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q})<\pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q})$ for all such $\mathbf{q}$.
- $\mathbf{q}=\left(q_{C C}, 0, q_{D C}, 0\right)$. If $\mathbf{q}$ is ALLD, then it is a Nash equilibrium (because defection is an equilibrium of the one-shot game). In the following let us thus assume that $q_{C C}>0$ or $q_{D C}>0$. In this case we obtain $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\mathrm{TFT}, \mathbf{q})$ if and only if

$$
\begin{equation*}
q_{C C} \leq \frac{\varepsilon(1-2 \varepsilon) c q_{D C}+c}{(1-2 \varepsilon)(b+\varepsilon c)} . \tag{2.113}
\end{equation*}
$$

On the other hand, the requirement $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\operatorname{ALLD}, \mathbf{q})$ is met if and only if the inequality in (2.113) is reversed. Together these two requirements imply the last condition in (2.47). Given this last condition and $q_{D D}=q_{C D}=0$, it follows that $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}(\operatorname{ALLC}, \mathbf{q})$
and $\pi^{\varepsilon}(\mathbf{q}, \mathbf{q}) \geq \pi^{\varepsilon}($ ATFT, $\mathbf{q})$ if and only if

$$
\begin{equation*}
q_{D C} \leq \frac{c}{(1-2 \varepsilon) b} . \tag{2.114}
\end{equation*}
$$

We conclude that for strategies $\mathbf{q}$ that satisfy all conditions in (2.47) there are no profitable deviations among the deterministic reactive strategies. Because of Propositions 2.9 and 2.10, this implies that there are no profitable deviations among the generic strategies, and hence $\mathbf{q}$ is a generic Nash equilibrium.
$(3) \Rightarrow(1)$ Follows immediately because partners and defectors are generic Nash equilibria by definition. Equalizers are generic Nash equilibria because any deviating player yields exactly the same payoff against an equalizer as the equalizer strategy yields against itself.

Trade has been going on for as long as humans have needed or wanted something that others had and they did not. ${ }^{37}$

Mark Cartwright

# A theory of specialization, exchange, and innovation in human groups 


#### Abstract

To study how key aspects of cumulative cultural evolution interact, we model the coevolution of occupational specialization, exchange, and innovation. This allows for the study of which group conditions favor the innovation of occupational diversity in the long run. For example, our model predicts that human groups will innovate more occupational spe-


cializations in the long run when the population size is large, egalitarian norms enforce equal sharing, there is low noncomplementarity of specializations in the environment, junior people are moderately overconfident, and groups with redundant specializations begin to trade. Existing evidence from small-scale societies, large-scale societies, and the archaeological record provides preliminary corroboration of nine out of the model's ten predictions, and we propose future empirical tests for the remaining tenth prediction. Contemporary human societies' propensity for complex specialization and trade may thus not be a modern outlier, but an adaptation rooted in our ancestral past. This theory can help explain multiple evolutionary puzzles of human cognition, such as the prevalence of egalitarian sharing norms in evolutionarily relevant societies, the evolution of overconfidence, and cooperation in large groups of non-kin.

### 3.1 Introduction

Unlike other mammals, humans have long been characterized by flexible occupational specializations, extensive exchanges of goods/services, and cumulative cultural innovation. Examples include the cultural evolution of knowledge pertaining to fire-making, cooking, stone tools, adhesives, projectiles, ornamentation and novel food sources. However, specialization, exchange, and innovation have all varied in their breadth and intensity across time and space for hundreds of thousands of years ${ }^{90,101,154}$. Here, we develop an analytical model for the coemergence and coevolution of these key features of our species. We do so by integrating the fitness-maximizing decisions of individuals with the intergenerational transmission of specialized knowledge.

The theory of culture-gene coevolution offers an interconnected framework capable of rigorously explaining how innovation, specialization, and exchange have emerged and varied throughout the two-million-year history of our genus ${ }^{15,91,160,162}$. Under
suitable initial conditions, cumulative cultural evolution can generate an autocatalytically expanding body of adaptive knowledge - tools, techniques, and practicescapable of driving the genetic-evolutionary expansion of brains to acquire, store, and organize this knowledge. Then, as brain expansion became too evolutionarily costly, cultural evolution began shaping the distribution of accumulated knowledge across individuals ${ }^{217}$ and over the course of a lifetime ${ }^{211}$. Knowledge was first partitioned into a sex-based division of labor, and then into broader specializations, including those related to midwifery, medicinal plants, shamanism, storytelling, fishing, littoral gathering, big-game hunting, honey collecting, and making specialized tools such as watercraft. Parallel to this process, cumulative cultural evolution also generated social norms, a category of knowledge that has particularly important implications ${ }^{93}$. Social norms influence the dynamics by which the group maintains and innovates occupational specializations as a collective brain. This occurs via the effect of social norms on cooperation, apprenticeship, exchange, and other relevant interactions.

We develop a theoretical framework for this overall process of cumulative cultural specialization. Mathematically, our model is inspired by the international-trade model of Krugman ${ }^{125}$, lauded for identifying the interrelatedness of scale exchange economies and specialization in an analytically tractable manner. We adapt and modify Krugman's model so that these scale exchange economies are characterized by cumulative cultural specialization. First, we incorporate into the model several mechanisms central to the process of cumulative cultural specialization, such as apprenticeship, specialized expertise, and social norms. Second, we modify Krugman's static, unigenerational model into a dynamic, multigenerational process. The number of specializations accumulated in the group evolves over generations to an equilibrium number, which varies predictably with respect to factors like population size, egalitarianism, cogni-
tive biases, environmental parameters, and trade. We then deduce from our analytical model a number of predictions about cumulative cultural specialization. For example, our model predicts that human groups will innovate more specializations in the long run when they have a larger population size, when the diversity of an individual's resources results in higher fitness returns, and when groups with redundant specializations begin to trade.

In total, we deduce ten predictions, nine of which find preliminary empirical support in small-scale societies, large-scale societies, and the archaeological record. To illustrate, our model predicts that societies with larger population size will, over time, give rise to an increased variety of specialized activities. This prediction finds support in various sources of evidence, such as the Tasmanian archaeological record ${ }^{88,111}$, ancient DNA evidence elucidating the emergence of modern-level toolkit complexity ${ }^{189}$, research examining early-European-contact-era toolkit intricacy across Oceanic islands ${ }^{119}$, and an analysis of the toolkit sophistication in 40 nonindustrial agricultural and pastoralist societies ${ }^{41}$. Our model also predicts that larger societies will, as a result of their increased variety of specialized activities, tend to achieve higher average fitness. On this front, the contemporary studies of Redding and Venables ${ }^{194}$ as well as of Head and Mayer ${ }^{86}$ have shown that contemporary countries' income levels rise in correlation with a metric of "market potential"-a proxy for average group fitness-and that this metric itself exhibits a positive relationship with country size.

Moreover, our model predicts that (all else equal) egalitarian societies innovate more occupational specializations than their non-egalitarian counterparts. This counterintuitive prediction is corroborated by our analyses of the ethnographic data provided by the Ethnographic Atlas, abbreviated as the EA dataset ${ }^{12,22,76,118,121,158}$; and the Western North American Indians, abbreviated as the WNAI dataset ${ }^{112-114,118}$.

Another counterintuitive prediction of our model is that the average fitness of a non-egalitarian society is an inverse-U-shaped function of the confidence level of its juniors. This function is maximized not at the point of rational calibration, but at an intermediate level of overconfidence. A non-egalitarian group comprised of moderately overconfident innovators enjoys an equally optimal average fitness as that robustly enjoyed by egalitarian groups. This counterintuitive prediction finds support in the contemporary-society literature. Specifically, it is corroborated by the finding of Cieślik et al. ${ }^{40}$ that countries' Gross Domestic Product (GDP), a proxy for average group fitness, is predicted by an inverse-U-shaped function of their level of entrepreneurial overconfidence; and that this function is maximized at an intermediate level of overconfidence. Thus, our model may contribute to explaining why the degree to which people are overconfident about their task abilities varies substantially around the world ${ }^{164}$.

Our model yields a number of counterintuitive, but empirically corroborated predictions about societal specialization and trade. This strengthens the case that specialization and trade can be productively studied via the theory of cumulative cultural evolution. In it, human cognition influences and is influenced by a causal interplay between specialized knowledge, apprenticeship, cooperative production, social norms, cognitive biases, the pursuit of individual fitness, and the environment.

### 3.2 The model

Our model represents human groups as amalgamations of two overlapping generations: seniors and juniors. These group members assort themselves into specialized guilds (e.g., hunting, fishing, gathering), each of which cooperatively produce the cor-
responding specialized good or service. While we call these cooperative production units "guilds," they may not precisely map on to the cooperative units in traditional cultural groups that have historically been called guilds under various definitions. Our notion of "guild" is an abstraction that aims to capture the notion of cooperative production in an analytically tractable manner. As is standard for tractability, we approximate the number of potentially discoverable guilds with a continuum; let $i \in[0, \infty)$ index the set of potentially discoverable specializations.

There are two types of guilds: traditional guilds and emergent guilds. A traditional guild is led by experienced seniors who have the option of taking on junior apprentices. Seniors stipulate what share of the guild's production juniors receive. An emerging guild is founded by juniors who have decided not to apprentice with any traditional guilds. Seniors offer apprenticeships, and juniors either decide whether to join or innovate a new guild. We consider new guilds to involve innovations.

After all juniors make their decisions, guild members produce their specialized goods or services. To produce an amount $x$ of its good/service, an emerging guild is assumed to need $\ell=\alpha+\beta x$ members. Here, $\alpha>0$ denotes the fixed cost and $\beta>0$ denotes the per-unit cost. On the other hand, each traditional guild benefits from an intergenerationally accumulated body of knowledge that has been optimized for its specialization. So, a traditional guild only needs $\ell=\hat{\alpha}+\hat{\beta} x$ members to produce $x$, for a lower fixed cost $0<\hat{\alpha}<\alpha$ and a lower per-unit cost $0<\hat{\beta}<\beta$. This incorporates into the model, admittedly in an abstracted form, the effect of cumulative cultural evolution among guilds.

After production, each guild divides the fruits of its labors and expertise among its members in one of two ways. In egalitarian groups, every guild shares its production equally among all its members ${ }^{19}$. Here, we assume guilds simply apply egalitarian
social norms already common in their communities, such as those found among mobile foragers ${ }^{63,127}$. In non-egalitarian groups, apprentices receive shares determined by seniors, who determine allocations so as to maximize their fitness, paying apprenticeships based on their initial promise. Here, we assume that some normative mechanism enforces promises within communities, but otherwise allocations are determined to maximize seniors' payoffs. Another aspect of the social norm we consider pertains to groupwide cognitive biases (or lack thereof). Specifically, we allow variation in the degree to which juniors are overconfident, underconfident, or rationally calibrated about their prospects of innovating versus apprenticing.

Finally, all group members partake in a system of exchange. Goods are exchanged back-and-forth until no mutually beneficial exchange is possible anymore. Each individual is assumed to maximize fitness as defined by the utility function

$$
\begin{equation*}
U(c)=\int_{i \in[0, \infty)} c(i)^{\theta} d i \quad \text { for } 0<\theta<1 . \tag{3.1}
\end{equation*}
$$

Originally developed by Dixit and Stiglitz ${ }^{50}$, this utility function represents a preference for diverse bundles of goods $c$ when all else is equal. This diversity benefit can occur due to decreasing marginal utility of goods and due to complementarity. The degree of the diversity benefit is represented by the exponent parameter $0<\theta<1$, which represents the noncomplementarity of specializations. A decrease in $\theta$ constitutes an increase in the fitness returns to the diversity of an individual's resources. For example, consider an environment where available sources of food required a specialized guild's cooperation to forage. If each of these food sources provided all of the necessary nutrients and thus were interchangeable with one another, then the degree of specialization noncomplementarity $\theta$ would be high. But if the food sources pro-
vided different subsets of nutrients and thus were ideally consumed as a bundle, then the degree of specialization noncomplementarity $\theta$ would be low.

In its original economic formulation, the utility function $U$ represents an individual's preference for which bundle of goods to prefer over another given bundle of goods. In economics, no assumptions are generally made about the causal determination of the preference. In our culture-gene coevolutionary formulation, we propose that the preference underlying the utility function $U$ is caused by some combination of an individual's adaptive preference - the degree to which their preference is selfperceived as successful and adaptive in the local environment-the individual's cultural fitness - the degree to which their preference is outwardly perceived as successful and thereby likely to be emulated-and the individual's genetic fitness-the degree to which their preference is genetically evolved to prefer certain bundles of goods over others for robust benefits to survival and reproduction. Specifying how these causal factors precisely combine is unnecessarily for predicting the outcome of our model, which only requires that their combination robustly causes surviving group members to adhere to the ecologically optimal utility function $U$.

The final outcome of the current time step is uniquely determined by the following two assumptions.

Assumption 1: Each individual exchanges to maximize fitness.

Thus, after an individual's net exchange, their terminal bundle of goods $c^{*}$ is assumed to solve the fitness maximization program

$$
\begin{equation*}
\max _{c} U(c) \text { subject to } \int_{i \in[0, \infty)} p(i) c(i) d i=W \tag{3.2}
\end{equation*}
$$

Here, $W$ denotes the trade value of the goods with which the individual starts the exchanging phase and $p(i)$ denotes the price of good $i$ (relative to other goods, so that the choice of unit is arbitrary).

Assumption 2: Each guild aims to achieve its optimal size by either taking on cofounders or apprentices.

To illustrate for egalitarian groups, consider the decision of seniors in traditional guilds on how many apprentices to take on. They are assumed to solve the optimal guild-size program for traditional guilds that are forced to share equally:

$$
\begin{equation*}
\operatorname{maximize} \frac{p x(p)}{\hat{\alpha}+\hat{\beta} x(p)} \text { subject to } p>0 \tag{3.3}
\end{equation*}
$$

The optimal guild size for the maximization problem (3.3) is

$$
\begin{equation*}
\ell^{*}=\frac{\hat{\alpha}}{1-\theta} . \tag{3.4}
\end{equation*}
$$

Similarly, when seniors of traditional guilds in non-egalitarian groups decide how many apprentices to take on, they are assumed to solve the optimal guild-size program for traditional guilds that promise apprentices the exact share of goods that would make them indifferent between apprenticing and innovating:

$$
\begin{equation*}
\operatorname{maximize} \frac{p x(p)-w^{\operatorname{inn}}\left(\hat{\alpha}+\hat{\beta} x(p)-\ell^{\operatorname{trad}}(i)\right)}{\ell^{\operatorname{trad}}(i)} \text { subject to } p>0 . \tag{3.5}
\end{equation*}
$$

Here, $\ell^{\text {trad }}(i)$ denotes the number of guild $i$ 's seniors who have survived from the previous time step, and $w^{\mathrm{inn}}$ denotes the trade value of an equal share of an emerging
guild's produced goods.
The optimal guild size for the maximization problem (3.5) is

$$
\begin{equation*}
\ell^{*}=\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} . \tag{3.6}
\end{equation*}
$$

In summary, each individual's net exchange maximizes their fitness, and in anticipation of this, each guild achieves (either via taking on apprentices or co-founders) the precise size that optimizes the trade value of each current guild member's share of produced goods. The resulting allocation of goods is called the equilibrium outcome of the time step.

The time steps occur sequentially. At the end of each time step, the senior individuals pass away. Some fortunate junior individuals survive to become the senior individuals of the next time step. A proportion $q_{\text {trad }} \in[0,1]$ of traditional builds and a proportion $q_{\text {emer }} \in[0,1]$ of emergent guilds lose all of their members and thereby disappear; these specializations are lost would need to be rediscovered in the future. Guilds with any survivors remaining all become traditional guilds. The next time step is then carried out just like the previous time step, and the overall process is repeated a countably infinite number of times.

The above model represents a single group as a closed system. Another version of our model represents a two-group closed system, in which members of each of the two groups have the option of exchanging with the other group. Such inter-group exchanges may be subject to an inefficiency. We assume that $\tau \geq 1$ units of a good must be sent by one group for the other group to receive one unit of that good. The parameter $\tau$ denotes the trade barrier, where $\tau=1$ represents a setting where no goods are lost after passing the trade barrier, and $\tau>1$ represents a setting where a pro-
portion of goods is lost after passing it. The notion of a trade barrier can represent various forms of trade inefficiency, such as a linguistic trade barrier between neighboring ethnolinguistic groups or subcultures, as well as geographic distance and obstacles.

See Figure 1 for a diagram representing the model step-by-step.

### 3.3 Results

For the sake of presentation, we will initially suppress three features of the model.
First, we will assume - unless otherwise stated - that no specializations are forgotten at the end of each time step due to all members passing away. This assumption becomes tenable when guilds are comprised of many members and the probability of each member's death in each time step is low and sufficiently uncorrelated with other members' probability of death. The assumption becomes less tenable, however, when guilds are comprised of few members, when the probability of each member's death in each time step is high, and when members' death events are correlated ${ }^{15}$. We introduce the possibility of specializations being forgotten (due to all guild members dying) in Subsection 3.3.4.

Second, we assume that the population size of the group converges to a limit of $L$ as the number of time steps approaches infinity. For brevity of exposition, we will treat the limit of the population size $L$ as an exogenous parameter throughout the main text, in that we do not assume that other mechanisms of the model affect $L$. However, endogenous models of population growth are more realistic ${ }^{123,199}$. To illustrate, if the group's average fitness at time step $t$ represents the absolute average number of surviving offspring - not relative to a carrying capacity - then this average fitness value would affect the change in population size at that time step. Our model


Figure 3.1. Life cycle diagram of the model. It is comprised of two overlapping generations: seniors and juniors. Guilds can be traditional, led by experienced seniors; or emergent, innovated by juniors who have decided not to apprentice with any traditional guilds. On the other hand, a junior can join a traditional guild as an apprentice after being promised a share of its future production. After production and sharing within each guild, individuals exchange goods to maximize their fitness. Afterwards, the transition to the next time step occurs, in which all seniors and some juniors die, the surviving juniors become the next time step's seniors, and their specializations survive onto the next time step in the form of traditional guilds. The specializations of the guilds in which all members die are forgotten.
can also be modified so that the population size $L(t)$ at each time step $t$ is causally affected by not only the average fitness, but also by other parameters and mechanisms of the model. However, we presently do not assume or specify the functional form of this complex effect, and propose that it be investigated empirically. In the meantime, we abstract all endogenous demographic effects into the long-run limit of population size $L$, and deduce predictions based on a general, unspecified value of $L$.

Third, we will assume that descriptive parameters are shared across individuals, across emerging guilds, and across traditional guilds. We assume all individuals share the same fitness-utility function $U$. We also assume that all discoverable guilds share the same cost structure in the emerging phase, as well as share the same cost structure in the traditional phase. In principle, we can modify our model so that different types of individuals have different fitness-utility functions. We can also modify it so that different types are predisposed to work in different types of guilds, each with a different cost structure in the emerging phase, traditional phase, or both. Such modifications would allow our model to precisely represent-albeit potentially via overfitting-societies with heterogeneous guild sizes (among emerging guilds and among traditional guilds) as well as heterogeneous amounts of goods exchanged and consumed by each individual. In the present paper, we focus on the simple variant of the model without these heterogeneities, with the goal of deducing parsimonious, potentially generalizable causal relationships in an analytically tractable manner at the potential cost of model precision.

In the following, we derive from our model ten causal predictions that can help explain various evolutionary puzzles surrounding the emergence, development, and adaptive strategies of ancestral human societies, as well as analogous empirical puzzles pertaining to contemporary human societies. For brevity of exposition, we present
some mathematical predictions in the SI rather than in the main text. We note that our list of predictions is not meant to be exhaustive. It is very possible that other mathematical predictions we did not deduce or specify in the present paper may turn out to be explanatorily valuable and empirically corroborated.

### 3.3.1 Number of specializations

In the limit of the time step $t \rightarrow \infty$, the proportion of guilds that are traditional rather than innovated approaches 1. It follows that as $t \rightarrow \infty$, the limiting number of traditional guilds-which is equal to the limiting number of specialized guilds overall-is given by the population size divided by the equilibrium size of traditional guilds $\ell^{*}$,

$$
\begin{equation*}
n=\frac{L}{\ell^{*}} . \tag{3.7}
\end{equation*}
$$

Moreover, the Dixit-Stiglitz utility function $U$ has the nice property that the traditional guild size $\ell^{*}$ does not depend on the population size $L$. It can be shown that the traditional guild size $\ell^{*}$ of egalitarian groups is given by

$$
\begin{equation*}
\ell^{*}=\frac{\hat{\alpha}}{1-\theta}, \tag{3.8}
\end{equation*}
$$

a formula that is unaffected by the population size $L$. Similarly, the traditional guild size $\ell^{*}$ of non-egalitarian groups is given by

$$
\begin{equation*}
\ell^{*}=\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}, \tag{3.9}
\end{equation*}
$$

which is also unaffected by the population size $L$.

While the equilibrium size of traditional guilds $\ell^{*}$ does not depend on the population size $L$, it does depend on the allocation of payoffs made by senior to juniors. Here, we explore two possible allocations by comparing the long-run number of specializations in egalitarian groups versus in non-egalitarian groups.

For non-egalitarian groups, where seniors are maximizing their fitness, the number $n$ of specializations in the long run is given by

$$
\begin{equation*}
n=\frac{L}{\ell^{*}}=\frac{L}{\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}} \tag{3.10}
\end{equation*}
$$

In egalitarian groups, where seniors are constrained by social norms, the number $n$ of specializations in the long run is given by

$$
\begin{equation*}
n=\frac{L}{\ell^{*}}=\frac{L(1-\theta)}{\hat{\alpha}} \tag{3.11}
\end{equation*}
$$

Observe that the long-run number of specializations $n$ scales linearly in the population size $L$. This is because as we have stated before, the denominator $\ell^{*}$ of the formula $n=\frac{L}{\ell^{*}}$ does not have any dependence on $L$; it is essentially a positive constant. We can thus deduce the following corollary.

Prediction 1: Groups with a larger population size $L$ have a higher number $n$ of innovated specializations in the long run.

Moreover, observe that the traditional guild size $\ell^{*}$ of egalitarian groups (3.8) and that of non-egalitarian groups (3.9) increase with $\theta$, the parameter presenting the noncomplementarity of specializations in the environment. Intuitively, guilds choose to
be at the size at which the benefit from efficient economies-of-scale and the benefit from uncovering new specializations are at equilibrium. The latter benefit becomes larger relative to the former when a diverse bundle of specialized goods yields large benefits to fitness-utility. This explains why having non-complementary specializations causes the equilibrium size of traditional guilds (in both egalitarian and nonegalitarian groups) to increase; and thereby causes the long-run number of specializations in the group, $n=L / \ell^{*}$, to decrease. We thus have the following result.

Prediction 2: The long-run number $n$ of specializations is higher when the degree $\theta$ of specialization noncomplementarity in the environment is low.

Predictions 1 and 2 are illustrated in the plots of Figure 3.2, which detail the comparativestatic effects of several model parameters on the long-run number of innovations.

### 3.3.2 Group members' average fitness-utility in the long run

Egalitarian norms foster greater innovation and specialization. To see this, consider that as $t \rightarrow \infty$, group members converge towards achieving an equidistributed bundle $c^{*}$ of goods that is comprised of an equal amount of each specialized good produced by a traditional guild. In other words, the limit of the average group member's equilibrium bundle $c^{*}$ can be computed in the following way. First, all group members first produce in traditional guilds of size $\ell=\ell^{*}$. Second, all group members achieve an equidistributed bundle of goods $c^{*}$ during the exchanging phase. The group members' average utility is then given by $U\left(c^{*}\right)$ for this equidistributed bundle $c^{*}$ of goods.

Note that the above calculation of the limiting average bundle can be done for any


Figure 3.2. The number of innovations $(n)$ as a function of population size $(L)$. The cost parameters are $\alpha=10, \beta=10, \hat{\alpha}=4$, and $\beta=2$, while the degree of specialization noncomplementarity $\theta$ is varied among $\theta=0.1,0.2$, and 0.6 .
choice of guild size $\ell$, meaning that we can study the average limiting fitness $U\left(c^{*}\right)$ as a function of an arbitrary guild size $\ell$. Studying this, we find that the average limiting fitness $U\left(c^{*}\right)$ is an increasing function for $\ell<\frac{\hat{\alpha}}{1-\theta}$, a decreasing function for $\ell>\frac{\hat{\alpha}}{1-\theta}$, and is maximized at $\ell=\frac{\hat{\alpha}}{1-\theta}$.

But recall that $\ell^{*}=\frac{\hat{\alpha}}{1-\theta}$ is the equilibrium size of traditional guilds in egalitarian groups. This yields a counterintuitive result that egalitarian groups robustly innovate the optimal number of specializations in the long run. In non-egalitarian groups, the equilibrium size

$$
\begin{equation*}
\ell^{*}=\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}>\frac{\hat{\alpha}}{1-\theta} \tag{3.12}
\end{equation*}
$$

of traditional guilds is too large compared to the optimal level. Intuitively, this is because non-egalitarian social norms permit seniors to underpay their apprentices. In equilibrium, apprentices are underpaid to the precise point where juniors would be indifferent between apprenticing and innovating. In order to maximize their selfinterest, seniors in non-egalitarian groups are incentivized to take on many underpaid apprentices, which allows them to optimally take advantage of economies-of-scale. This is in contrast to egalitarian groups, where the comparatively large equal share that would need to be paid to each apprentice incentivizes seniors to make do with only a few apprentices. All else equal, more juniors are left to innovate (due to less apprenticing opportunities) in egalitarian groups, resulting in more groupwide innovation in the long run.

Prediction 3: Egalitarian groups robustly innovate the optimal number of specializations $n$ in the long run. Non-egalitarian groups innovate a suboptimally low number of specializations $n$ in the long run..

The contrast between the optimal innovation of egalitarian groups and the suboptimally low innovation of non-egalitarian groups is qualitatively illustrated in Figure 3.3(a).

### 3.3.3 The effect of groupwide overconfidence on innovation

Non-egalitarian groups are subject to a permanent penalty to the equilibrium amount of innovated specialization, which is suboptimally low compared to that of egalitarian groups. But counterintuitively, a social norm of overconfidence can offset nonegalitarian groups' long-term penalty to groupwide innovation and thereby, to group fitness.

Specifically, let us modify our model so that the group's juniors believe that the fixed cost and the per-unit cost of an emerging guild are not necessarily equal to their true respective values. In this interpretation, $\alpha_{\text {perceived }}$ and $\beta_{\text {perceived }}$ denote the perceived fixed cost and per-unit cost, in the perception of juniors. We distinguish this from $\alpha=\alpha_{\text {true }}$ and $\beta=\beta_{\text {true }}$, the true values of these respective parameters.

The size $\ell^{*}$ of traditional guilds in non-egalitarian groups changes when changing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$. It changes from

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} \tag{3.13}
\end{equation*}
$$

to

$$
\begin{equation*}
\ell^{*}=\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} . \tag{3.14}
\end{equation*}
$$

On the other hand, the size of traditional guilds in egalitarian groups is situation-


Figure 3.3. Plots pertaining to the effects of overconfidence on group innovation and fitness. For a non-egalitarian group with environmental parameters $\theta=0.3, \hat{\alpha}=4$, and $\hat{\beta}=2$, we present (a) group members' average long-run fitness as a function of the group's long-run number of innovations and (b) as a function of the confidence norm of the group's junior innovators. The fitness of the group is maximized at an intermediate level of overconfidence (dark green curve). Rational confidence (green curve) cause the group to innovate a suboptimally low number of specializations, and this is made even more suboptimally low by a social norm of underconfidence (blue curve). Excessive overconfidence (orange curve) begins to cause decreasing group fitness, due to an overpayment of the per-guild fixed cost. In contrast, the fitness of an egalitarian group (purple point) is robustly maximal, because the group robustly innovates the optimal number of specializations regardless of small changes in confidence norms.
ally determined. Apprenticing is strictly better than innovating for juniors if and only if

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}<\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} . \tag{3.15}
\end{equation*}
$$

If this inequality holds, then the equilibrium size $\ell^{*}$ is unchanged; it is given by

$$
\begin{equation*}
\ell^{*}=\frac{\hat{\alpha}}{1-\theta} . \tag{3.16}
\end{equation*}
$$

If this inequality holds in the other direction, however, traditional guilds must pay strictly higher than an equal share to incentivize juniors to apprentice. They must pay the precise share at which juniors are indifferent between apprenticing and innovating, just like the traditional guilds of non-egalitarian groups, In this case, the equilibrium size $\ell^{*}$ of traditional guilds in egalitarian groups is given by (3.14), just like that of non-egalitarian groups.

Recall that in the limit, the proportion of guilds that are traditional rather than innovated increases to 1 . Thus, the group's limiting average fitness is a function of the equilibrium size $\ell^{*}$ of traditional guilds.

In non-egalitarian groups, the equilibrium size $\ell^{*}$ of traditional guilds granularly changes with respect to $\alpha_{\text {perceived }}$ and $\beta_{\text {perceived }}$. This means that the group's longterm limiting average fitness changes as well. As either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ increases, the equilibrium size $\ell^{*}$ of traditional guilds increases, because apprentices are less expensive to hire. Thus, the amount of innovated specialization that happens in the long run decreases, making it more suboptimally low than before.

On the other hand, as either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ decreases, the equilibrium size $\ell^{*}$ of traditional guilds decreases, because apprentices are more expensive to hire. Thus, the amount of innovated specialization that happens in the long run increases.

The region of increase can be divided into two parts:

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}>\frac{\hat{\alpha}}{1-\theta} \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}<\frac{\hat{\alpha}}{1-\theta} . \tag{3.18}
\end{equation*}
$$

In the first region (3.17), decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ results in the group's long-term average fitness increasing, and thereby becoming closer to the optimal value. In the second region (3.18), decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ results in the group's long-term average fitness decreasing, and thereby becoming further from the optimal value. In between these two regions, the optimal long-term average fitness is achieved.

Prediction 4: Among non-egalitarian groups, the amount of long-run innovated specialization (and thereby, group fitness) is an inverse-U-shaped function of innovators' overconfidence. The optimal level of overconfidence occurs when juniors are perfectly indifferent between apprenticing and innovating.

This can be seen in Figure 3.3, which illustrates that a non-egalitarian group with the optimal level of overconfidence yields the same average group fitness, all else equal, as the rationally calibrated egalitarian group.

The group-fitness-optimality of egalitarianism is robust, in that the equilibrium size $\ell^{*}$ of traditional guilds In egalitarian groups does not easily change from the optimal value. Suppose that either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ increases. The region of increase can
be divided into two parts:

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}<\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} . \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}>\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} . \tag{3.20}
\end{equation*}
$$

In the first region (3.19), we have seen that changing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ does not change the equilibrium guild size $\ell^{*}$. This is mathematically equivalent to the fact that the optimality of egalitarianism is robust to changes in the real fixed cost $\alpha_{\text {real }}$ and real per-unit $\operatorname{cost} \beta_{\text {real }}$ when assuming the juniors are rational, since the long-run formula for the number of specializations $n$ does not change whether $\alpha$ and $\beta$ denote the perceived cost values or the real cost values. Overall, the fact that egalitarianism achieves the optimal amount of innovated specialization is robust to a wide range of confidence parameter values.

Prediction 5: Egalitarian groups are more likely to have their number of long-run innovated specialization (and thereby, group fitness) be unaffected by changes in innovators' confidence norms, in the fixed cost of emerging guilds, and in the per-unit cost of emerging guilds than their non-egalitarian counterparts.

On the other hand, decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ to the point of reaching the second region (3.20) does change the equilibrium guild size $\ell^{*}$. This is because in this region, a traditional guild's equal share is insufficient to convince juniors to apprentice rather than innovate. Thus, traditional guilds must pay juniors the precise share at which they are indifferent between apprenticing and innovating. This leads
the equilibrium size $\ell^{*}$ of traditional guilds to suboptimally increase to (3.14), same as the unconditional equilibrium size of traditional guilds in non-egalitarian groups. This makes the long-term degree of specialized innovation to be suboptimally high, where the suboptimality is due to an excessive loss of productivity from the fixed cost requisite for each specialized guild.

### 3.3.4 When innovated specializations are lost

Many ancestral humans likely died prematurely due to factors like disease, starvation, environmental accidents, predation, and warfare. In between time steps, some junior individuals pass away, and the remaining ones comprise the next time step's senior generation. The guilds with at least some members surviving become traditional guilds, indicating that their specialized methods of production are successfully passed down intergenerationally. The guilds with no members surviving do not become traditional guilds, meaning they must be innovated again in the future.

In a finite guild with $k$ junior members and a probability $r$ of each junior's death, the guild would disappear with a probability of $r^{k}$. But recall that our model is an infinite, analytically tractable approximation of a discrete reality where finitely many guilds each have finitely many members. We do not specify an approximation process by which a sequence of increasingly fine-grained discrete models-one of which is the proposed model of the real system-becomes our infinite, analytically tractable model, such as the approximation process described in Park ${ }^{178}$ for knowledge-based learning strategies.

However, let us make the realistic assumption that in this approximation process, the probability of a traditional guild's death $q_{\text {trad }}$ and the probability of a probability
of an emerging guild's death $q_{\text {emer }}$ are well-defined. Recall that emerging guilds are comprised entirely of juniors, and are larger than traditional guilds in equilibrium. Thus, the number of juniors in an emerging guild will tend to be higher than that in a traditional guild. Mathematically, we can without loss of generality suppose that the random variable of the former number first-order stochastically dominates that of the latter number. It then follows that the limiting probability of an emerging guild's death, $q_{\text {emer }}$, is less than that of a traditional guild's death, $q_{\text {trad }}$. We do not make any additional assumptions or specifications of $q_{\text {emer }}$ and $q_{\text {trad }}$, and propose that they be empirically studied.

Regardless, we can still compute the long-run number of specializations as a function of the unspecified probability values $q_{\text {emer }}$ and $q_{\text {trad }}$. Let $n_{\text {emer }}$ and $n_{\text {trad }}$ denote the long-run number of emerging guilds and that of traditional guilds. Assuming that the system is in equilibrium, the values of $n_{\text {emer }}$ and $n_{\text {trad }}$ are uniquely determined by the system of equations

$$
\begin{equation*}
q_{\mathrm{emer}} n_{\mathrm{emer}}+q_{\mathrm{trad}} n_{\mathrm{trad}}=n_{\mathrm{emer}} \tag{3.21}
\end{equation*}
$$

and

$$
\begin{equation*}
\ell_{\text {emer }}^{*} n_{\mathrm{emer}}+\ell_{\mathrm{trad}}^{*} n_{\mathrm{trad}}=L . \tag{3.22}
\end{equation*}
$$

Here, the first equation (3.21) denotes the condition that the totality of the forgotten guilds in a given time step are replaced in equilibrium by innovating the same number of emerging guilds in the following time step. It is equivalent to

$$
\begin{equation*}
n_{\mathrm{emer}}=\frac{q_{\mathrm{trad}} n_{\mathrm{trad}}}{1-q_{\mathrm{emer}}} \tag{3.23}
\end{equation*}
$$

The second equation (3.22) denotes the condition that the limit of the total number of people across all guilds must be $L$. Substituting in (3.23), we obtain

$$
\begin{equation*}
n_{\text {trad }}=\frac{L}{\ell_{\text {trad }}^{*}+\ell_{\text {emer }}^{*} \frac{q_{\text {trad }}}{1-q_{\mathrm{emer}}}} \tag{3.24}
\end{equation*}
$$

Notice that the expression (3.24) is increasing in $q_{\text {emer }}$. It is also increasing in $q_{\text {trad }}$. This means that if a higher proportion of either emerging guilds or traditional guilds are forgotten due to all member dying, then the limiting proportion of traditional guilds decreases. Since $\ell_{\text {trad }}^{*}<\ell_{\text {emer }}^{*}$, it follows that the limiting number of guilds also decreases. Stated in another way, since more of the guilds are emerging guilds in the long run, and emerging guilds take up more members per guild, the long-run number of guilds-of specializations-decreases. We thus have the following prediction:

Prediction 6: Groups with a higher rate of premature deaths sustain a smaller number of specializations in the long run.

Premature deaths cause a higher proportion of a group's guilds to stay at the initially inefficient level of production rather than the efficient level that comes with experience and tradition. This inefficiency results in a lower fitness value for the average group member: a lower group fitness. This is qualitatively illustrated in Figure 3.4(c).

### 3.3.5 Inter-group trade

Finally, we discuss the predictions of our two-group model. Our contributions for the two-group case include incorporating multigenerational dynamics and cumulative cultural evolution into the model, demonstrating that the original economic model's


Figure 3.4. Qualitative visualizations of the single-group model's dynamics. The visualization (a) contrasts the optimal innovation of an egalitarian group (top) with the suboptimally low innovation, all else equal, of a non-egalitarian group (bottom). This is due to the suboptimally large size of traditional guilds in the latter, and the suboptimally high number of juniors that apprentice rather than innovate as a result. The visualization (b) shows that a non-egalitarian group's total number of innovated specializations changes based on the level of juniors' overconfidence in innovating versus apprenticing. There exists an optimal level of overconfidence that allows it to match the optimal number of innovated specializations, all else equal, of egalitarian groups. The visualization (c) shows that if there is a positive probability that all members of a guild die in a given time step, then this reduces the long-run number of innovated specializations.
trade predictions are robust to this incorporation, and connecting the model to the trade of ancestral societies in addition to that of contemporary ones.

Our first result is that two groups that engage in trade will specialize in mutually exclusive niches, whereas their specializations may overlap if they do not engage in trade. In other words, phenotypic specialization at the group level will tend to increase as groups come into contact with each other for trade. We note that this result predicts the opposite of what is predicted by a solely memetic evolutionary model of phenotype, in which a group becomes more similar to another group when the two make contact. In fact, trade contact can have a differentiating effect, rather than a homogenizing effect, on societies' culturally transmitted phenotypes ${ }^{91}$.

Prediction 7: Trade increases specialization.

One interesting aspect of this effect any nonzero amount of trade contact is sufficient to incentivize the two groups to specialize in non-overlapping niches. The two groups' specializations can overlap only if they engage in no trade. This all-or-nothing effect is qualitatively illustrated in Figure 5(a). The all-or-nothing nature of this effect is an artifact of the model assumptions, and may not be realistic. However, our model shows the possibility that the differentiating effect of trade contact on societies' areas of specializations may have a discrete effect akin to an activation function, rather than a continuous effect akin to a linear or similar function.

Our second result is that both groups gain from trade. More generally, a decrease in the trade barrier causes a strict increase in the fitness values of both groups' members. This occurs because easier trade with the other group enables an individual to take advantage of a wider variety of exchangeable goods, which is more preferable
and adaptive due to our assumption that a diversity of resources results in increasing returns to fitness. The mutually beneficial effect of decreasing trade barriers may help explain the ubiquity of mechanisms to reduce various types of trade barriers in contemporary and plausibly ancient societies ${ }^{30}$, such as exogamy, shared rituals, currency, merchants, trade roads, and free trade agreements.

Prediction 8: Groups benefit from trade. A decrease in the trade barrier causes an increase in the fitness of both groups' members.

An example of this effect is illustrated in Figure 3.5(b), which plots the average group fitness of two groups (sharing certain environmental parameters) that trade across a barrier of varying degree $\tau$.

Our third result pertains to the trade, all else equal, between a group with a smaller population $L_{1}$, denoted by Group 1; and a group with a larger population $L_{2}$, denoted by Group 2. First, the smaller group exchanges a higher proportion of its produced goods to the larger group than the other way around. This can be intuitively be seen by considering the case of no trade barrier $\tau=1$. In this case, the two groups trade as if they comprised one overarching group. The trade of one overarching group would be such that every member gets an equidistributed bundle of goods. This would mean that every individual would trade $L_{1} /\left(L_{1}+L_{2}\right)$ of their starting goods to Group 1 members and $L_{2} /\left(L_{1}+L_{2}\right)$ of their starting goods to Group 2 members, regardless of the group in which they reside. In other words, the less populous Group 1 would export a higher proportion of its starting goods to the more populous Group 2.

Moreover, the difference in export proportions becomes even higher in the remaining case of a positive trade barrier $\tau>1$, because the less populous group must pay


Figure 3.5. Plots pertaining to the trade between Group 1 and Group 2. They are assumed to share the environmental parameters $\theta=0.3, \alpha=10, \beta=10, \hat{\alpha}=4$, and $\hat{\beta}=2$. Our plots comprise (a) the proportion of produced goods that each group exports as a function of the trade barrier size, (b) average member fitness of each group as a function of the trade barrier size, (c) the trade premium (defined as the relative price of the more populous Group 2's good to that of the less populous Group 1's good) as a function of the trade barrier size, and (d) the trade premium as a function of the population ratio between the two groups. The base parameters are $\tau=10$ and $L_{2} / L_{1}=1.5$. In each plot, exactly one of the parameters is varied from its base value.
a higher price than normal to trade with the more populous group. Intuitively, this is due to the fact that the opportunity cost is higher for the larger group's goods. Specifically, an individual in the larger group can exchange their initial goods for a large variety of goods produced by their fellow group members, instead of trading it for the other group's goods. On the other hand, an individual in the smaller group can exchange their initial goods only for a small variety of goods produced by their fellow group members, which is a worse deal. Thus, individuals of the larger group can ask for a higher price relative to those of the smaller group. It follows that the less populous Group 1 exports a proportion that is even higher than $L_{2} /\left(L_{1}+L_{2}\right)$ of its starting goods to the more populous Group 2 in the presence of a trade barrier $\tau>1$.

Prediction 9: Consider the trade between a larger group and a smaller group. All else equal, the smaller group exports a higher proportion of its produced goods to the larger group.

An example of this effect is illustrated in Figure 3.5(a), which plots the average proportion of goods exported when two groups (sharing certain environmental parameters) trade across a barrier of varying degree $\tau$. Indeed, the plot shows that the smaller group exports a higher proportion of its produced goods than the larger group. This effect is also shown in a visualization presented in Figure 3.6(b).

Our final prediction pertains to the trade premium between a larger group and the smaller group. The trade premium is defined as the price ratio (i.e., exchange rate) between a good produced by the larger group and a good produced by the smaller group. Members of the smaller group need to pay a trade premium in order to trade with members of the larger group. Intuitively, this is because the option of trading


Figure 3.6. Qualitative visualizations of the two-group model's trade dynamics. The visualization (a) denotes the phenomenon in which two groups that do not trade can innovate overlapping specializations, but two groups that engage in trade intentionally specialize away from each other. The visualization (b) illustrates how much of each group's goods are exchanged across groups. The smaller group exports a higher proportion of its produced goods than the larger group. Moreover, increasing the trade barrier results in the increase of both groups' proportion of goods exported.
with other in-group members is more favorable to members of the larger group than to those of the smaller group. The difference in opportunity cost forces members of the smaller group to pay a premium to sufficiently incentivize members of the larger group to trade with them.

Prediction 10: Consider the trade between a larger group and a smaller group. If the trade barrier is nontrivial, then the smaller group must pay a premium to trade with the larger group. The trade premium is increasing with respect to the trade barrier, and increasing with respect to the population ratio of the two groups.

An example of this effect is illustrated in Figure 3.5(c), which plots the trade premium when two groups (sharing certain environmental parameters) have a varying trade barrier; and in Figure 3.5(d), which plots the trade premium when the two groups have a varying population ratio.

Due to the complicated formulas involved, we have limited this section to a verbal discussion of four predictions. A more detailed, quantitative discussion-as well as additional predictions - can be found in the SI.

### 3.3.6 Empirical corroboration

Above, we have deduced from our model ten predictions. Preliminary empirical corroboration for nine of the ten predictions is summarized in Tables 3.1 and 3.2, and discussed in further detail within the SI. The former pertains to predictions from the single-group model and the latter, those from the two-group model.

Table 3.1: Testable predictions for an exchange economy comprised of a single group.
$\left.\begin{array}{|l|l|}\hline \text { Prediction } & \text { Empirical Evidence } \\ \hline \begin{array}{l}\text { Prediction 1: Groups with a larger population size } \\ \text { have a higher number of innovated specializations } \\ \text { in the long run. }\end{array} & \begin{array}{l}\text { EA ethnic groups with a larger population tend } \\ \text { to have a greater number of specialized activities } \\ \text { (see Subsection 3.6.1 of the SI). This prediction is }\end{array} \\ \text { also corroborated by the Tasmanian archaeological } \\ \text { record }{ }^{88,111, ~ b y ~ a n c i e n t ~ D N A ~ e v i d e n c e ~ p e r t a i n i n g ~} \\ \text { to the emergence times of modern-level toolkit com- } \\ \text { plexity }{ }^{189} \text {, by a study of early-European-contact- } \\ \text { era toolkit complexity in the islands of Oceania } \\ \text { and by a study of the toolkit complexity in 40 }\end{array}\right\}$

Table 3.2: Testable predictions for an exchange economy comprised of two groups.

| Prediction | Empirical Evidence |
| :---: | :---: |
| Prediction 7: Trade increases specialization. | Groups engaged in trade specialize in differentiated types of goods, a phenomenon observed in both ancestral societies ${ }^{200,219}$ and contemporary societies ${ }^{44,138,196}$. Contemporary trade data also suggest that groups specialize more when trade between them opens up. To illustrate, countries of the European Union increasingly specialized in differentiated types of goods following their 1957 economic integration ${ }^{6,33}$. Moreover, as the regional economies comprising the U.S. became more integrated between the 1800s and the early 1900s, they increasingly specialized in differentiated types of goods ${ }^{117}$. |
| Prediction 8: Groups benefit from trade. A decrease in the trade barrier causes an increase in the fitness of both groups' members. | Contemporary data strongly corroborate this hypothesis. For example, a study by the OECD ${ }^{175}$ has found that countries that have a relatively open trade policy have experienced twice the average annual economic growth compared to those that have a relatively closed trade policy. Also, a study by Frankel and Romer ${ }^{60}$ has shown that an increase in the geographical barrier to countries' trade decreases their average income levels. |
| Prediction 9: Consider the trade between a larger group and a smaller group. All else equal, the smaller group exports a higher proportion of its produced goods to the larger group. | In contemporary international trade, smaller countries tend to have a higher trade-to-GDP ratio than larger countries ${ }^{176}$. |
| Prediction 10: Consider the trade between a larger group and a smaller group. If the trade barrier is nontrivial, then the smaller group must pay a premium to trade with the larger group. The trade premium is increasing with respect to the trade barrier, and increasing with respect to the population ratio of the two groups. | Smaller countries tend to face higher aggregate prices for tradeable goods than larger countries ${ }^{142}$. Similarly, oral-tradition data from the evolutionarily relevant forager societies of Borneo suggest that these forager societies traded at a disadvantage with larger agriculturalist societies ${ }^{212}$. |

### 3.4 Discussion

### 3.4.1 Growing recognition of paleo-complexity

Our model of human specialization and trade yields a number of predictions: some intuitive, and others less so. These predictions pertain not just to specialization and trade, but also to a wide range of factors in human cognition, such as social norms (egalitarianism vs. non-egalitarianism) and cognitive biases (overconfidence vs. rational confidence). The empirical corroboration of these predictions is currently preliminary. However, it nevertheless bolsters the growing body of evidence that Pleistocene human societies' propensity for complex specialization and trade is not a modern outlier, but an adaptation that emerged in the Holocene human groups which comprised most of human evolutionary history ${ }^{30,32,133}$. This adaptation was crucially shaped by ancestral humans' selection pressure towards the optimal social accumulation of specialized knowledge.

Prediction 3 of our theory states that egalitarian groups enjoy a higher average group fitness than non-egalitarian groups, due to innovating a larger and more optimal number of specializations in the long run. This may help explain the consistent emergence of egalitarian social norms in evolutionarily relevant forager societies. We have found preliminary corroboration of this prediction in our analyses of the EA and the WNAI ethnographic datasets. This adds to the body of multidisciplinary evidence behind the dominant paradigm that egalitarianism has consistently emerged throughout most of human evolutionary history ${ }^{19,63,127}$. Egalitarianism was adaptive despite its consequent free-rider problem ${ }^{20}$, because among ancestral humans whose primary selection pressure pertained to the optimal accumulation of specialized knowledge at
the group level, egalitarianism robustly helped achieve this.
Prediction 4 of our model states that the penalty to long-run innovation imposed by non-egalitarianism can be offset by an intermediate increase in juniors' overconfidence (in their prospects from innovating versus apprenticing). This prediction finds preliminary corroboration in the study of Cieślik et al. ${ }^{40}$ of how countries' GDP varies with their average level of entrepreneurial overconfidence. The number of specializations that an egalitarian group innovates, in contrast, is predicted to be more robust to changes in confidence norms. This is because egalitarian groups innovate the optimal number of specializations already for a wide range of model parameters.

The evolution of overconfidence, and of cognitive biases in general, may seem evolutionarily puzzling at first glance. How did natural selection select for cognitive biases when they systematically cause errors in judgement? In fact, cognitive biases like overconfidence - which seem like systematic flaws in how a person learns from their individual observations - may in fact be behavioral byproducts of a strategy optimized for the social learning of specialized knowledge ${ }^{178}$. Our theory adds to the plausibility of this hypothesis by formally deducing that even if overconfidence is maladaptive at the individual level, it can be robustly adaptive at the group level due to its optimizing effects on the social accumulation of specialized knowledge.

The phenomenon of human cooperation in large groups of non-kin is also an evolutionary puzzle. Direct reciprocity has traditionally been proposed as an evolutionary explanation of non-kin cooperation, for which the theorem that cooperation can be evolutionarily sustained in the repeated prisoner's dilemma-the most commonly used model of direct reciprocity - is often asserted as evidence ${ }^{233}$. However, reciprocal cooperation is much more difficult to sustain when the repeated prisoner's dilemma is modified to be more biologically realistic ${ }^{181}$. Moreover, data from social animal
species-including but not limited to humans-generally do not identify a high frequency of reciprocity opportunities to be as strong of a predictor of cooperative behavior as predicted by the theory of direct reciprocity ${ }^{78,145,243}$. This overall suggests that direct reciprocity, by itself, may not be sufficient to evolutionarily explain the sheer degree to which humans cooperate.

Cultural group selection is a more viable evolutionary explanation of human ultrasocial cooperation ${ }^{25,87,197}$. This differs from genetic group selection, which is hampered as an explanation by the negligibility of genetic differences between competing human groups ${ }^{39}$. Indeed, the accumulated norms, specialized knowledge, and other culturally transmissible forms of phenotype display far more variation between groups than genetically transmissible forms of phenotype ${ }^{14}$. Our theory helps explain why inter-group cultural variation is larger than inter-group genetic variation by specifying a source of cultural variation other than random mutations. In our theory, different groups endogenously specialize away from each other when making trade contact, a pattern that consistently emerges from their members' pursuit of their individual fitness. Intentional specialization rooted in individual incentives is more likely to create and maintain sizable phenotypic variation than random phenotypic changes like genetic mutations, especially when the gene flow between groups is substantial. Cultural group selection can act on this sizable phenotypic variation to robustly select for group-cooperative phenotypes, despite their large negative effect on individual fitness in excess of what can be explained away by direct reciprocity.

Cultural group selection is also a viable explanation for how group phenotypes that increase group fitness by facilitating a more adaptive collective brain can robustly persist ${ }^{90}$. Potential examples of such selection events suggested by our theory include the hypothesized spread of norms that facilitate the maintenance of societies and
exchange networks with a high population size, the hypothesized spread of egalitarian sharing norms throughout most ancestral human societies, and the hypothesized spread of social norms like exogamy and shared rituals that reduce various barriers to trade. Our model thus bolsters the hypothesis that the human propensity for complex specialization and trade is not a modern outlier. It is an ancestral adaptation with a crucial role in the theory of cultural group selection.

### 3.4.2 Limitations of the model

We constructed our model with the goal of tractably deducing predictions about how innovation, specialization, and trade interact. For this analytic tractability, we made a number of oversimplifying model assumptions, including the linearity of the production function, symmetry between different guilds and their specialized goods, as well as the homogeneity of members' preferences (and thereby, the existence of a representative member). Such assumptions are standard in complex fields of social science such as international trade, where constructing mechanistically accurate models is computationally impractical and in practice, generalizable predictions come at the expense of precision. We provide a non-exhaustive list several of these oversimplifying model assumptions and discuss how they may be made more realistic in future variants of the model.

## Cumulative cultural evolution is abstracted away

In our model, cumulative cultural evolution among guilds was modeled as a one-shot event, in which guilds in the "emerging" phase enter the "traditional" phase and thereby obtain a one-time increase in production efficiency. In reality, cumulative
cultural evolution is a process in which the practices that more successful or more ostensibly successful than status-quo practices are innovated, adopted, and disseminated. In particular, a traditional guild's gain in production efficiency may occur as a continual, stochastically determined sequence rather than as a one-time deterministic event. We made the oversimplifying assumption of a one-shot efficiency increase based on experience with the goal of a model that can simultaneously achieve the goals of analytically tractability and the investigation of how cumulative cultural evolution interacts with other model mechanisms.

The social norm is not an explicit evolutionary outcome
In our model, the social norm of whether the guilds in a group share their production equally with apprentices (egalitarian) or without constraint (non-egalitarian) is assumed to be an exogenous factor. The emergence, survival, and spread of such a social norm is not explicitly modeled in a cultural-evolutionary manner. We note, however, that future variants of our model that aim to explicitly model these culturalevolutionary dynamics may use the average group fitness for this purpose.

## Preference is not an explicit evolutionary outcome

In our model, group members' innate types are solely characterized by their preference $U$. Members are born and die in our model, which may lead a standard evolutionary model to incorporate the effect of natural selection: such as on members' preference. Also, human preferences in reality are significantly dependent on the local environment, and on the preferences of associates. However, our economics-based model abstracts away the effects of natural selection and of adaptive learning on members'
preferences. A mechanistically realistic model would allow members' preferences $U$ to undergo variations-via either genetic mutation or adaptive learning-as well as to differentially survive and propagate (via genetic- or cultural-evolutionary channels). However, recall that we have abstracted away this process by assuming that in equilibrium, members' genetic evolution and adaptive learning will cause surviving members to have their preference coincide with the ecologically optimal utility function $U$. Our approach has the advantage of epistemic modesty on how the fitness-utility function $U$ is determined in reality, but has the disadvantage of lacking realism of how such a preference may be mechanistically shaped by various factors spanning genetics and the environment.

### 3.4.3 Future Directions

## Effect of overconfidence on societal innovation

Prediction 5 of our model states that egalitarian groups' number of innovated specializations is more robust to changes in confidence levels. Specifically, an increased social norm overconfidence will tend to increase societal innovation in non-egalitarian groups. While this effect can also occur in egalitarian groups, it will tend to occur in fewer situations.

We have not yet found empirical corroboration of the prediction that egalitarian groups' innovation are more robust to changes in confidence (or falsification, for that matter). While we have been able to find datasets on groups that vary in their degree of egalitarianism, as well as datasets on groups that vary in confidence norms, it remains to compile a dataset on groups that sizably vary in both. We propose the future collection of such a dataset in order to either corroborate or falsify the at-large
prediction.
Further tests of our prediction that overconfidence tends to generally increase societal innovation-and thereby, group fitness - will also require a dataset on societies that show sufficient variation in their degrees of overconfidence. While the finding of Cieślik et al. ${ }^{40}$ that countries' entrepreneurial overconfidence affects their GDP values in the way predicted by our model is a valuable start, robust and non-confounded measurements of overconfidence or underconfidence norms at the society level is a nontrivial but doable task ${ }^{163}$. We propose the future collection of data on social norms pertaining to the degree of overconfidence or underconfidence in various cultures around the world, so that the effect of these confidence norms on societal innovation may be further studied, ideally in a robust and non-confounded way.

## Effect of changing cost parameters on societal innovation

We similarly propose empirical tests of another mathematical interpretation of Prediction 4. Specifically, this is the prediction that egalitarian groups' number of innovated specializations is more robust to changes in emerging guilds' real (rather than perceived) cost values: the fixed cost and the per-unit cost. Nontrivial tests of this prediction for real cost values (rather than perceived cost values, as a parametrization of innovators' overconfidence or underconfidence) would necessitate domain-specific knowledge of the cost parameters ahead of time, such as how many labor hours are needed for the production of a given amount of a certain good or service. In general, corroborating further or falsifying any of our model's predictions via additional data would be scientifically productive.

Incorporating resource curse
Our model's prediction that non-egalitarian groups experience a penalty to average group fitness due to innovating too few specializations may seem counterintuitive. Small-scale mobile foraging groups-the egalitarian societies that exist todayare less specialized than modern non-egalitarian societies. However, this is not a controlled comparison, since the former is characterized by a much lower population size than the latter. Our theory predicts that societies with larger populations tend to innovate more specializations, a prediction corroborated by various archaeological data which suggest that technological complexity increases with population size ${ }^{41,88,111,119,189}$. The increasing effect of population size on innovation can more-than-offset the decreasing effect due to non-egalitarian social norms. The question of why non-egalitarianism consistently emerges in modern societies (and agricultural societies in general) may be studied in future work, by incorporating into our model the resource curse and other additional causal mechanisms.
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### 3.5 Supplementary Information: The model

Suppose first that there is a single group, whose population is modeled by a volume. It is comprised of numerous members, each of whom has infinitesimal volume in the population. Let $Z=[0, L]$ model the population of these members, where $L>0$ denotes the total volume of all members in the population. In other words, the quantity $L$ represents the normalized approximation of the group's population size. For conciseness, we call $L$ the population size. Members are divided into two overlapping generations: seniors and juniors. Juniors who survive to the next time step become seniors, whose experience improves the productivity of their specialization.

### 3.5.1 Production

The group's members coordinate on a number of specializations (e.g., hunting, fishing, gathering), each of which manifests as a guild which cooperatively produces the corresponding specialized good (e.g., meat, fish, gathered food items). Each specialized guild contains a finite number of members. As a result, since the group's population size is modeled by a continuum, the set of specializations must also be modeled by a continuum. Let the continuum $I=[0, \infty)$ denote the set of all possible specializations. The index $i \in I$ will be used to mean, depending on the context, either the given specialized guild or the corresponding specialized good that is produced by the guild.

We assume that specialized guilds come in two types. The first type is a recently emerging guild. We assume that recently emerging guilds are inefficient, due to their lack of experience. The second type is a traditional guild, whose methods of production have been passed down from generation to generation. We assume that the tradi-
tional guilds, compared to their recently innovated counterparts, produce with higher efficiency due to their experiential learning. Traditional guilds are led by their senior leaders, who take on junior apprentices. This is the mechanism of cultural learning. The remaining juniors coordinate to create and produce in new guilds. This is the mechanism of innovation.

Suppose a specialized guild $i$ was recently innovated. We assume that the total amount of good $i$ produced by this recently emerging guild is equal to the value $x(i)$ which solves the equation

$$
\begin{equation*}
\ell(i)=\alpha+\beta x(i) . \tag{3.25}
\end{equation*}
$$

Observe that the production function (3.26) is characterized by increasing returns. Specifically, there is a fixed cost, denoted by $\alpha$. The fixed cost denotes the amount of time that members of the specialized guild $i$ have to collectively spend. For example, the $=$ specialized guilds of mobile forager bands may have needed to spend a fixed amount of time and resources to survey the current area, to create the necessary tools, and to invest in other overhead costs. The per-unit cost is denoted by $\beta$. In the above example, the per-unit cost denotes the average amount of goods created by one guild member in one unit of time after the phase of surveying the area and developing the cooperative foraging strategy.

On the other hand, suppose a specialized guild $i$ is a traditional guild. We assume that the total amount of good $i$ produced by this traditional guild is equal to the value $x(i)$ which solves the equation

$$
\begin{equation*}
\ell(i)=\hat{\alpha}+\hat{\beta} x(i) . \tag{3.26}
\end{equation*}
$$

Here, we assume that the fixed cost $\hat{\alpha}$ and the per-unit cost $\hat{\beta}$ are assumed to be lower
than their counterparts for recently emerging guilds: that $\hat{\alpha} \leq \alpha$ and $\hat{\beta} \leq \beta$ (with at least one of the inequalities assumed to hold strictly).

After every specialized guild produce its respective good, the good is distributed among the guild members. The ratio of the distribution is determined by the group's social norm. In non-egalitarian groups, senior leaders have the right to give each junior apprentice a smaller proportion of their guild's produced good. Thus, they will in equilibrium pay each junior apprentice the proportion that would make the apprentice indifferent between apprenticing at a generic traditional guild and founding a generic emerging guild. In other words, the exchange value of the proportion allocated to an apprentice of a traditional guild must be equal to that of the proportion allocated to a founder of an emerging guild.

However, in egalitarian groups, senior leaders do not have the right to give each junior apprentice any amount less than they accord each of themselves. Consequently, in equilibrium, every traditional guild shares equally, even among both senior leaders and apprentices.

### 3.5.2 Preference

A bundle of goods $c \in[0, \infty)^{I}$ is defined by the collection of nonnegative numbers $c(i)$, each of which denotes the amount of the specialized good $i$ corresponding to guild $i$.

An agent's fitness from obtaining the bundle of goods $c \in[0, \infty)^{I}$ is

$$
\begin{equation*}
U(c)=\int_{i \in I} c(i)^{\theta} d i \quad \text { for } \theta>0 \tag{3.27}
\end{equation*}
$$

It is a utility function on the space

$$
\begin{equation*}
\mathcal{C}=\left\{c \in \mathcal{L}^{2}(I): c(i) \geq 0 \text { for all } i \in I\right\} \tag{3.28}
\end{equation*}
$$

of potentially consumed information-good bundles. Here, $\mathcal{L}^{2}(S)$ denotes the normed space of square-integrable, Lebesgue-measurable functions $S \rightarrow \mathbb{R}$, which comes with the caveat that two Lebesgue-measurable functions $f_{1}, f_{2}$ are considered equivalent if they only differ on a measure-zero subset.

In the above, "fitness" denotes some combination of cultural fitness and genetic fitness, the exact ratio of which we are agnostic about. The combination is likely weighted towards the former, given the compelling body of evidence that cultural evolution is the primary adaptive mechanism acting on human phenotypes. In equilibrium, every agent's decision-making maximizes their fitness function. Thus, we use the terms "fitness function" and "utility function" interchangeably.

When $\theta<1$, the fitness function $U$ has the property of increasing returns to specialization. Specifically, consider subsets $S_{1} \subsetneq S_{2} \subsetneq I$ of positive measures $n_{1}<n_{2}$; without loss of generality, we can let $S_{1}=\left[0, n_{1}\right]$ and $S_{2}=\left[0, n_{2}\right]$. The property of increasing returns to specialization is that for any $C \in(0, \infty)$,

$$
\begin{equation*}
\int_{0}^{n_{1}} C^{\theta} d i<\int_{0}^{n_{2}}\left(\frac{C n_{1}}{n_{2}}\right)^{\theta} d i \tag{3.29}
\end{equation*}
$$

In other words, the fitness function $U$ strictly prefers spreading out a fixed number of units for consumption within the larger subset $S_{2}$ over doing so within the smaller subset $S_{1}$.

On the other hand, when $\theta>1$, the fitness function $U$ has the property of increas-
ing returns to homogeneity. The definition of this property is given by replacing the inequality (3.29) with the reverse inequality

$$
\begin{equation*}
\int_{0}^{n_{1}} C^{\theta} d i>\int_{0}^{n_{2}}\left(\frac{C n_{1}}{n_{2}}\right)^{\theta} d i \tag{3.30}
\end{equation*}
$$

Finally, when $\theta=1$, the fitness function $U$ is indifferent between increasing returns to specialization and increasing returns to homogeneity. It prioritizes the summed amount of all goods, without distinguishing between distinct goods.

Throughout this paper, we will assume that $\theta<1$ unless otherwise stated. This assumption represents the case in which the returns to specialization are increasing: the case where niche specialization and mutually beneficial trade occurs.

For tractability, we have assumed symmetry among the possible goods $i \in I$ in our fitness utility function $U$. Also, we have implicitly assumed that the mechanisms causing increasing returns to specialization and those causing increasing returns to homogeneity can be aggregated into a unidimensional parameter $\theta>0$. We note that these are significant oversimplifications, and that our model can be generalized to incorporate realistic variability in these and other aspects.

### 3.5.3 Exchange

Without loss of generality, suppose that the subset of traditional guilds is [0, $n_{\text {trad }}$ ) and the subset of emerging guilds is $\left[n_{\text {trad }}, n\right)$.

If $i \in\left[n_{\operatorname{trad}}, n\right)$ denotes an emerging guild, say comprising a population size of $\ell(i)$ larger than the fixed $\operatorname{cost} \alpha$, it produces

$$
\begin{equation*}
x(i)=\frac{\ell(i)-\alpha}{\beta} \tag{3.31}
\end{equation*}
$$

units of goods $i$. On the other hand, if the producers of a traditional guild $i \in\left[0, n_{\text {trad }}\right)$, say comprising a population size of $\ell(i)$ larger than the fixed cost $\hat{\alpha}$, it produces

$$
\begin{equation*}
x(i)=\frac{\ell(i)-\hat{\alpha}}{\hat{\beta}} \tag{3.32}
\end{equation*}
$$

units of good $i$. We require that $\ell(i)$ is a Lebesgue-measurable function that satisfies

$$
\begin{equation*}
\int_{i \in I} \ell(i)=L \tag{3.33}
\end{equation*}
$$

Simultaneously, the specialized guild producing each good $i$ offers a relative price $p(i):[0, n] \rightarrow[0, \infty)$ for their product. The function $p(i)$ is assumed to be contained in the space $\mathcal{L}^{2}([0, n])$ of square-integrable functions. Then, the members maximize their utility by voluntarily exchanging their produced goods with each other according to the relative price vector $p(i)$. The total value that a producer of good $i$ has to exchange is given by the wage function

$$
\begin{equation*}
w(i)=\frac{p(i) x(i)}{\ell(i)} \tag{3.34}
\end{equation*}
$$

Assume that $w(i)=W$ is the total exchange value of the produced goods that an agent starts with. After the agent's net exchange, their bundle of goods is assumed to solve the fitness-maximization program:

$$
\begin{equation*}
\max _{c(i) \in \mathcal{C}} U(c) \tag{3.35}
\end{equation*}
$$

with respect to the constraint

$$
\begin{equation*}
\int_{i \in[0, n]} p(i) c(i) d i=W . \tag{3.36}
\end{equation*}
$$

The solution $c=c^{*}$ of the fitness-maximization program (3.35) must satisfy the continuum version of the Lagrange-multiplier necessary condition. The necessary condition is that the Gâteaux derivative of the Lagrangian functional

$$
\begin{equation*}
\mathcal{L}[c, \lambda]=\int_{i \in[0, n]}\left(c(i)^{\theta}-\lambda p(i) c(i)\right) d i \tag{3.37}
\end{equation*}
$$

with respect to each variable $c(i)$ equals zero at $c=c^{*}$. For each variable $c(i)$, the Gâteaux derivative with respect to $c(i)$ is given by

$$
\begin{equation*}
\frac{\partial \mathcal{L}[c, \lambda]}{\partial c(i)}=\theta c(i)^{\theta-1}-\lambda p(i) . \tag{3.38}
\end{equation*}
$$

Setting this equal to zero, we obtain the necessary condition

$$
\begin{equation*}
\theta c(i)^{\theta-1}=\lambda p(i) . \tag{3.39}
\end{equation*}
$$

The collection of necessary conditions for each variable $c(i)$ uniquely determines the fitness-maximizing bundle of goods $c=c^{*}$ that the individual achieves during the exchanging phase. The explicit formula for $c^{*}$ further yields an explicit formula $x(p)$ for every guild's optimal amount of goods to produce when their goods are priced at $p$. This is done as follows.

First, the necessary condition (3.39) is rewritten as

$$
\begin{equation*}
c(i)=\left(\frac{\lambda p(i)}{\theta}\right)^{-\frac{1}{1-\theta}} \tag{3.40}
\end{equation*}
$$

This determines the relative amount consumed of each good $i$,

$$
\begin{equation*}
\frac{c(i)}{c(j)}=\left(\frac{p(j)}{p(i)}\right)^{\frac{1}{1-\theta}} \tag{3.41}
\end{equation*}
$$

Rearrange (3.41) to get

$$
\begin{equation*}
c(i)=c(j)\left(\frac{p(j)}{p(i)}\right)^{\frac{1}{1-\theta}} \tag{3.42}
\end{equation*}
$$

Then, multiply by $p(i)$ and integrate to get

$$
\begin{equation*}
\int_{0}^{n} p(i) c(i) d i=c(j) p(j)^{\frac{1}{1-\theta}} \int_{0}^{n} p(i)^{1-\frac{1}{1-\theta}} d t \tag{3.43}
\end{equation*}
$$

Note that the left-hand side of $(3.43)$ is precisely $W$. So, we get

$$
\begin{equation*}
p(j)^{-\frac{1}{1-\theta}}\left(\int_{0}^{n} p(i)^{-\frac{\theta}{1-\theta}} d i\right)^{-1} W=c(j) \tag{3.44}
\end{equation*}
$$

Take the values of the relative price function $p(\cdot)$ and the values of the output function $c(\cdot)$ to be fixed, except for the values $p(j)$ and $x(j)$. This determines the starting exchange value $W_{a}$ of agent $a$ by

$$
\begin{equation*}
W_{a}=\int_{i \in[0, j) \cup(j, n]} p(i) c_{a}(i) d i \tag{3.45}
\end{equation*}
$$

The expression (3.44) we obtained before can then be written as

$$
\begin{equation*}
c_{a}(j)=p(j)^{-\frac{1}{1-\theta}}\left(\int_{0}^{n} p(i)^{-\frac{\theta}{1-\theta}} d i\right)^{-1} W_{a} . \tag{3.46}
\end{equation*}
$$

Take the integral of (3.46) over all members $a$, which yields

$$
\begin{equation*}
C^{\text {total }}(j)=p(j)^{-\frac{1}{1-\theta}}\left(\int_{0}^{n} p(i)^{-\frac{\theta}{1-\theta}} d i\right)^{-1} W^{\text {total }} \tag{3.47}
\end{equation*}
$$

This gives a formula for the optimal amount of goods $x_{j}(p)$ to produce, assuming a relative price value of $p$.

$$
\begin{equation*}
x_{j}(p)=p^{-\frac{1}{1-\theta}}\left(\int_{0}^{n} p(i)^{-\frac{\theta}{1-\theta}} d i\right)^{-1} W^{\text {total }} \tag{3.48}
\end{equation*}
$$

Size of emerging guilds

Suppose $i$ is an emerging guild, say with number of members

$$
\begin{equation*}
\ell=\alpha+\beta x \tag{3.49}
\end{equation*}
$$

Their optimal guild size $x$ is determined by the optimal guild-size program:

$$
\begin{equation*}
\operatorname{maximize} \frac{p x_{j}(p)}{\alpha+\beta x_{j}(p)} \text { subject to } p>0 \tag{3.50}
\end{equation*}
$$

The maximum is obtained at the point where the derivative is zero:

$$
\begin{equation*}
\frac{\partial}{\partial p} \frac{p x_{j}(p)}{\alpha+\beta x_{j}(p)}=\frac{\left(\alpha+\beta x_{j}(p)\right)\left(x_{j}(p)+p \frac{\partial x_{j}}{\partial p}(p)\right)-p x_{i}(p) \beta \frac{\partial x_{j}}{\partial p}(p)}{\left(\alpha+\beta x_{j}(p)\right)^{2}}=0 . \tag{3.51}
\end{equation*}
$$

This is simplified to

$$
\begin{equation*}
\left(\alpha+\beta x_{j}(p)\right)\left(\frac{x_{j}(p)}{\frac{\partial x_{j}}{\partial p}(p)}+p\right)-\beta p x_{i}(p)=0 . \tag{3.52}
\end{equation*}
$$

The function $x_{j}(p)$ is given by $p^{-\frac{1}{1-\theta}}$ times a constant. Thus, we have

$$
\begin{equation*}
\frac{x_{j}(p)}{\frac{\partial x_{j}}{\partial p}(p)}=-p(1-\theta) \tag{3.53}
\end{equation*}
$$

Substituting this into (3.52), we get

$$
\begin{equation*}
\frac{\partial}{\partial p} \frac{p x_{j}(p)}{\alpha+\beta x_{j}(p)}=\frac{\alpha \theta-\beta(1-\theta) x_{j}(p)}{\left(\alpha+\beta x_{j}(p)\right)^{2}} \tag{3.54}
\end{equation*}
$$

This derivative is zero if and only if

$$
\begin{equation*}
x_{j}=\frac{\alpha \theta}{\beta(1-\theta)} . \tag{3.55}
\end{equation*}
$$

This is the optimal size of emerging guilds, the size that maximizes the exchange value accorded to each member.

Note. We remark that the above logic relies on the assumption that $\theta<1$. What happens when $\theta \geq 1$ instead? In that case, the derivative (3.54) is positive whenever $p$ and $x_{j}(p)$ are positive. This is because the numerator

$$
\begin{equation*}
\alpha \theta-\beta(1-\theta) x_{j}(p) \tag{3.56}
\end{equation*}
$$

is positive. Thus, a larger guild size will always yield more exchange value per member than a smaller guild. This intuitively makes sense. With either neutral or decreas-
ing returns to specialization, it is in the individuals' interest to coordinate on a small number of populous guilds. This has the benefit of mitigating the inefficiency posed by the fixed cost and, for the case of strictly decreasing returns to specialization, of achieving the consequently increasing returns to homogeneity. Since we are interested in studying groups of people who exchange specialized goods for their mutual benefit, we will return to the case of $\theta<1$ (increasing returns to specialization, decreasing returns to homogeneity) for the remainder of this paper.

## Size of traditional guilds

By the same argument as above, the optimal size of traditional guilds in egalitarian groups is given by

$$
\begin{equation*}
\ell_{j}=\hat{\alpha}+\hat{\beta} x_{j}=\frac{\hat{\alpha}}{1-\theta} . \tag{3.57}
\end{equation*}
$$

This is because the optimal amount to produce per member is given by

$$
\begin{equation*}
x_{j}=\frac{\hat{\alpha} \theta}{\hat{\beta}(1-\theta)} . \tag{3.58}
\end{equation*}
$$

However, the optimal size of traditional guilds in non-egalitarian groups must be computed differently. The total exchange value allocated to each innovator is

$$
\begin{equation*}
w^{\mathrm{inn}}=\frac{\text { total value produced }}{\text { number of producers }}=\frac{p^{\mathrm{inn}} x^{\mathrm{inn}}}{\ell^{\mathrm{inn}}}=\frac{p^{\mathrm{inn}} \theta}{\beta} . \tag{3.59}
\end{equation*}
$$

The seniors need to promise at least this much to each junior apprentice. As a result, the seniors maximize the optimal guild-size program:

$$
\begin{equation*}
\operatorname{maximize} \frac{p x_{j}(p)-w^{\operatorname{inn}}\left(\hat{\alpha}+\hat{\beta} x_{j}(p)-\ell^{\operatorname{trad}}(j)\right)}{\ell^{\operatorname{trad}}(j)} \text { subject to } p>0 \text {. } \tag{3.60}
\end{equation*}
$$

The maximizing price $p$ must solve the first-order condition

$$
\begin{equation*}
x_{j}(p)+p \frac{\partial x_{i}}{\partial p}(p)-w^{\operatorname{in} n} \hat{\beta} \frac{\partial x_{i}}{\partial p}(p)=0 \tag{3.61}
\end{equation*}
$$

Substitute in the expression from before,

$$
\begin{equation*}
\frac{x_{j}(p)}{\frac{\partial x_{j}}{\partial p}(p)}=-p(1-\theta), \tag{3.62}
\end{equation*}
$$

to get the maximizing price:

$$
\begin{equation*}
p^{\operatorname{trad}}=\frac{w^{\mathrm{inn}} \hat{\beta}}{\theta}=\frac{p^{\mathrm{inn} \hat{\beta}}}{\beta} . \tag{3.63}
\end{equation*}
$$

Given the inequality $\hat{\beta} \leq \beta$, traditional guilds' goods have an equal or lower price

$$
\begin{equation*}
p^{\mathrm{trad}}=\frac{p^{\mathrm{inn} \hat{\beta}}}{\beta} \tag{3.64}
\end{equation*}
$$

than that of the emerging guilds' goods, $p^{\mathrm{inn}}$.
From the optimal size of emerging guilds,

$$
\begin{equation*}
x^{\mathrm{inn}}=\frac{\alpha \theta}{\beta(1-\theta)} \Longleftrightarrow \ell^{\mathrm{inn}}=\alpha+\beta x^{\mathrm{inn}}=\frac{\alpha}{1-\theta}, \tag{3.65}
\end{equation*}
$$

we can compute the optimal size of traditional guilds in non-egalitarian groups:

$$
\begin{equation*}
x^{\operatorname{trad}}=\frac{\alpha \theta}{\beta(1-\theta)}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}} \Longleftrightarrow \ell^{\operatorname{trad}}=\hat{\alpha}+\hat{\beta} x^{\operatorname{trad}}=\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} . \tag{3.66}
\end{equation*}
$$

Juniors in egalitarian groups prefer apprenticing to innovating
In non-egalitarian groups, seniors pay their apprentices the precise proportion of the produced goods that would make a junior person indifferent between apprenticing and innovating. What about in egalitarian groups? We demonstrate below that in egalitarian groups, juniors strictly prefer apprenticing to innovating. Thus, the seniors will open up the optimal number of apprentice slots that each pay an equal share, juniors will rush and compete to fill them, and the remaining juniors will cooperate to innovate new guilds.

The trade value of a new guild's equal share is given by

$$
\begin{equation*}
w^{\mathrm{inn}}=\frac{p^{\mathrm{inn}} x^{\mathrm{inn}}}{\ell^{\mathrm{inn}}}=\frac{p^{\mathrm{inn}}\left(\frac{\alpha \theta}{\beta(1-\theta)}\right)}{\frac{\alpha}{1-\theta}}=\frac{\theta p^{\mathrm{inn}}}{\beta} . \tag{3.67}
\end{equation*}
$$

Similarly, the trade value of an old guild's equal share is given by

$$
\begin{equation*}
w^{\operatorname{trad}}=\frac{p^{\operatorname{trad}} x^{\operatorname{trad}}}{\ell^{\operatorname{trad}}}=\frac{p^{\operatorname{trad}}\left(\frac{\hat{\alpha} \theta}{\hat{\beta}(1-\theta)}\right)}{\frac{\hat{\alpha}}{1-\theta}}=\frac{\theta p^{\operatorname{trad}}}{\hat{\beta}} . \tag{3.68}
\end{equation*}
$$

Apprenticing is strictly better than innovating if and only if

$$
\begin{equation*}
\frac{\theta p^{\mathrm{inn}}}{\beta}<\frac{\theta p^{\mathrm{trad}}}{\hat{\beta}} \tag{3.69}
\end{equation*}
$$

which can be simplified to

$$
\begin{equation*}
\hat{\beta} p^{\mathrm{inn}}<\beta p^{\mathrm{trad}} . \tag{3.70}
\end{equation*}
$$

Recall from the formula (3.48) that the optimal amount $x_{j}(p)$ to produce of a good
priced at $p$ is given by

$$
\begin{equation*}
x_{j}(p)=p^{-\frac{1}{1-\theta}} \cdot \text { constant } \tag{3.71}
\end{equation*}
$$

Thus, it follows that

$$
\begin{equation*}
p^{\operatorname{inn}}=p^{\operatorname{trad}}\left(\frac{\hat{\alpha} \beta}{\alpha \hat{\beta}}\right)^{1-\theta} . \tag{3.72}
\end{equation*}
$$

Substituting (3.72) into (3.70), we obtain that apprenticing is strictly better than innovating if and only if

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}<\alpha^{1-\theta} \beta^{\theta} . \tag{3.73}
\end{equation*}
$$

This is always true, since $\hat{\alpha} \leq \alpha$ and $\hat{\beta} \leq \beta$, with one of the two inequalities holding strictly.

Thus, the exchange value of the goods a junior person would gain from apprenticing is strictly higher than that from innovating. Juniors will first fill up the apprentice slots, and only after these slots are all filled up will they choose to innovate.

Juniors who are fortunate enough to apprentice earn more than juniors who are left out and forced to innovate. This is because junior apprentices, unlike junior innovators, enjoy the strictly better benefit of equally sharing with seniors of traditional guilds, whose production is more efficient than emerging guilds. Counterintuitively, the cause of this economic inequality among juniors is the group's egalitarian social norm (equal sharing within each guild, even between seniors and juniors).

### 3.5.4 Multigenerational dynamics

The discussion above pertains to the group's outcome (of coordination, production, and exchange) in a single generation of the model. In the following discussion, we will model how the group's outcome changes over multiple generations.

Let $L(t)$ denote the population of the group at the $t$ th generation, for $t \in \mathbb{N}$.
Suppose that the group, at each time step $t \in \mathbb{N}$, is comprised of an senior generation $L_{\text {senior }}(t)$ and a junior generation $L_{\text {junior }}(t)$. When the time step $t$ is incremented, the following occurs:

1. Members of both the senior generation and the junior generation give birth to the new junior generation $L_{\text {junior }}(t+1)$.
2. All of the previous senior generation $L_{\text {senior }}(t)$, and some proportion $\varphi(t) \in[0,1)$ of the previous junior generation $L_{\text {junior }}(t)$ dies off.
3. The remaining proportion $1-\varphi(t)$ becomes the next senior generation $L_{\text {senior }}(t+$ 1).

We assume that as $t \rightarrow \infty$, the population size $L(t)$ converges to a limit $\bar{L}$. Both endogenous and endogenous mechanisms will factor into the limiting population size $\bar{L}$ in complex and interrelated ways.

We also assume that the number of surviving seniors in each guild is smaller than the equilibrium size of traditional guilds $\ell^{\text {trad }}$. The benefit of this assumption is that the proportion of guilds that are traditional converges to a well-defined limit of 1 , of a full proportion. This is helpful for exposition, although an analogous analysis can be straightforwardly done without assuming that the number of surviving seniors in each guild is small.

Egalitarianism is robustly optimal in the long run
Consider a group comprised solely of guilds with size $\ell$. The representative group member's fitness is given by the function

$$
\begin{equation*}
u(\ell)=\int_{0}^{n} c(i)^{\theta} d i=n c^{\theta}=\frac{L}{\ell}\left(\frac{(\ell-\hat{\alpha}) / \hat{\beta}}{L}\right)^{\theta}=\frac{(\ell-\hat{\alpha})^{\theta}}{\ell} \frac{L^{1-\theta}}{\hat{\beta}^{\theta}} . \tag{3.74}
\end{equation*}
$$

Observe that $u(\ell)$ is a non-monotonic function that is maximized at $\ell=\frac{\hat{\alpha}}{1-\theta}$. Specifically, it is increasing in the region $\ell<\frac{\hat{\alpha}}{1-\theta}$ and decreasing in the region $\ell>\frac{\hat{\alpha}}{1-\theta}$.

In the limit, the proportion of guilds that are traditional rather than innovated increases to 1 . Thus, the group's limiting average fitness is a function of the equilibrium size $\ell^{\text {trad }}$ of traditional guilds.

Recall that in egalitarian groups, the limiting number of specialized guilds is given by $L / \ell^{\text {trad }}$ for

$$
\begin{equation*}
\ell^{\mathrm{trad}}=\frac{\hat{\alpha}}{1-\theta} . \tag{3.75}
\end{equation*}
$$

Thus, the limiting average group fitness is $u\left(\frac{\hat{\alpha}}{1-\theta}\right)$, the maximum possible value.
Colloquially, egalitarianism achieves the long-term niche diversity that maximizes average fitness. A social norm of equal sharing within each guild leads group members to innovate the optimal number of specialized guilds in the long run, which allows the group to capture the maximum possible long-term benefits from innovated specialization.

In contrast, a non-egalitarian group innovates a suboptimally low number of specialized guilds in the long run. Recall that the equilibrium size of traditional guilds in
non-egalitarian groups is

$$
\begin{equation*}
\ell^{\operatorname{trad}}=\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} \tag{3.76}
\end{equation*}
$$

Since we have assumed that $\hat{\alpha} \leq \alpha$ and $\hat{\beta} \leq \beta$ with at least one of these two inequalities holding strictly, we see that the limiting guild size (3.76) is larger than the optimal value, $\frac{\hat{\alpha}}{1-\theta}$. Equivalently, the limiting number of guilds in the group is smaller than the optimal value. The degree of suboptimality increases with how much $\hat{\alpha}$ is smaller than $\alpha$, as well as with how much $\hat{\beta}$ is smaller than $\beta$.

Colloquially, a non-egalitarian social norm that allows seniors to pay their apprentices a lower share causes the group to innovate a suboptimally low number of specializations in the long run. If the parameters of the group and its environment are such that an emerging guild is nearly as efficient as a traditional guild, then the degree of suboptimality is low. However, if the parameters are such that an emerging guild is much less efficient than a traditional guild, then the degree of suboptimality is high.

Moderately overconfident juniors can help offset the innovation penalty posed by non-egalitarianism

Suppose we modify our model so that the group's juniors believe that the fixed cost and the per-unit cost of an emerging guild are not necessarily equal to their true respective values. In this interpretation, $\alpha_{\text {perceived }}$ and $\beta_{\text {perceived }}$ denote the perceived fixed cost and per-unit cost, in the perception of juniors. We distinguish this from $\alpha=\alpha_{\text {true }}$ and $\beta=\beta_{\text {true }}$, the true values of these respective parameters.

The size $\ell^{\text {trad }}$ of traditional guilds in non-egalitarian groups changes when changing
either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$. It changes from

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha \theta}{1-\theta}\left(\frac{\beta}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} \tag{3.77}
\end{equation*}
$$

to

$$
\begin{equation*}
\ell^{*}=\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1} . \tag{3.78}
\end{equation*}
$$

On the other hand, the size of traditional guilds in egalitarian groups is situationally determined. A similar argument to the one presented in (3.73) yields that apprenticing is strictly better than innovating for juniors if and only if

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}<\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} . \tag{3.79}
\end{equation*}
$$

If this inequality holds, then the equilibrium size $\ell^{*}$ is unchanged; it is given by

$$
\begin{equation*}
\ell^{*}=\frac{\hat{\alpha}}{1-\theta} . \tag{3.80}
\end{equation*}
$$

If this inequality holds in the other direction, however, traditional guilds must pay strictly higher than an equal share to incentivize juniors to apprentice. They must pay the precise share at which juniors are indifferent between apprenticing and innovating, just like the traditional guilds of non-egalitarian groups, In this case, the equilibrium size $\ell^{*}$ of traditional guilds in egalitarian groups is given by (3.78), just like that of non-egalitarian groups.

Recall that in the limit, the proportion of guilds that are traditional rather than innovated increases to 1 . Thus, the group's limiting average fitness is a function of the equilibrium size $\ell^{*}$ of traditional guilds.

In non-egalitarian groups, the equilibrium size $\ell^{*}$ of traditional guilds granularly changes with respect to $\alpha_{\text {perceived }}$ and $\beta_{\text {perceived }}$. This means that the group's longterm limiting average fitness changes as well. As either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ increases, the equilibrium size $\ell^{*}$ of traditional guilds increases, because apprentices are less expensive to hire. Thus, the amount of innovated specialization that happens in the long run decreases, making it more suboptimally low than before.

On the other hand, as either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ decreases, the equilibrium size $\ell^{*}$ of traditional guilds decreases, because apprentices are more expensive to hire. Thus, the amount of innovated specialization that happens in the long run increases. The region of increase can be divided into two parts:

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}>\frac{\hat{\alpha}}{1-\theta} \tag{3.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\alpha}+\frac{\alpha_{\text {perceived }} \theta}{1-\theta}\left(\frac{\beta_{\text {perceived }}}{\hat{\beta}}\right)^{\frac{1}{1-\theta}-1}<\frac{\hat{\alpha}}{1-\theta} . \tag{3.82}
\end{equation*}
$$

In the first region (3.81), decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ results in the group's long-term average fitness increasing, and thereby becoming closer to the optimal value. In the second region (3.82), decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ results in the group's long-term average fitness decreasing, and thereby becoming further from the optimal value. In between these two regions, the optimal long-term average fitness is achieved.

In egalitarian groups, however, the equilibrium size $\ell^{\text {trad }}$ of traditional guilds does not always change from the optimal value. Suppose that either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$
increases. The region of increase can be divided into two parts:

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}<\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} . \tag{3.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\alpha}^{1-\theta} \hat{\beta}^{\theta}>\alpha_{\text {perceived }}^{1-\theta} \beta_{\text {perceived }}^{\theta} \tag{3.84}
\end{equation*}
$$

In the first region (3.83), we have seen that decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ does not change the equilibrium guild size $\ell_{\text {trad }}$. In other words, the fact that egalitarianism achieves the optimal amount of innovated specialization is robust to juniors's irrationalities.

Decreasing either $\alpha_{\text {perceived }}$ or $\beta_{\text {perceived }}$ to the point of reaching the second region (3.84) does change the equilibrium guild size $\ell_{\text {trad }}$. This is because in this region, a traditional guild's equal share is insufficient to convince juniors to apprentice rather than innovate. Thus, traditional guilds must pay juniors the precise share at which they are indifferent between apprenticing and innovating. This leads the equilibrium size $\ell_{\text {trad }}$ of traditional guilds to suboptimally increase to (3.78), same as the unconditional equilibrium size of traditional guilds in non-egalitarian groups. This makes the long-term degree of specialized innovation to be suboptimally high, where the suboptimality is due to an excessive loss of productivity from the fixed cost requisite for each specialized guild.

### 3.5.5 Inter-group trade: A two-group model

To investigate the properties of inter-group trade, we consider a model of two groups which have the option of trading with each other. The two groups may potentially
have a trade barrier. This notion can geographic barriers to trade. It can also represent a linguistic trade barrier between neighboring ethnolinguistic groups or subcultures, because such a trade barrier would make trade more difficult. To illustrate, trade patterns within Switzerland and external counterparts show that linguistic differences causally decreases trade volume ${ }^{55}$. This finding was also corroborated by the study of Melitz ${ }^{153}$, who moreover found that literacy and linguistic diversity at home cause foreign trade to increase. Additionally, a study of 67 countries found that greater cultural differences between trade partners tend to decrease trade ${ }^{229}$.

Denote the two groups by Group 1 and Group 2, say of populations $L_{1}$ and $L_{2}$, respectively. Suppose that for $k \in\{1,2\}$, the traditional guilds of Group $j$ produce according to the productivity function

$$
\begin{equation*}
\ell(i)=\hat{\alpha}_{k}+\hat{\beta}_{k} x(i) \tag{3.85}
\end{equation*}
$$

and the emerging guilds of Group $j$ produce according to the productivity function

$$
\begin{equation*}
\ell(i)=\alpha_{k}+\beta_{k} x(i) . \tag{3.86}
\end{equation*}
$$

We also allow each group to have a social norm that can vary in whether guilds are egalitarian, the degree of overconfidence or underconfidence of juniors, and even potentially other dimensions of variation. We let $\ell_{k}^{\text {trad }}$ and $\ell_{k}^{\text {inn }}$ denote the equilibrium sizes of traditional guilds and emerging guilds in Group $j$. We have implicitly assumed that the social norm of Group $j$ is such that the equilibrium size $\ell_{k}^{\text {trad }}$ of traditional guilds and the equilibrium size $\ell_{k}^{\text {inn }}$ of emerging guilds are well-defined quantities.

Moreover, we suppose that the trade barrier between the two groups is represented
by an iceberg transport cost, meaning that one unit of a good reduces to $1 / \tau$ when transported from one group from another. Here, we assume that $\tau \geq 1$, indicating that the trade barrier impedes the exchange of goods between groups.

For $k \in\{1,2\}$, let $p_{k}^{\text {trad }}$ denote the unit price of a traditional guild's good produced in Group $k$, and $p_{k}^{\text {inn }}$ denote that of an emerging guild's good produced in Group $k$. In the limit, the proportion of traditional guilds in both groups increases to 1. Thus, only the price values $p_{k}=p_{k}^{\text {trad }}$ of traditional guilds' goods matter in the limit. Members of Group 1 can obtain goods produced in Group 1 at a price of $p_{1}$, and goods produced in Group 2 as a price of $\tau p_{2}$. Members of Group 2 can obtain goods produced in Group 2 at a price of $p_{2}$, and goods produced in Group 1 as a price of $\tau p_{1}$. Similarly, only the size $\ell_{k}=\ell_{k}^{\text {trad }}$ of traditional guilds matter in the limit.

Recall the formula (3.41) for the ratio between the amounts consumed of two goods,

$$
\begin{equation*}
\frac{c(i)}{c(j)}=\left(\frac{p(j)}{p(i)}\right)^{\frac{1}{1-\theta}} . \tag{3.87}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\frac{c_{1,1}}{c_{1,2}}=\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}} \tag{3.88}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{c_{2,1}}{c_{2,2}}=\left(\frac{p_{2}}{\tau p_{1}}\right)^{\frac{1}{1-\theta}} \tag{3.89}
\end{equation*}
$$

where $c_{k, m}$ denotes the amount consumed of an good produced by group $m$ by an agent of group $k$.

In the limit, there are $n_{1}=L_{1} / \ell_{1}$ types of goods in Group 1 and $n_{2}=L_{2} / \ell_{2}$ types of
goods in Group 2. It follows that among the total value

$$
\begin{equation*}
n_{1} p_{1} \frac{\ell_{1}-\hat{\alpha}_{1}}{\hat{\beta}_{1}} \tag{3.90}
\end{equation*}
$$

of goods produced by Group 1, a proportion

$$
\begin{equation*}
\gamma_{1}=\frac{n_{2} \tau p_{2} c_{1,2}}{n_{1} p_{1} c_{1,1}+n_{2} \tau p_{2} c_{1,2}} \tag{3.91}
\end{equation*}
$$

is spent on the consumption of Group 2's goods. Substituting in (3.88), we get

$$
\begin{equation*}
\gamma_{1}=\frac{n_{2} \tau p_{2}}{n_{2} \tau p_{2}+n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}} . \tag{3.92}
\end{equation*}
$$

We thus obtain that the wage amount

$$
\begin{equation*}
\frac{n_{2} \tau p_{2}}{n_{2} \tau p_{2}+n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}} n_{1} p_{1} \frac{\ell_{1}-\hat{\alpha}_{1}}{\hat{\beta}_{1}} \tag{3.93}
\end{equation*}
$$

is spent on the consumption of Group 2's goods.
By an analogous argument, the total wage of Group 2 is

$$
\begin{equation*}
n_{2} p_{2} \frac{\ell_{2}-\hat{\alpha}_{2}}{\hat{\beta}_{2}}, \tag{3.94}
\end{equation*}
$$

and of it, the proportion

$$
\begin{equation*}
\gamma_{2}=\frac{n_{1} \tau p_{1} c_{2,1}}{n_{2} p_{2} c_{2,2}+n_{1} \tau p_{1} c_{2,1}} \tag{3.95}
\end{equation*}
$$

is spent on the consumption of Group 1's goods. Substituting in (3.89), we get

$$
\begin{equation*}
\gamma_{2}=\frac{n_{1} \tau p_{1}}{n_{1} \tau p_{1}+n_{2} p_{2}\left(\frac{\tau p_{1}}{p_{2}}\right)^{\frac{1}{1-\theta}}} n_{2} p_{2} \frac{\ell_{2}-\hat{\alpha}_{2}}{\hat{\beta}_{2}} \tag{3.96}
\end{equation*}
$$

We thus obtain that the wage amount

$$
\begin{equation*}
\frac{n_{1} \tau p_{1}}{n_{1} \tau p_{1}+n_{2} p_{2}\left(\frac{\tau p_{1}}{p_{2}}\right)^{\frac{1}{1-\theta}}} n_{2} p_{2} \frac{\ell_{2}-\hat{\alpha}_{2}}{\hat{\beta}_{2}} \tag{3.97}
\end{equation*}
$$

is spent on the consumption of Group 1's goods.
In equilibrium, every exchange between the two groups must be between equal values. It follows that the value imported and the value exported must coincide: that (3.93) equals (3.97). This yields the condition

$$
\begin{align*}
& \frac{\left(L_{2} / \ell_{2}\right) \tau p_{2}}{\left(L_{2} / \ell_{2}\right) \tau p_{2}+\left(L_{1} / \ell_{1}\right) p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}}\left(L_{1} / \ell_{1}\right) p_{1} \frac{\ell_{1}-\hat{\alpha}_{1}}{\hat{\beta}_{1}} \\
& =\frac{\left(L_{1} / \ell_{1}\right) \tau p_{1}}{\left(L_{1} / \ell_{1}\right) \tau p_{1}+\left(L_{2} / \ell_{2}\right) p_{2}\left(\frac{\tau p_{1}}{p_{2}}\right)^{\frac{1}{1-\theta}}}\left(L_{2} / \ell_{2}\right) p_{2} \frac{\ell_{2}-\hat{\alpha}_{2}}{\hat{\beta}_{2}} . \tag{3.98}
\end{align*}
$$

Simplifying, we obtain

$$
\begin{align*}
& \frac{1}{\left(L_{2} / \ell_{2}\right) \tau p_{2}+\left(L_{1} / \ell_{1}\right) p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}} \frac{\ell_{1}-\hat{\alpha}_{1}}{\hat{\beta}_{1}}} \\
& =\frac{1}{\left(L_{1} / \ell_{1}\right) \tau p_{1}+\left(L_{2} / \ell_{2}\right) p_{2}\left(\frac{\tau p_{1}}{p_{2}}\right)^{\frac{1}{1-\theta}} \frac{\ell_{2}-\hat{\alpha}_{2}}{\hat{\beta}_{2}} .} . \tag{3.99}
\end{align*}
$$

Note that when $p_{2}$ increases relative to $p_{1}$, the left-hand side decreases while the righthand side increases. Thus, there is precisely one ratio $p_{2} / p_{1}$ that solves the above
equality condition.

Comparative statics of the proportion of goods exported
The first comparative-statics result we will prove pertains to the proportion of each group's goods that is exported to the other group. We will show that $\gamma_{1}$ and $\gamma_{2}$ are both strictly decreasing in $\tau$. We compute

$$
\begin{align*}
\frac{\partial}{\partial \tau} \gamma_{1} & =\frac{n_{2} p_{2}\left(n_{2} \tau p_{2}+n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}\right)-n_{2} \tau p_{2}\left(n_{2} p_{2}+\frac{1}{1-\theta} n_{1} p_{1} \tau^{\frac{1}{1-\theta}-1}\left(\frac{p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}\right)}{\left(n_{2} \tau p_{2}+n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}\right)^{2}} \\
& =\frac{-\left(\frac{1}{1-\theta}-1\right) n_{2} p_{2} n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}}{\left(n_{2} \tau p_{2}+n_{1} p_{1}\left(\frac{\tau p_{2}}{p_{1}}\right)^{\frac{1}{1-\theta}}\right)^{2}}<0 . \tag{3.100}
\end{align*}
$$

A similar computation shows that $\frac{\partial}{\partial \tau} \gamma_{2}<0$, as well.

Comparative statics as the population ratio varies
The second comparative-statics result we will prove pertains to two groups of different population sizes and equal values for the other parameters. Suppose that the two groups share the same fixed cost for traditional guilds $\hat{\alpha}=\hat{\alpha}_{1}=\hat{\alpha}_{2}$ and the same perunit cost for traditional guilds $\hat{\beta}=\hat{\beta}_{1}=\hat{\beta}_{2}$. Moreover, we suppose that the two groups' respective social norms are such that they share the same equilibrium size of traditional guilds, $\ell=\ell_{1}=\ell_{2}$. However, we suppose that the two groups' population sizes, $L_{1}$ and $L_{2}$, are not necessarily the same.

Without loss of generality, suppose that $p_{2} \geq p_{1}$. Then, let $y=p_{2} / p_{1}$. Similarly, we let $z=n_{2} / n_{1}=L_{2} / L_{1}$. We will let the population ratio $z$ vary, and observe its
comparative-statics effect on the price ratio $y$.
We can simplify the equality (3.99) to

$$
\begin{equation*}
\frac{1}{z+(\tau y)^{\frac{1}{1-\theta}-1}}=\frac{y}{1+z\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}-1}}, \tag{3.101}
\end{equation*}
$$

and further to

$$
\begin{equation*}
0=\left(1+z\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}-1}\right)-y\left(z+(\tau y)^{\frac{1}{1-\theta}-1}\right) . \tag{3.102}
\end{equation*}
$$

This can be rearranged to

$$
\begin{equation*}
z y^{1-\frac{1}{1-\theta}}\left(\tau^{\frac{1}{1-\theta}-1}-y^{\frac{1}{1-\theta}}\right)=y^{\frac{1}{1-\theta}} \tau^{\frac{1}{1-\theta}-1}-1 \tag{3.103}
\end{equation*}
$$

of equation (3.102). Since $y \geq 1$ and $\tau \geq 1$, the right-hand side of (3.103) is nonnegative, and zero if and only if $y=\tau=1$. Thus, the same applies to the left-hand side of (3.103): we have

$$
\begin{equation*}
\tau^{\frac{1}{1-\theta}-1} \geq y^{\frac{1}{1-\theta}} . \tag{3.104}
\end{equation*}
$$

with equality if and only if $\tau=y=1$.
We can now show via implicit differentiation that $y$ is strictly increasing with respect to $z$. Differentiate (3.102) with respect to $z$ to get

$$
\begin{align*}
0=\frac{1}{\tau y}( & \left(\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}}-\tau\right) y^{2} \\
& \left.-z\left(\tau+\left(\frac{1}{1-\theta}-1\right)\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}}\right) y \frac{\partial y}{\partial z}-\frac{1}{1-\theta}(\tau y)^{\frac{1}{1-\theta}} \frac{\partial y}{\partial z}\right) \tag{3.105}
\end{align*}
$$

Solving for $\frac{\partial y}{\partial z}$, we obtain

$$
\begin{equation*}
\frac{\partial y}{\partial z}=\frac{\left(\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}}-\tau\right) y^{2}}{z\left(\tau+\left(\frac{1}{1-\theta}-1\right)\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}}\right) y+\frac{1}{1-\theta}(\tau y)^{\frac{1}{1-\theta}}} . \tag{3.106}
\end{equation*}
$$

It follows from (3.104) that

$$
\begin{equation*}
\left(\frac{\tau}{y}\right)^{\frac{1}{1-\theta}}-\tau \geq 0 \tag{3.107}
\end{equation*}
$$

with equality if and only if $\tau=y=1$. Thus, the same applies to the expression for $\frac{\partial y}{\partial z}$, given by (3.106). We have $\frac{\partial y}{\partial z} \geq 0$, with equality if and only if $\tau=y=1$.

Moreover, we check the limit of (3.102) as $z \rightarrow \infty$. This yields the equality

$$
\begin{equation*}
0=\lim _{z \rightarrow \infty}\left(z y^{1-\frac{1}{1-\theta}}\left(\tau^{\frac{1}{1-\theta}-1}-y^{\frac{1}{1-\theta}}\right)-\left(y^{\frac{1}{1-\theta}} \tau^{\frac{1}{1-\theta}-1}-1\right)\right) . \tag{3.108}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
0=\lim _{z \rightarrow \infty}\left(y^{\frac{1}{1-\theta}} \tau^{\frac{1}{1-\theta}-1}-1\right) . \tag{3.109}
\end{equation*}
$$

Solving for the limit, we obtain

$$
\begin{equation*}
\lim _{z \rightarrow \infty}=\tau^{\theta} \tag{3.110}
\end{equation*}
$$

the threshold value. We thus see that the domain $z \in[1, \infty)$ is mapped bijectively to the range $y \in\left[1, \tau^{\theta}\right)$ in a monotonically increasing way.

Colloquially, we have shown the following. First, the larger group produces goods of a higher relative price than the smaller group. Second, the ratio $y$ between the two groups' relative prices is strictly increasing in the ratio $z$ of their populations. Finally, the ratio $y$ between the two groups' relative prices converges to the finite value $\tau^{\theta}$ as the ratio $z$ of their populations is taken to infinity.

The ratio $y$ between the two groups' relative prices quantifies how much more exchange value the good of an agent of the more populous group has. It is intuitive that the maximum possible value for this ratio, $\tau^{\theta}$, is increasing in $\tau$. An increase in the trade barrier $\tau$ would significantly reduce the effective market for the less populous group's goods. However, it would only slightly reduce the effective market for the more populous group's goods.

A slightly less obvious fact is that the maximum possible ratio, $\tau^{\theta}$, decreases when love-of-variety increases (when $\theta$ decreases), although this can also be intuitively explained. An increase in the love-of-variety increases the willingness of the more populous group to - despite the trade barrier - trade for the goods of the less populous group.

Comparative statics as the trade barrier varies

The third comparative-statics result we will prove again pertains to two groups of different population sizes and equal values for the other parameters. The result is about how the price ratio of a foreign good to a domestic good varies with respect to the trade barrier $\tau$.

Consider

$$
\begin{equation*}
\tau y=\frac{\tau p_{2}}{p_{1}} \tag{3.111}
\end{equation*}
$$

the effective price ratio of a foreign good to a domestic good in the less populous Group 1. Since $y$ is at least weakly increasing in $\tau$, it follows that (3.111) is strictly increasing in $\tau$. In other words, for members of the less populous Group 1 , the effective price ratio of a foreign good to a domestic good is higher when the trade barrier is higher.

Next, consider

$$
\begin{equation*}
\frac{\tau}{y}=\frac{\tau p_{1}}{p_{2}} \tag{3.112}
\end{equation*}
$$

the effective price ratio of a foreign good to a domestic good in the less populous Group 1. We can show that like (3.111), the ratio (3.112) is also strictly increasing in $\tau$. In other words, for members of the more populous Group 2, the effective price ratio (3.112) of a foreign good to a domestic good is higher when the trade barrier is higher. To demonstrate this, substitute $g=\frac{\tau}{y}$ into (3.102), which yields the equality

$$
\begin{equation*}
0=\left(1+z g^{\frac{1}{1-\theta}-1}\right)-\frac{\tau}{g}\left(z+\left(\frac{\tau^{2}}{g}\right)^{\frac{1}{1-\theta}-1}\right) . \tag{3.113}
\end{equation*}
$$

Differentiating with respect to $\tau$, we obtain

$$
\begin{align*}
0=-\left(\left(\frac{2}{1-\theta}-1\right)\left(\frac{\tau^{2}}{g}\right)^{\frac{1}{1-\theta}-1} g\right) & +\tau z \frac{\partial g}{\partial \tau}+\left(\frac{1}{1-\theta}-1\right) z g^{\frac{1}{1-\theta}} \frac{\partial g}{\partial \tau} \\
& +g\left(\frac{\frac{1}{1-\theta}\left(\frac{\tau^{2}}{g}\right)^{\frac{1}{1-\theta}} \frac{\partial g}{\partial \tau}}{\tau}-z\right) \tag{3.114}
\end{align*}
$$

We can then solve for $\frac{\partial g}{\partial \tau}$,

$$
\begin{align*}
\frac{\partial g}{\partial \tau} & =\frac{1}{\tau\left(\tau^{2} z+\frac{1}{1-\theta}\left(\frac{\tau^{2}}{g}\right)^{\frac{1}{1-\theta}} g\right)+\left(\frac{1}{1-\theta}-1\right) \tau z g^{\frac{1}{1-\theta}}} \\
& \cdot g\left(\tau^{2} z+\left(\frac{2}{1-\theta}-1\right)\left(\frac{\tau^{2}}{g}\right)^{\frac{1}{1-\theta}} g\right) . \tag{3.115}
\end{align*}
$$

Since this expression is positive, we have shown that $\frac{\partial g}{\partial \tau}>0$.
Increasing the trade barrier increases the base price of the more populous group's
goods compared to that of the less populous group's goods. However, this effect is outweighed by the increase in the trade barrier itself. From the perspective of the less populous group's members, the effective price of the more populous group's goods is monotonically increasing with respect to the size of the trade barrier.

Trade barrier decreases group members' utility
Finally, we show that the members of both the more populous Group 2 and the less populous Group 1 have utility strictly decreasing in the trade barrier $\tau$. This follows from the fact that the price of foreign goods in terms of domestic goods, given respectively by (3.111) and (3.112), are both strictly increasing in $\tau$.

Indeed, without loss of generality, we can assume that the equilibrium we have computed occurs sequentially via the following exchanges. First, all members produce their respective goods. This yields the starting allocation. Second, all members of Group 1 exchange within the group to obtain equidistributed goods, as do all members of Group 2. Because this step homogenizes members' allocations within each group, we can without loss of generality consider each group to be comprised of a representative agent. Finally, the representative agent of Group 1 and that of Group 2 exchanges fractions of their respective allocations.

We can without loss of generality assume that the exchanged items are two discrete units: a collection of one unit of each Group 1 good, and a collection of one unit of each Group 2 good. For the representative agent of Group 1, an increase in $\tau$ results in a strict increase in the price of the latter in terms of the former, (3.112). This results in a strict decrease in the maximum utility achievable by the starting allocation, since the utility function $U$ is concave and increasing. An analogous argument with (3.111) shows the same result for the representative agent of Group 2. Thus, we have
shown that the representative members' utility values strictly decrease in the trade barrier $\tau$.

### 3.6 Supplementary Information: Empirical results

The present paper introduces a theoretical framework that aims to understand the process of cultural evolution through the examination of various features of human behavior, including social learning, innovation, self-confidence, sharing behavior, and inter-group trade. By integrating these aspects, the model generates a range of potentially testable predictions. These predictions are theoretically elaborated upon in Section 3.3 and summarized in Tables 3.1 and 3.2.

In this section, we present an empirical analysis of several of these predictions using data from the Ethnographic Atlas, abbreviated as the EA dataset ${ }^{12,22,76,118,121,158}$; and the Western North American Indians, abbreviated as the WNAI dataset ${ }^{112-114,118}$. Specifically, the analysis corroborates the following predictions.

Prediction 1: Groups with a larger population size $L$ have a higher number $n$ of innovated specializations in the long run.

Prediction 2: The long-run number $n$ of specializations is higher when the degree $\theta$ of specialization noncomplementarity in the environment is low.

Prediction 3: Egalitarian groups robustly innovate the optimal number of specializations $n$ in the long run. Non-egalitarian groups innovate a suboptimally low number of specializations $n$ in the long run..

### 3.6.1 Group population and specialization

This subsection empirically explores relationship between group's population and the number of cultural niches entailed by the Prediction 1 of the theoretical model. As predicted by the theory, our analysis establishes that groups with larger population on the local level tend to be characterized by a higher number of activities with specialization.

To explore the relationship empirically the average population of local communities, as captured by the corresponding variable in the EA* is mapped into the measure that reflects the number of specialized activities across ethnic groups in EA. The measure is based on the presence of occupational specialization across nine potential activities (e.g., metal working, weaving, building, etc). ${ }^{\dagger}$ The relationship is explored using an Ordinary Least Squares (OLS) linear-log model, while accounting for: (i) geographic controls (e.g., elevation, terrain ruggedness, distance to coast or river, climate), (ii) continental fixed-effects, and (iii) several ethnographic characteristics (e.g., dependence on hunting vs gathering).

The baseline relationship between the size of local population and the number of specialized activities is depicted in Figure 3.7 in a form of binned scattered plot of residuals with a fitted line. The baseline analysis establishes a statistically significant relationship of magnitude 0.34 in terms of standardized $\beta$ coefficient ${ }^{\ddagger}$, which is significant at $0.1 \%$ level. The empirical relationship is further explored in Table 3.3,
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Figure 3.7. The residualized and binned scatterplot of cultural diversity and group size among EA ethnic groups, plotted with the accompanying OLS linear-log regression. Cultural diversity, denoting the number of specialized activities, is based on variables 57 through 65 of the EA dataset. Group size is based on variable 31. The OLS linear-log regression accounts for geographic controls, continental fixed-effects, and ethnographic characteristics. The relationship is statistically significant at the $0.1 \%$ level, with a magnitude of 0.34 in terms of the standardized $\beta$ coefficient.

Table 3.3: Cultural diversity and group size among EA ethnic groups.

|  | Number of Specialized Activities |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Sample |  |  |  |  | non-WEIRD |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Local Population (Log) | $\begin{gathered} 0.65^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.52^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.64^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.41^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.36^{* * *} \\ (0.07) \end{gathered}$ | $\begin{gathered} 0.34^{* * *} \\ (0.08) \end{gathered}$ |
| Continental FE | No | Yes | No | No | Yes | Yes |
| Geographic Controls | No | No | Yes | No | Yes | Yes |
| Ethnographic Controls | No | No | No | Yes | Yes | Yes |
| Adjusted-R ${ }^{2}$ | 0.29 | 0.40 | 0.32 | 0.40 | 0.46 | 0.46 |
| Observations | 508 | 508 | 508 | 508 | 508 | 475 |

Notes: Using the OLS regression, this table establishes a positive significant effect of the population of local community on the number of specialized activities, across the ethnic groups in EA. Geographic controls are absolute latitude, mean elevation, terrain ruggedness, agricultural suitability, distance to coast or river, temperature and precipitation annual mean and standard variation. Ethnographic controls include dependence on hunting, gathering and agriculture, year of groups ethnographic observation. Both dependent and independent variables has not been normalized to have zero mean in a standard deviation of 1. Spatial correlation robust standard error ${ }^{42}$ estimates are reported in parentheses; ${ }^{* * *}$ denotes statistical significance at the $1 \%$ level, ${ }^{* *}$ at the $5 \%$ level, and * at the $10 \%$ level, all for two-sided hypothesis tests.
which summarizes the result under the different combination of controls across different samples.

### 3.6.2 Cultural diversity and ecological variety

This subsection aims to empirically assess the validity of Prediction 2. As predicted by the theory, groups that inhabit an environment with low specialization noncomplementarity would develop a higher number of specializations.

To evaluate this prediction, we investigate the relationship between the number of specialized activities and the ecological diversity-defined by the number of plants and animal species present-of the environments inhabited by ethnic groups observed in EA and WNAI. The empirical test is based on the assumption that an ecologically diverse environment allows for a wider range of unique strategies for plant and animal species, and that this correlates with a wider range of unique strategies for human specializations.

First, the analysis focuses on the WNAI dataset, which contains the data on both the presence of specialization across 10 activities (e.g., weaving, boat-construction, leather-working, etc) ${ }^{\S}$ and ecological diversity, as captured by the number of plants and animal species present around the ethnic group." The relationship is explored via linear OLS model, while accounting for: (i) geographic controls (e.g., elevation, distance to coast or river, climate), (ii)regional fixed-effects, and (iii) several ethnographic characteristics (e.g., dependence on hunting and agriculture).

[^1]The baseline relationship between the size of local population and the number of specialized activities is depicted in Figure 3.8 in a form of binned scattered plot of residuals with a fitted line. The baseline analysis establishes a statistically significant relationship of magnitude 0.27 in terms of standardized $\beta$ coefficient, which is significant at $0.5 \%$ level. The empirical relationship is further explored in Table 3.4, which summarizes the result under the different combination of controls across different samples.

In the second part of the analysis, we examine the relationship between the number of specialized activities and ecological diversity among ethnic groups in EA. As the dataset does not include a ready-to-use measure of ecological diversity, we develop a novel metric for this purpose. Our measure encompasses various aspects of the local ecology, including plants, animals, terrain, and climate, and is constructed through the following steps:

1. A 200 km -radius zone around the centroid of each ethnic group in EA is constructed;
2. With each zone a number of potentially cultivable crops ${ }^{59}$, number of mammals ${ }^{57}$, range of elevation and terrain ruggedness ${ }^{82}$, and variation in mean annual temperature and annual precipitation ${ }^{58}$ are calculated;
3. These 6 dimension are standardized to have a zero mean and a standard deviation of one;
4. A first principal component of these 6 dimensions is constructed to represent ecological variety.

Relationship between the ecological variety and the number of specialized


Figure 3.8. The residualized and binned scatterplot of cultural diversity and ecological variety among EA ethnic groups, plotted with the accompanying OLS regression. Cultural diversity, denoting the number of specialized activities, is based on variables 57 through 65 of the EA datset. Our measure of ecological variety encompasses the number of potentially cultivable crops ${ }^{59}$, the number of mammals ${ }^{57}$, range of elevation and terrain ruggedness ${ }^{82}$, and variation in mean annual temperature and annual precipitation ${ }^{58}$. The relationship is statistically significant at the $0.1 \%$ level, with a magnitude 0.13 in terms of the standardized $\beta$ coefficient.

Table 3.4: Cultural diversity and ecological variety among WNAI ethnic groups

|  | Number of Specialized Activities |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Sample |  |  |  |  |  | Foragers |
|  | $(1)$ | $(2)$ | $(3)$ | $(4)$ | $(5)$ | $(6)$ |  |
| Ecological Variety | $0.56^{* * *}$ | $0.52^{* * *}$ | $0.60^{* * *}$ | $0.25^{* * *}$ | $0.27^{* * *}$ | $0.34^{* * *}$ |  |
|  | $(0.10)$ | $(0.13)$ | $(0.10)$ | $(0.09)$ | $(0.10)$ | $(0.12)$ |  |
| Region FE |  |  |  |  |  |  |  |
| Ethnographic Controls | No | No | No | No | Yes | Yes |  |
| Geographic Controls | No | No | No | Yos | Yes | Yes |  |
| Adjusted- $R^{2}$ | 0.31 | 0.37 | 0.33 | 0.42 | 0.48 | Yes |  |
| Observations | 172 | 172 | 172 | 172 | 172 | 0.58 |  |

Notes: Using the OLS regression, this table establishes a positive significant effect of the ecological diversity on the number of specialized activities, across the ethnic groups in WNAI. Geographic controls are latitude/ longitude polynomial of the second order, mean elevation, distance to coast or river, temperature and precipitation mean. Ethnographic controls include dependence on hunting and agriculture. Regional FE are based on 6 general regions in the dataset: Mexico, Northwestern, South-Central and Southwestern USA, Western Canada and Subarctic America. Both dependent and independent variables has not been normalized to have zero mean in a standard deviation of 1 . Spatial correlation robust standard error ${ }^{42}$ estimates are reported in parentheses; ${ }^{* * *}$ denotes statistical significance at the $1 \%$ level, ${ }^{* *}$ at the $5 \%$ level, and * at the $10 \%$ level, all for two-sided hypothesis tests.
activities is explored using a linear OLS model, while accounting for other geographic and ethnographic controls, as well as continental fixed effects (i.e., in the same manner as above). The baseline result is presented in Figure 3.9. It establishes a statistically significant relationship of magnitude 0.13 in terms of standardized $\beta$ coefficient, which is significant at $0.1 \%$ level. The relationship is further explored in Table 3.5, demonstrating the robustness of the results to the combination of controls.

### 3.6.3 Egalitarianism and cultural diversity

In this subsection, we empirically examine one of the more intriguing predictions of the theory: the relationship between the presence of egalitarian social norms and the degree of cultural diversity. As previously mentioned in Subsection 3.3.2, the model posits that groups with egalitarian norms and institutions will tend to have a greater number of specialized cultural niches over time, all else being equal.

To test the prediction, we first turn to the WNAI dataset. The measure that captures the number of specialized activities, defined above, is related to the indicator of the presence of food sharing norm in the society.\| The distributions of societies with and without the social norm of food sharing over the number of specialized activities are depicted in Figure 3.10. Figure 3.10 suggests that more egalitarian societies (i.e., ones that practise the sharing of food and chattels) are far more likely to have a higher number of activities with specialization, while the societies with less egalitarian norms more commonly posses a lower number of specialized activities. This observation is supported by a statistical test that compares the means of two distributions. The observed difference between two groups in terms of the number of specialized
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Note: $\beta=0.13$, t-stat $=4.09 R^{2}=0.28$

Figure 3.9. The residualized and binned scatterplot of cultural diversity and ecological variety among WANI ethnic groups, plotted with the accompanying OLS regression. Cultural diversity, denoting the number of specialized activities, is based on variables 218, 221, 224 , $227,230,233,236,241,246,249$ of the WNAI dataset. Ecological variety is based on the binary variables $11-140$. The OLS regression accounts for geographic controls, regional fixed-effects, and several ethnographic characteristics. The relationship is statistically significant at the $0.5 \%$ level, with a magnitude of 0.27 in terms of the standardized $\beta$ coefficient.

Table 3.5: Cultural diversity and ecological variety among EA ethnic groups

|  | Number of Specialized Activities |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Sample |  |  |  |  | non-WEIRD |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Ecological Variety | $\begin{gathered} 0.13^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.15^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.17^{* * *} \\ (0.04) \end{gathered}$ | $\begin{gathered} 0.14^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.13^{* * *} \\ (0.03) \end{gathered}$ | $\begin{gathered} 0.13^{* * *} \\ (0.03) \end{gathered}$ |
| Region FE | No | Yes | No | No | Yes | Yes |
| Geographic Controls | No | No | Yes | No | Yes | Yes |
| Ethnographic Controls | No | No | No | Yes | Yes | Yes |
| Adjusted- $R^{2}$ | 0.02 | 0.19 | 0.03 | 0.22 | 0.27 | 0.27 |
| Observations | 1058 | 1058 | 1058 | 1058 | 1058 | 1012 |

Notes: Using the OLS regression, this table establishes a positive significant effect of the ecological variety on the number of specialized activities, across the ethnic groups in EA. Geographic controls are absolute latitude, mean elevation, terrain ruggedness, agricultural suitability, distance to coast or river, temperature and precipitation annual mean and standard variation. Ethnographic controls include dependence on hunting, gathering and agriculture, year of groups ethnographic observation. Both dependent and independent variables has not been normalized to have zero mean in a standard deviation of 1. Spatial correlation robust standard error ${ }^{42}$ estimates are reported in parentheses; ${ }^{* * *}$ denotes statistical significance at the $1 \%$ level, ${ }^{* *}$ at the $5 \%$ level, and * at the $10 \%$ level, all for two-sided hypothesis tests.


Figure 3.10. Histogram of cultural diversity and egaitarianism among WANI ethnic groups. Cultural diversity, denoting the number of specialized activities, is based on variables 218, $221,224,227,230,233,236,241,246,249$ of the WNAI dataset, while the measure of egalitarianism is based on variable 253 (redistribution of food and chattels within a society).
activities is 2.1, which allows us to reject the null-hypothesis of mean with equality more than $99.9 \%$ confidence.

Since in this case the outcome variable is an ordered categorical variable while the explanatory variable is binary, the relationship could be explored in a greater detail using the ordered probit regression model. Estimation of the empirical model establishes a positive relationship between the presences of food sharing social norm on the number of specialized activities, across a number of specifications (Table 3.6). The results are statistically significant at less than $1 \%$ level throughout. Although this is reassuring, the interpretation of the coefficients is not straightforward. In order to better understand the implications of these parameters, Figure 3.11 presents the average marginal effects of food sharing for each number of specialized activities for the specification in column (5) of Table 3.6. The figure measures the number of activities on the horizontal axis and the average marginal effect of food sharing with its $95 \%$ confidence interval on the vertical axis. As can be seen there, the average marginal effect of food sharing is negative for low number of specialized niches and increases until it becomes positive for high values. This implies that having a food sharing norm in the society decreases the probability of observing low number of specialized activities and increases the probability of observing high values. Thus, the presence of egalitarian social norm shifts the probability distribution of the number of specialized activities rightwards.

Additionally, we perform a similar empirical analysis using the ethnic group-level data from EA. The number of specialized activities, as constructed in Subsection 3.6.1 is mapped into the measure of wealth equality across the societies.** The
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Figure 3.11. Average marginal effect of the presence of food sharing on the number of specialized activities, among WNAI ethnic groups. The figure shows that the average marginal effect of food sharing on the number of specialized activities in a society is negative for low values and positive for high values. This indicates that the presence of a food sharing norm decreases the likelihood of observing low numbers of specialized activities and increases the likelihood of observing high numbers. This suggests that egalitarian social norms shift the distribution of specialized activities towards higher values.

Table 3.6: Cultural diversity and egalitarianism: Ordered probit (WNAI)

|  | Number of Specialized Activities |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Sample |  |  |  |  | Foragers |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Presence of Food Sharing | $\begin{gathered} 1.67^{* * *} \\ (0.22) \end{gathered}$ | $\begin{gathered} 1.59^{* * *} \\ (0.23) \end{gathered}$ | $\begin{gathered} 1.78^{* * *} \\ (0.24) \end{gathered}$ | $\begin{gathered} 1.22^{* * *} \\ (0.30) \end{gathered}$ | $\begin{gathered} 1.29^{* * *} \\ (0.32) \end{gathered}$ | $\begin{gathered} 1.73^{* * *} \\ (0.39) \end{gathered}$ |
| Region FE | No | Yes | No | No | Yes | Yes |
| Ethnographic Controls | No | No | Yes | No | Yes | Yes |
| Geographic Controls | No | No | No | Yes | Yes | Yes |
| Pseudo- $R^{2}$ | 0.11 | 0.15 | 0.12 | 0.20 | 0.22 | 0.29 |
| Observations | 172 | 172 | 172 | 172 | 172 | 129 |

Notes: Using ordered probit regression, this table establishes a positive significant effect of the presences of food sharing social norm on the number of specialized activities, across the ethnic groups in WNAI. Geographic controls are latitude/ longitude polynomial of the second order, mean elevation, distance to coast or river, temperature and precipitation mean. Ethnographic controls include dependence on hunting and agriculture. Regional FE are based on 6 general regions in the dataset: Mexico, Northwestern, South-Central and Southwestern USA, Western Canada and Subarctic America. Heteroskedastisity robust standard error estimates are reported in parentheses; ${ }^{* * *}$ denotes statistical significance at the $1 \%$ level, ${ }^{* *}$ at the $5 \%$ level, and ${ }^{*}$ at the $10 \%$ level, all for two-sided hypothesis tests.
distributions of societies with high and low levels of wealth equality over the number of specialized activities are depicted in Figure 3.12. Although the observed distinction in the distributions is not as stark as in the case of WNAI dataset, with a difference in observed mean number of specialized activities being equal to 0.21 between the two groups, the simple t-test, nevertheless, rejects the null-hypothesis of mean equality with more than $99 \%$ confidence.

The effect of wealth equality on the cultural diversity is further analyzed via the ordered probit regression model. Results of Table 3.7 establish a positive and statistically significant relationship between the presence of wealth equality in the society and the observed number of activities with specialization. The result is robust to combination of geographic and ethnographic controls, as well as continental fixed effects. The interpretation of the result for a full specification in column (5) of Table 3.7 in terms of the average marginal effects is depicted in Figure 3.13. As can be seen there, the average marginal effect of wealth equality is negative for zero specialized niches and positive for positive values. This implies that having a wealth equality in the society significantly reduces chances of having no specialized cultural niches, while increasing the probability of having larger number of activities with specialization.


Figure 3.12. Histogram of cultural diversity and egaitarianism among EA ethnic groups. Cultural diversity, denoting the number of specialized activities, is based on variables 57 through 65 of the EA dataset. The measure of egalitarianism is based on class differentiation based on wealth, which is part of variable 66 .

Table 3.7: Cultural diversity and egalitarianism among EA ethnic groups: Ordered probit

|  | Number of Specialized Activities |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | All Sample |  |  |  |  | non-WEIRD |
|  | (1) | (2) | (3) | (4) | (5) | (6) |
| Presence of Wealth Equality | $\begin{gathered} 0.32^{* *} \\ (0.10) \end{gathered}$ | $\begin{gathered} 0.27^{* *} \\ (0.12) \end{gathered}$ | $\begin{gathered} 0.27^{* * *} \\ (0.11) \end{gathered}$ | $\begin{gathered} 0.34^{* * *} \\ (0.12) \end{gathered}$ | $\begin{gathered} 0.35^{* * *} \\ (0.12) \end{gathered}$ | $\begin{gathered} 0.35^{* * *} \\ (0.13) \end{gathered}$ |
| Continental FE | No | Yes | No | No | Yes | Yes |
| Geographic Controls | No | No | Yes | No | Yes | Yes |
| Ethnographic Controls | No | No | No | Yes | Yes | Yes |
| $\text { Pseudo- } R^{2}$ | 0.06 | 0.21 | 0.09 | 0.21 | 0.26 | 0.26 |
| Observations | 843 | 843 | 843 | 843 | 843 | 808 |

Notes: Using the ordered probit regression, this table establishes a positive significant effect of the presence of equal wealth distribution on the number of specialized activities, across the ethnic groups in EA. Geographic controls are absolute latitude, mean elevation, terrain ruggedness, agricultural suitability, distance to coast or river, temperature and precipitation annual mean and standard variation. Ethnographic controls include dependence on hunting, gathering and agriculture, year of groups ethnographic observation. Heteroskedasticity robust standard error estimates are reported in parentheses; ${ }^{* * *}$ denotes statistical significance at the $1 \%$ level, ${ }^{* *}$ at the $5 \%$ level, and * at the $10 \%$ level, all for two-sided hypothesis tests.


Figure 3.13. Average marginal effect of the intensity of wealth equality on the number of specialized activities, among EA ethnic groups. The figure shows that the average marginal effect of wealth equality intensity on the number of specialized activities in a society is negative at zero specialized activities. The average marginal effect is positive at positive numbers of specialized activities. This overall indicates that wealth equality in a society reduces the probability of having no specialized niches and increases the probability of having a higher number of specialized activities.
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[^0]:    *The population size of the local community measure is based on variable 31 of EA. Coded as the average value of each population size interval of variable 31.
    ${ }^{\dagger}$ The number of specialized activities is based on variables 57 through 65 of EA, and is constructed as a sum of indicators of whether the specialization in each activity exists in the ethnic group.
    ${ }^{\ddagger} \beta$ coefficient of magnitude $d$ implies that an explained variable $y$ changes by $d$ standard deviations if explanatory variable $x$ is increased by one standard deviation.

[^1]:    §The number of specialized activities is based on variables $218,221,224,227,230,233$, $236,241,246,249$ of WNAI dataset and is constructed as a sum of indicators of whether the specialization in each activity exists in the ethnic group.

    TThe measure of ecological variety is based on the binary variables $11-140$ of WNAI dataset, and is constructed as the sum of the indicators for the presence of each plant or animal species.

[^2]:    "The measure is based on the variable 253 of WNAI that is coded as 0 if where is no redistribution of chattels and/or food and 1 otherwise.

[^3]:    ${ }^{* *}$ The measure of wealth equality intensity is constructed based on the variable 66 of EA. The measure is coded as binary equal to 0 if the presence of class stratification based on wealth is observed in the society and coded 1 otherwise.

