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Time-Series Studies of the Relationship between Exchange Rates
and Intervention: A Review of the Techniques and Literature

Nonstructural time-series techniques can cap-
ture statistical regularities in the strength and
timing of relationships among exchange rates,
intervention, and a small number of related
variables. Moreover, they may be applied to
data of any frequency. This versatility makes
it worth considering whether nonstructural
time-series analysis can be used to examine
the impacts of intervention in the very short
run. Of course, the term ‘‘nonstructural’’ is
something of a misnomer. Although little eco-
nomic structure is imposed in estimating time-
series models, interpreting the results invari-
ably requires making structural assumptions.

Despite the recent popularity of time-series
analysis in empirical macroeconomics, only a
few economists have applied this technique to
exchange rates, and fewer still have used it to
shed light on whether sterilized intervention is
effective. There do exist two studies of the
1952-60 Canadian experience with floating
rates, and one study of intervention by the
United States, the United Kingdom, West
Germany, and Japan during the period 1973:4
to 1980:4; these studies are discussed later in
this paper. Both studies of the Canadian float
are based on daily data; the authors reach op-
posite conclusions on whether intervention
(represented by changes in the gold and U.S.
dollar position of the Canadian Exchange
Fund) helped stabilize the exchange rate of
the Canadian dollar against the U.S. dollar.
One possible problem with these two studies
is that they do not include a variable to cap-
ture the separate effects of monetary policy.
(Whenever monetary policy and intervention
policy are correlated, failure to take account
of the effects of the money supply on the ex-
change rate can bias results even when all
intervention is sterilized.)

The third study, based on U.S., U.K., Ger-
man, and Japanese data for the 1970s, does in-

clude the money supply as a separate variable.

Although the framework of this study is po-
tentially useful for examining the effects of

intervention, the researcher chose instead to
concentrate on confirming that central banks

NOTE: Appendix B was written by Robert Flood. The
author wishes to thank Stephanie Sampson for editing the
manuscript.

lean against the wind.

Because very little literature exists on the
subject, much of this survey focuses on ex-
plaining the present popularity of nonstructur-
al techniques, especially vector autoregres-
sions, and on highlighting some of the uses
and limitations of these techniques in studying
the effects of intervention. For example, non-
structural analysis might be useful for testing
whether intervention has any effect at all. The
structural assumptions required to obtain such
evidence are extremely weak. But obtaining
evidence on the magnitude, timing, or even di-
rection of the effects of intervention is much
more difficult. The contemporaneous correla-
tion of sterilized intervention, the money sup-
ply, and exchange rates confounds interpreta-
tion of the vector autoregression coefficients.
In general, it does not make sense for a
researcher to use vector autoregression tech-
niques simply because he or she believes that
structural modeling imposes assumptions
(identifying restrictions) that are difficult to
justify, as economic interpretation of the esti-
mated coefficients of a vector autoregression
requires making the same sort of assumptions.
(See the appendixes for a more detailed
discussion.)

Popularity of Nonstructural Modeling

Much of the current popularity of nonstruc-
tural time-series analysis may be viewed as a
reaction to the poor forecasting performance
of structural econometric models during the
1970s.! Proponents of nonstructural methods

1. Given the enormous volatility of exchange rates dur-
ing the floating-rate period, it is hardly surprising that
1970s-vintage structural models did not forecast exchange
rates well. Meese and Rogoff find that a naive random-
walk model, which predicts that all future exchange rates
will be the same as today’s exchange rate, forecasts as
well as several popular, small structural exchange rate
models at one-month to twelve-month horizons. Remark-
ably, the small structural models do no better than the
random-walk model even when their forecasts are based
on actual realized values of the explanatory variables (rel-
ative money supplies, interest rates, current accounts,
and so forth). Meese and Rogoff find that time-series
methods, such as the vector autoregressions discussed in
the present paper, do just as badly. See Richard Meese
and Kenneth Rogoff, ‘“The Out-of-Sample Failure of Em-
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argue that while there has been much progress
in solving some of the major problems with
1970s-vintage structural models—particularly
in the modeling of private agents’ expecta-
tions—1980s-vintage models have yet to prove
themselves.Z There are reasons to be skepti-
cal, time-series advocates argue, especially in
light of the “‘identification’” problems that still
plague structural modeling.? A structural mod-
el of many equations is not identified if it is in-
sufficiently articulated to sort out the simulta-
neous effects, which can confound and bias
coefficient estimates.4

pirical Exchange Rate Models: Sampling Error or Misspe-
cification?”’ International Finance Discussion Papers 204
(Board of Governors of the Federal Reserve System,
1982; processed); and ‘‘Empirical Exchange Rate Models
of the Seventies: Do They Fit Out of Sample?’’ Journal of
International Economics, vol. 14 (February 1983),

pp. 3-24.

Fair looks at macroeconomic variables, such as output
and prices, and finds that the structural models often per-
form better than the time-series models. See Ray C. Fair,
*‘Analysis of the Accuracy of Four Macroeconometric
Models,’” Journal of Political Economy, vol. 87 (August
1979), pp. 701-18.

Litterman, however, finds that, by employing his
Bayesian algorithm for reducing the number of parameters
estimated in vector autoregressions, the time-series mod-
els forecast macroeconomic variables as well as the major
commercial forecasting services do. See Robert B. Litter-
man, ‘“Techniques of Forecasting Using Vector Auto-
regressions,’’ Working Paper 115 (Federal Reserve Bank
of Minneapolis, 1979; processed).

2. Cooley and LeRoy suggest that the poor forecasting
performance of structural models might have been expect-
ed given the ‘‘specification search‘* algorithm employed
by many econometricians. By reporting only the best re-
sults, econometricians sometimes exaggerate how closely
their theory corresponds to the data. See Thomas F. Coo-
ley and Stephen F. LeRoy, ‘‘Identification and Estimation
of Money Demand,’’” American Economic Review, vol. 71
(December 1981), pp. 82544,

3. See, for example, Christopher A. Sims, ‘*Exogeneity
and Causal Ordering in Macroeconomic Models,”’ in
Christopher A. Sims, ed., New Methods in Business Cy-
cle Research: Proceedings from a Conference, papers and
comments presented at a conference sponsored by the
Federal Reserve Bank of Minneapolis, November 13, 14,
1975 (Federal Reserve Bank of Minneapolis, 1977),
pp. 23-43; ‘‘Macroeconomics and Reality,”” Econome-
trica, vol. 48 (January 1980), pp. 1-48; and ‘‘Policy Anal-
ysis with Econometric Models.’’ Brookings Papers on
Economic Activity, 1:1982, pp. 107-62.

4. Identifying simultaneous-equation systems is neces-
sary if, for example, the econometrician wants to be sure
he is estimating a demand curve and not a supply curve.
In early work in this area, researchers suggested that eco-
nomic theory could provide the exclusion restrictions that
are sufficient to identify systems of simultaneous equa-
tions. For example, while both the supply of and demand
for coffee depend on price, the theorist might specify that
the supply of coffee should depend on the weather in Bra-
zil, but world demand for coffee should not. See Tjalling
C. Koopmans, ed., Statistical Inference in Dynamic Eco-
nomic Models, Cowles Commission for Research in Eco-

Although most empirical models are nomi-
nally identified, critics claim that identification
is often based on questionable assumptions.
For example, variables are excluded from
some equations but not others without good
theoretical justification; a priori knowledge of
the serial-correlation properties of the un-
known error terms is assumed; and policy var-
iables are treated as exogenous (independent)
when they are often endogenous. (Interven-
tion is endogenous if the central bank inter-
venes in response to current developments in
the exchange rate.) Sims argues that these
identifying restrictions are so ‘‘incredible,”’
and the estimates of the structural coefficients
are therefore so badly biased, that structural
and nonstructural modeling differ very little.
So instead of analyzing empirical coefficient
estimates polluted by ‘‘incredible identifying
restrictions,”” Sims recommends looking at un-
restricted time-series correlations and using
them to compare the relative plausibility of
different theories.® The next section examines
Sims’s preferred nonstructural technique,
vector autoregressions.

nomics. Monograph 10 (John Wiley, 1950); and Wm. C.
Hood and Tjalling C. Koopmans, eds., Studies in Econo-
metric Method, Cowles Commission for Research in Eco-
nomics. Monograph 14 (John Wiley, 1953).

Modern expectations theory has slightly modified this
view of identification. Because coffee can be stored, the
demand for coffee in the world may depend on expecta-
tions about the temperature in Brazil. Identification is still
obtainable by noting that the temperature in Brazil should
only affect the demand for coffee through price expecta-
tions; see Sims, ‘‘Macroeconomics and Reality.”

For descriptions of statistical techniques to deal with
identification under rational (forward-looking) expecta-
tions, see Lars Peter Hansen and Thomas J. Sargent,
‘‘Formulating and Estimating Dynamic Linear Rational
Expectations Models,”’ Journal of Economic Dynamics
and Control, vol. 2 (February 1980), pp. 7-46; and Ray C.
Fair and John B. Taylor, ‘*Solution and Maximum Likeli-
hood Estimation of Dynamic Nonlinear Rational Expecta-
tions Models,”” Econometrica, vol. 51 (July 1983),
pp. 1169-86.

5. Not everyone who agrees that 1970s-vintage structur-
al models have their problems arrives at Sims’s conclu-
sion that nonstructural methods are the way to go. Lucas
recommends dealing with identification problems by ex-
ploiting microeconomic data bases. Zellner vigorously at-
tacks the notion that knowledge can be extracted from the
data without imposing a particular theoretical structure,
and he challenges the atheoretical definition of causality
espoused by Sims and Granger. See Robert E. Lucas, Jr.,
‘‘Methods and Problems in Business Cycle Theory,”’
Journal of Money, Credit and Banking, vol. 12, part 2
(September 1980), pp. 696-715; and Arnold Zellner,
‘‘Causality and Econometrics,”’ in Karl Brunner and
Allan H. Meltzer, eds., Three Aspects of Policy and
Policymaking: Knowledge, Data and Institutions, Carne-
gie-Rochester Conference Series on Public Policy, vol. 10
(Amsterdam: North-Holland, 1979), pp. 9-54.



Vector Autoregresssions

The vector autoregression methodology Sims
uses is a representative and widely used multi-
variate, nonstructural time-series technique.®
In a vector autoregression, no variable is
treated a priori as exogenous with respect to
any other variable in the model.” The list of
possible explanatory variables is the same in
every equation, and it includes lagged values
of the left-hand variable together with lagged
values of all the other variables in the model.
For example, the equation for the exchange
rate § (dollars per units of foreign currency)
might be specified as follows:

IS, =anSi—1 + anS,> +

+ a,Si—p + and, )+ axnl

+ ...+ axl,_,+ aM,_,;
+ apM, >

+ ...+ a.M,_,

+ ... vanZ, 1 + anZ,—>
+ ...+ a, 20 t €

where I is intervention (for example, a simul-
taneous sale by the central bank of interest-
bearing assets denominated in dollars and pur-
chase of interest-bearing assets denominated
in foreign currency); M is the money supply of
the foreign country; and Z is a vector of other
variables in the model such as interest rates,
the U.S. money supply, and so forth. Sub-
scripts on the variables denote calendar time;
lowercase letters represent coefficients; ¢, is
an error term.

The vector autoregression model includes
similar equations for I, M, and Z. The uncon-
strained vector autoregression system may be
thought of as subsuming a wide class of struc-

6. Sargent provides a good introduction to vector auto-
regression techniques and philosophy in Thomas J. Sar-
gent, “‘Estimating Vector Autoregressions Using Methods
Not Based on Explicit Economic Theories,”” Federal Re-
serve Bank of Minneapolis, Quarterly Review, vol. 3
(Summer 1979), pp. 8-15.

7. There are many multivariate time-series techniques
that a priori model some variables as exogenous. Such
techniques are not ideal for studying the effects of inter-
vention on exchange rates because intervention often re-
sponds to changes in exchange rates.

tural models, each of which implies a different
set of theoretical coefficient constraints. For
example, a structural model in which interven-
tion is ineffective would include among its
constraints that the coefficients a,;, az, .. .,
a,, on intervention 7 in equation 1 all be zero.
Sims argues that by estimating a vector auto-
regression system with many parameters, it
will often be possible to identify the most
plausible set of restrictions on the coefficients
of a structural model.?

However, the vector autoregression implic-
itly imposes some constraints of its own. Giv-
en a finite data set, the maximum lag length
cannot be set so long as to exhaust all degrees
of freedom.® Similarly, the number of varia-
bles included in the equation has to be limited
to attain computational tractability. Neverthe-
less, one has to be careful in excluding varia-
bles. If important variables are omitted, the
researcher will generally have difficulty draw-
ing economic inferences from the vector au-
toregression coefficients. For example, if the
researcher wants to study daily data but does
not have daily observations on the monetary
base, then he or she may find that the estimat-
ed intervention coefficients confound the ef-
fects of sterilized intervention and monetary
policy.10

Some further technical comments on the
vector autoregression equation 1 are in order.
The variables are assumed to be adjusted for
trends and seasonality, when necessary, in a
mutually consistent fashion; otherwise trend
or seasonal terms may have to be included in
equation 1. Other transformations of the data,
such as taking logarithms or differencing, may
be required as well. Some important problems
may arise here: the researcher must take care
not to alter causal relationships between the
variables. (Similar problems arise in structural
modeling.) Also, the choice of a linear specifi-

8. Taylor tests his structural model by comparing its dy-
namic properties to those of an unrestricted vector auto-
regression. Refer to John B. Taylor, “‘Output and Price
Stability: An International Comparison,”’ Journal of Eco-
nomic Dynamics and Control, vol. 2 (February 1980),
pp. 109-32.

9. Geweke and Meese compare alternative criteria for
selecting optimal lag lengths. See John Geweke and Rich-
ard Meese, *‘Estimating Regression Models of Finite but
Unknown Order,”’ International Economic Review, vol.
22 (February 1981), pp. 55-70.

10. If data on the monetary base are unavailable on a
daily basis, it may be possible to use daily interest rates
as a coarse proxy.
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cation for equation 1 is dictated by conve-
nience rather than by economic theory. When
theory strongly suggests that the relationships
among the variables are nonlinear, equation 1
may provide only a poor approximation.!!

Although only the past values of the varia-
bles appear in equation 1, the vector auto-
regression can, in principle, subsume structur-
al models in which forward-looking expecta-
tion mechanisms are very important. As long
as there is no change in policy regime, expec-
tations of the future values of each variable
can be represented in terms of present and
past values of some or all the variables in the
system. Of course, in the face of a sharp
change in policy regime, expectations of future
events may have little relation to past events,
and vector autoregression methods may not
work very well.!2

One might ask why contemporaneous val-
ues of all the variables do not appear on the
right-hand side of equation l. The vector au-
toregression may be thought of as a conve-
nient normalization, whereby contemporane-
ous correlations between the variables are
captured in the covariance matrix of the dis-
turbance terms. However, contemporaneous
correlation can make economic interpretation
of the vector autoregression extremely diffi-
cult (see appendix A). This problem is likely
to hamper analysis of the effects of interven-
tion: intervention often depends in part on
contemporaneous changes in exchange rates,
and these changes may depend on contempo-
raneous intervention. Appendix B demon-
strates a robust method for testing whether

11. Fischer demonstrates how to handle certain nonlin-
earities in a vector autoregression; see Stanley Fischer,
*‘Relative Shocks, Relative Price Variability, and Infla-
tion,”” Brookings Papers on Economic Activity, 2:1981,
pp. 381-432. Sims uses a Kalman filter model to allow the
vector autoregression coefficients to move slowly over
time; see Sims, ‘‘Policy Analysis with Econometric Mod-
els.”

12. Ibid. Sims makes the highly controversial argument
that regimes seldom change as sharply or as permanently
as they sometimes appear to and that a vector autoregres-
sion can adequately describe many fairly long time peri-
ods. See Sims, ‘‘Policy Analysis.”

Lucas contends that 1970s-vintage structural models are
poorly equipped to handle regime changes and that only
fully specified, general-equilibrium structural models can
handle sharp regime changes. See Robert E. Lucas, Jr.,
‘‘Econometric Policy Evaluation: A Critique,’’ in Karl
Brunner and Allan H. Meltzer, eds., The Phillips Curve
and Labor Markets, Carnegie-Rochester Conference Se-
ries on Public Policy, vol. 1 (Amsterdam: North-Holland,
1976), pp. 19-46.

sterilized intervention has a nonzero ‘‘portfo-
lio balance’” effect. But this methodology does
not allow one to rule out the possibility that
the effect is very small or to say anything
about the timing of the effects.

Bivariate Time-Series Studies
of Exchange Rates

Most of the early international macroeconom-
ic studies of nonstructural, multivariate time-
series techniques examine only two variables
at a time. Money and income, or money and
prices, is the pair of variables most commonly
analyzed.'® The exchange rate regime enters
these analyses only indirectly as a rationaliza-
tion for differing results across countries or
across exchange rate regimes.!* A few other
studies focus on testing aspects of the mone-

13. Refer to the following: Robert D. Auerbach and
Jack L. Rutner, ‘A Causality Test of Canadian Money
and Income: A Comment on Barth and Bennett, Canadi-
an Journal of Economics, vol. 11 (August 1978), pp. 583—
94; James R. Barth and James T. Bennett, ‘‘The Role of
Money in the Canadian Economy: An Empirical Test,”
Canadian Journal of Economics, vol. 7 (May 1974), pp.
306—11; Michael Bazdarich, ‘‘Inflation and Monetary Ac-
commodation in the Pacific Basin,”” Federal Reserve
Bank of San Francisco, Economic Review, Summer 1978,
pp. 23-36; John T. Cuddington, ‘‘Money, Income, and
Causality in the United Kingdom: An Empirical Reexami-
nation,’” Journal of Money, Credit and Banking, vol. 13
(August 1981), pp. 342-51; J. Wilson Mixon, Jr., Leila J.
Pratt, and Myles S. Wallace, ‘‘Cross-National Money to
Income Causality,”’ Journal of Money, Credit and Bank-
ing, vol. 11 (November 1979), pp. 419-26; and David Wil-
liams, C.A.E. Goodhart, and D.H. Gowland, ‘‘Money,
Income and Causality: The U.K. Experience,’’ American
Economic Review, vol. 66 (June 1976), pp. 417-23.

Caves and Feige look at money and exchange rates: see
Douglas W. Caves and Edgar L. Feige, ‘‘Efficient Foreign
Exchange Markets and the Monetary Approach to Ex-
change-Rate Determination,”” American Economic Re-
view, vol. 70 (March 1980), pp. 120-34.

14. Some studies found that, under fixed exchange
rates, the U.S. money supply was essentially independent
of income, but in other countries money and income were
mutually dependent. These results were rationalized on
the basis of the dollar being the reserve currency. Other
studies tested, with mixed results, the proposition that the
money supply is more likely to be an independent variable
under freely floating exchange rates than under fixed ex-
change rates.

See, for example, Brian A. Maris, ‘*Causality Between
Money and Income Under Fixed and Floating Exchange
Rates,’’ Rivista Internazionale di Scienze Economiche e
Commerciali, vol. 27, no. 10-11 (1980), pp. 1029-37; J.
Wilson Mixon, Jr., Leila J. Pratt, and Myles S. Wallace,
‘‘Money-Income Causality in the U.K.: Fixed and Flexi-
ble Exchange Rates,’’ Southern Economic Journal, vol.
47 (July 1980), pp. 201-09; Terry C. Mills and Geoffrey E.
Wood, ‘‘Money-Income Relationships and the Exchange
Rate Regime,’’ Federal Reserve Bank of St. Louis,



tary approach to the balance of payments and
on testing relationships among interest rates.!’
But only two studies deal with the effective-
ness of exchange market intervention.

One of these two is a study by Pippinger
and Phillips in which the authors construct a
model of the foreign exchange market and the
operations of the Canadian Exchange Fund.¢
They use ‘‘cross-spectral’’ bivariate time-se-
ries analysis of daily data to examine whether
official intervention contributed to the stability
of Canadian exchange rates.!” They conclude
that

the analysis implies that official intervention re-
duced the variance of daily changes in exchange
rates by 40 to 45 percent. . . . [and] that the Cana-
dian authorities were able to let market forces es-
sentially determine intermediate and long-run
movements in exchange rates while at the same
time playing a very important role in the short-run
stability of the Canadian dollar from 1952 to 1960.!8

However, Pippinger and Phillips are not con-
cerned with the distinction between sterilized
and nonsterilized intervention. Because they
do not choose to control for current or expect-
ed changes in the money supply in their analy-

Review, vol. 60 (August 1978), pp. 22-27; Christopher A.
Sarlo, ‘‘The Role of Money in the Canadian Economy:
Fixed vs. Flexible Exchange Rates,’’ Canadian Journal of
Economics, vol. 12 (February 1979), pp. 89-93; and Biu-
ford H. Putnam and D. Sykes Wilford, ‘‘Money, Income,
and Causality in the United States and the United King-
dom: A Theoretical Explanation of Different Findings,”
American Economic Review, vol. 68 (June 1978),

pp. 423-27.

15. See, for example, Mario 1. Blejer, *‘On Causality
and the Monetary Approach to the Balance of Pay-
ments,’” European Economic Review, vol. 12 (July 1979),
pp. 289-96; David G. Hartman, ‘The International Finan-
cial Market and U.S. Interest Rates,”” Working Paper 598
(Cambridge, Mass.: National Bureau of Economic Re-
search, 1980; processed); and Paul A. Volker, ‘‘Interest
Rate Harmonisation Among Selected Industrial Countries
1961(1)-1970(12),”" European Economic Review, vol. 14
(November 1980), pp. 361-76.

16. John E. Pippinger and Llad Phillips, ‘*Stabilization
of the Canadian Dollar: 1952-1960,"" Econometrica, vol.
41 (September 1973), pp. 797-815.

17. Granger criticizes cross-spectral techniques as pro-
viding only simple correlations which have no causal in-
terpretation; see C.W.J. Granger, “'Investigating Causal
Relations by Econometric Models and Cross-Spectral
Methods,”* Econometrica, vol. 37 July 1969), pp. 424-38.

Hause also points out that the use of phase statistics
and cross-spectral techniques to make inferences about
lead-lag relationships can be misleading; see John C.
Hause, *‘Spectral Analysis and the Detection of Lead-
Lag Relations,”” American Economic Review, vol. 61
(March 1971), pp. 213-17.

18. Pippinger and Phillips, *‘Stabilization of the
Canadian Dollar,”’ p. 810.

sis, one cannot interpret their results as clear
evidence that sterilized intervention is effec-
tive. Even if one somehow knew that all inter-
vention over the period 1952-60 were steril-
ized, one would still face the problem that the
exchange rate effects of the omitted monetary
policy variable could be picked up by the ster-
ilized intervention variable whenever the two
were correlated. Such a correlation might
arise if, for example, a government directed
its monetary policy and intervention policy at
related macroeconomic targets, or if it used
monetary policy after intervention proved in-
adequate.

Another reason for caution in interpreting
the Pippinger and Phillips estimates of the sta-
bilizing effects of intervention is the authors’
assumption that, in the absence of interven-
tion, all shocks to the exchange rate are per-
manent (so that the exchange rate follows a
“random walk’’). They do not allow for the
possibility that some of the damping in ex-
change rate movements over time might be at-
tributable to the actions of private agents.!'?
Pippinger and Phillips claim that the random-
walk model is consistent with the *‘efficient
markets’’ hypothesis. But this claim is true
only if the interest rate differential between
Canada and the United States always compen-
sates exactly for exchange rate risk and differ-
ences in default risk.

In a study based on the data Pippinger and
Phillips use, Sweeney relaxes the random-
walk assumption and admits the possibility
that exchange rate changes could be damped
by forces other than intervention.2® When
Sweeney adds lagged exchange rates to the
lagged intervention in his exchange rate equa-
tion, he finds that intervention no longer en-
ters significantly. Unfortunately, Sweeney’s
results cannot be considered decisive, as the
time-series techniques he uses are open to the
criticisms raised in appendix A.

19. In addition to their exchange rate equation, Pip-
pinger and Phillips posit a reserve reaction function which
responds to the rate of change of the exchange rate. They
are only able to claim a good fit for their model after in-
troducing the possibility of measurement error. (They
measure intervention as changes in the gold and U.S. dol-
lar holdings of the Canadian Exchange Fund.) See
Pippinger and Phillips, ‘*Stabilization of the Canadian
Dollar.””

20. Richard J. Sweeney, *‘Leaning Against the Wind:
The Case of Canadian Intervention, 1952-1960,”" working
papers (Claremont, Calif.: Claremont College, 1981;
processed).
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Multivariate Time-Series Studies
of Exchange Rates

Recently, several economists have applied
vector autoregression techniques to macroeco-
nomic systems of three or more variables.
Friedman studies the question of which credit
aggregate the U.S. monetary authorities
should attempt to stabilize.2! Johannes and
Leiderman test certain assumptions about ex-
ogeneity that underlie applications of the mon-
etary approach to the balance of payments.?
Fischer looks at relative price variability and
inflation.?> Sims demonstrates how vector au-
toregressions might be helpful in determining
the relative plausibility of different policy
scenarios.?*

A small number of researchers have applied
vector autoregression analysis to floating ex-
change rates.?s Genberg, Saidi, and Swoboda
study systems involving interest and exchange
rates of the United States, the United King-
dom, West Germany, and Canada.?¢ Meese

21. Benjamin M. Friedman, ‘‘Monetary Policy with a
Credit Aggregate Target,”’ in Karl Brunner and Allan H.
Meltzer, eds., Money, Monetary Policy, and Financial In-
stitutions, Carnegie-Rochester Conference Series on Pub-
lic Policy, vol. 18 (Amsterdam: North-Holland, 1983)
pp. 117-147.

22. James M. Johannes, ‘‘Testing the Exogeneity Speci-
fication Underlying the Monetary Approach to the Bai-
ance of Payments,”’ Review of Economics and Statistics,
vol. 63 (February 1981), pp. 29-34; and Leonardo Leider-
man, ‘‘Relationships Between Macroeconomic Time Se-
ries in a Fixed-Exchange-Rate Economy: The Case of
Italy,” European Economic Review, vol. 14 (July 1980),
pp. 66-77.

23. Fischer’s paper contains an objective exposition of
the vector autoregression methodology; he highlights the
difficulties in simulating shocks when contemporaneous
correlation is important; see Fischer, *‘Relative Shocks.”
Taylor’s comments on the costs and benefits of using non-
structural analysis are worthwhile as well; see John B.
Taylor, ““Comment’’ on paper by Stanley Fischer, Brook-
ings Papers on Economic Activity, vol. 2:1981,
pp. 434-38.

There are, of course, other (related) multivariate time-
series techniques besides vector autoregressions. For ex-
ample, Feige and Singleton employ factor analysis to ex-
amine cross-country inflation rate relationships during the
fixed-rate period. See Edgar L. Feige and Kenneth J. Sin-
gleton, ‘‘Multinational Inflation Under Fixed Exchange
Rates: Some Empirical Evidence from Latent Variable
Models,”’ Review of Economics and Statistics, vol. 63
(February 1981), pp. 11-19.

24, Sims, “‘Policy Analysis.”

25. Sims warns that time-series techniques may have
low power when applied to volatile asset prices (such as
the exchange rate). Sims, ‘‘Exogeneity and Causal Order-
ing in Macroeconomic Models,”” and ‘‘Policy Analysis.”

26. Hans Genberg, Nassar Saidi, and Alexander K.
Swoboda, ‘‘American and European Interest Rates and

and Rogoff present vector autoregression re-
sults as part of a study of small models of ex-
change rate determination.?’

Of all these analyses, the work of Branson
is potentially the most informative if one is ex-
clusively interested in intervention.?® He uses
quarterly data from the International Mone-
tary Fund on exchange rates, relative prices,
home-country money (he tries both M1 and
M3), short-term interest rates, reserves, and
the current account for the period 1973-80.
Branson estimates separate six-variable vector
autoregressions for the United States, the
United Kingdom, Germany, and Japan. This
framework makes it possible to at least begin
to analyze the relationship between exchange
rates and intervention while holding the mon-
ey supply constant. Yet Branson does not in-
clude every relevant variable in his frame-
work. For example, he omits the foreign mon-
ey supply and the intervention activities of the
foreign monetary authorities.

Branson chooses to present only part of his
empirical results—the contemporaneous corre-
lation matrix of the error terms from the esti-
mated vector autoregression equations. He
presents neither the estimated vector auto-
regression lag coefficients nor any other infor-
mation on the dynamic properties of his esti-
mated model. He argues that the observed
negative correlation between exchange rate
movements and reserve levels (intervention),
evident to varying degrees for all four coun-
tries, can be explained only by intervention
policies of leaning against the wind. (In other
words, the central bank attempts to damp
movements in the exchange rate.) If interven-
tion were not endogenous, and if it did influ-
ence the exchange rate, one might expect the
correlation between exchange rate movements
and reserve levels to be positive rather than
negative. However, despite the fact that Bran-
son finds a negative correlation, it is still pos-
sible that intervention affects the exchange
rate as the theory predicts it will (see appen-
dix A).

Exchange Rates: U.S. Hegemony or Interdependence?”
(Geneva: Graduate Institute of International Studies,
1982; processed).

27. Meese and Rogoff, *‘The Out-of-Sample Failure of
Empirical Exchange Rate Models.”

28. William H. Branson, ‘‘Exchange Rate Policy after a
Decade of ‘Floating’ >’ (Princeton University, 1982;
processed).



Appendix A: Problems in Interpreting
Vector Autoregressions

This appendix illustrates some of the problems
in interpreting vector autoregressions when
contemporaneous correlation is important.

Lo ni MU [P R [ o PR | 1 A2 1 A N
1Ne struciurdl modaei oL cqudtions A.1 anda A.Z
below is highly stylized:

(A1) S, = b, + ciuSi—y + calp—y +

(A2) I, = b3S} + ¢y Si—1 + clioy + 7,

where §' the rate of change of the spot ex-
change rate (positive S’ is an appreciation of
the foreign currency against the dollar); I is in-
tervention (positive / is an intervention in sup-
port of the foreign currency against the dol-
lar); and m! and n? are uncorrelated white-
noise disturbance terms. To make this
bivariate example tractable, assume that the
time period being examined is one in which (1)
all intervention is sterilized; and (2) sterilized
intervention is uncorrelated with money sup-
ply changes at all leads and lags. Also assume
that S’ is adjusted for trends to remove the ef-
fects of stable monetary growth and that only
the foreign monetary authorities intervene.

Equation A.1 determines the rate of change
of the spot exchange rate. Assume for illustra-
tive purposes that this behavioral equation for
the private sector is structural in the sense
that its form does not change when the inter-
vention reaction function, equation A.2,
changes. It would be useful for the foreign
monetary authorities to know the coeflicients
of the exchange rate equation A.l, so that
they can determine their optimal intervention
reaction function. But, in this example, they
cannot simply estimate A.1 because the coeffi-
cient estimates would be biased. Because in-
tervention was endogenous over the historical
sample period, identification of equations A.1
and A.2 is not possible.

Suppose, given the assumed lack of satisfac-
tory identifying restrictions, the researcher de-
cides to study the data by estimating a vector
autoregression. The vector autoregression re-
duced-form representation of equations A.1
and A.2 is given by equations A.3 and A .4
below:

(A.3) Si=dnSi-1 +diadioy + €

(Ad) I, =dyS;_y + dnli—y + €,

where
(A.5)  di = (ciy + byea)/(1 — byby)

(A.6) dip = (ci2 + bic)(1 — biby)

(A7) dy = (c21 + bac1)I(1 — byby)

(A.8)  dyn = (cn + bac1)/(1 — byby)

(A9) & = +bmDI1 ~ biby)

(A.10) & = (7 + bam))/(1 = byby).

If the contemporaneous coefficients (b; and
b,) in the underlying structural model of equa-
tions A.1 and A.2 are nonzero, then, by A.9
and A.10, the error terms in the reduced-form
vector autoregression equations A.3 and A.4
will in general be correlated.?®

Suppose, having estimated equations A.3
and A.4, the researcher wants to determine
the magnitude of the effects of contemporane-
ous and lagged intervention on the exchange
rate (that is, the size of the coefficients b, and
¢ in equation A.1). One piece of information
may be available if the researcher is willing to
assume that b, < 0. (This is simply the as-
sumption that the foreign central bank adopts
a policy of leaning against the wind.) Then, if
the estimated correlation between the vector
autoregression error terms ¢! and €2 turns out
to be positive, b; cannot be zero and must, in
fact, also be positive.

One may verify this assertion by inspecting
equations A.9 and A.10. The finding that b, is
positive implies that intervention has an imme-
diate (same-day) stabilizing effect on the ex-
change rate. Again this conclusion depends on
two key assumptions: intervention is always
sterilized, and monetary policy and interven-
tion policy are uncorrelated.

The empirical finding that the correlation
between ¢! and &2 is positive provides some
evidence that intervention is effective; howev-

29. Because equations A.3 and A.4 include identical
right-hand side explanatory variables, ordinary least-
squares estimation, equation by equation, is an efficient
technique even though the error terms in the two equa-
tions are correlated.
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er, it is not true that a negative correlation be-
tween €! and €2 provides evidence that inter-
vention is ineffective. Again inspecting equa-
tions A.9 and A.10, it is clear that, as long as
the monetary authorities lean against the wind
(b, < 0), the correlation between ¢! and €2 can
be negative even if b; > 0.

If one is willing to assume that b, is non-
negative, then the estimated vector auto-
regression coefficients may contain another
useful piece of information. In particular, if
dy, (the coefficient on lagged intervention in
the vector autoregression equation for the ex-
change rate) is significantly different from
zero, then by equation A.6 either b; or ¢, or
both, must be nonzero. Thus either contempo-
raneous or lagged intervention, or both, must
affect the exchange rate in the underlying
structural equation A.1.3% The explicit assump-
tion that b, and b, are of opposite signs rules
out the possibility that (1 — bb;) = 0. Other-
wise, by equation A.6, d;; can be very large
even when neither contemporaneous nor
lagged intervention has a big effect on the ex-
change rate (b, and c;, are small).

Note also from equation A.6 that the as-
sumptions made here on the signs of b, and b,
do not rule out the possibility that d,, is small
when b, and ¢, are large. For example, if the
impact of intervention on the level of the ex-
change rate were partly reversed the next day,
by and ¢,; would have opposite signs. When
b, and ¢, are both positive, d;, can still be
small if ¢,; is negative. A negative ¢, means
that, ceteris paribus (given today’s and yester-
day’s rate of change in the exchange rate), the

30. The test to see whether, given lagged spot rate
changes, lagged intervention helps explain the exchange
rate is commonly referred to as a Granger causality test.
See Granger, ‘‘Investigating Causal Relations;”’ Sims,
‘‘Money, Income, and Causality;”” and David A. Pierce
and Larry D. Haugh, ‘‘Causality in Temporal Systems:
Characterizations and a Survey,”’ Journal of Economet-
rics, vol. 5 (May 1977), pp. 265-93.

The analysis of causality tests presented here draws
heavily on Jacobs, Leamer and Ward, and Cooley and
LeRoy. See Rodney L. Jacobs, Edward E. Leamer, and
Michael P. Ward, ‘‘Difficulties with Testing for Causa-
tion,”” Economic Inquiry, vol. 17 (July 1979), pp. 401-13;
and Thomas F. Cooley and Stephen F. LeRoy, ‘‘Atheore-
tical Macroeconomics: A Critique,”” Working Paper in
Economics 210 (University of California at Santa Barbara,
1982; processed). Sargent argues that causality tests are
valuable in spite of the caveats described in the text; see
Thomas J. Sargent, ‘‘Causality, Exogeneity, and Natural
Rate Models: Reply to C.R. Nelson and B.T. McCallum,”’
Journal of Political Economy, vol. 87 (April 1979),
pp. 403-09.

monetary authority gradually attempts to re-
store its optimal reserve position. So, although
the finding that d,, is very small may cast
doubt on whether intervention works, it can-
not be decisive.

The above analysis is helpful in evaluating
the potential usefulness of the other approach-
es to extracting economic information from
the estimated vector autoregression coeffi-
cients in equations A.3 and A.4.3! For exam-
ple, one standard methodology involves simu-
lating a shock to one of the variables and
studying the resulting dynamic effects. Con-
temporaneous correlation introduces subtle
problems into this exercise. A true interven-
tion shock is a one-time positive movement in
7?2, the error term in the underlying structural
intervention equation A.2. Such a shock will
typically move both of the error terms in
equations A.3 and A.4, not just the error term
in A.4, the vector autoregression equation for
intervention. If, instead, one simulates a
shock only to the error term in equation A .4,
the resulting dynamic simulation has no direct
correspondence with the effects of a shock to
the true intervention equation A.2.

The solution, of course, must involve simu-
lating simultaneous shocks to equations A.3
and A.4; the only question is what the relative
magnitudes of the two shocks should be. Di-
rectly answering this question from estimates
of A.3 and A.4 is virtually impossible unless it
is known a priori that b, or b, is zero. Fischer
addresses this problem by experimenting with
different ways of simulating a shock and then
testing the robustness of the dynamic response
patterns.32

31. Geweke proposes extracting information from vec-
tor autoregressions by calculating measures of linear de-
pendence among the variables at short and long horizons
(or more precisely, at high and low *‘frequencies’’). His
measures capture how much lagged intervention helps
forecast exchange rates, given lagged exchange rates. For
the same reasons given in the appendix, interpreting
Geweke's measures may be difficult when contemporane-
ous correlation is important.

See John Geweke, ‘*Characterizations of Multivariate
Time Series: Measures of Conditional Linear Dependence
and Feedback'’ (University of Wisconsin-Madison, 1982;
processed); ‘‘Measurement of Linear Dependence and
Feedback Between Multiple Time Series,”” Journal of the
American Statistical Association, vol. 77 (June 1982),
pp. 304-13; and ‘‘The Neutrality of Money in the United
States, 1872-1980: An Interpretation of the Evidence,”
working paper (University of Wisconsin-Madison, 1982;
processed).

32. The technique for simulating shocks advocated by
Sims and used by Fischer sets either b, or b, equal to
zero. Neither of these two possibilities would provide the



The bivariate example presented here iltus-
trates some of the potential difficulties in in-
terpreting time-series results, even when no
variables are omitted. Of course, daily data

present a severe problem of omitted variables.

The money supply is not available daily, and
one can reasonably assume that the money

correct answer if one wanted to simulate a shock to the
intervention function of equation A.2. It is not obvious
that Fischer’s approach of experimenting with alternative
orderings of variables allows one to find the upper and
lower bounds of the system's dynamic responses to
shocks to the underlying structural equations.

supply is correlated with sterilized interven-
tion and the exchange rate. Even if daily data
on the money supply were available, the pres-
ence of contemporaneous correlation would
continue to confound interpretation.

The vector autoregression methodology is
therefore of limited use in studying the timing
and quantitative effects of sterilized interven-
tion. If “‘incredible’’ identifying assumptions
are needed for structural estimation, then
equivalent ‘‘incredible’’ identifying assump-
tions are necessary to interpret the results of a
vector autoregression.
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Appendix B: The Relationship between a
Structural Model and a Vector
Autoregression: An Example

The following is intended as an illustration and
not as a general model of exchange rate deter-

minatinn Sunnnce twao.conntry ctrnictnral
uuuauuu udyyvov a LYWYU™ \-UUuuy Slrll-l\/lul al

model consisting of the following equations:

(B.1) %’ =e MYy, A>0
(B.2) ]g: eNYE,
+
(B.3) E,_, Sl_ﬁﬁ le,*)
= e“[E, e = iF =[S, - ,ﬁl)/s,_ll}},
O0=s=qny=s=x
(B.4) P, = P}S,_ e,

where an asterisk (*) indicates a foreign vari-
able and

E,_, = expectation based on complete
information about r—1

e = base of the natural logarithm

M, = level of domestic money supply

P, = domestic price level

i; = domestic interest rate

Y, = level of domestic output

B, = net supply to the private sector of

interest-bearing government securi-
ties denominated in domestic cur-
rency

S, = exchange rate, defined as home-
currency price of foreign currency
(that is, of ‘‘dollars’’).

Equations B.1 and B.2 state domestic and
foreign money market equilibrium. Equation
B.3 states that the desired (which equals the
expected) ratio of holdings of assets denomi-
nated in domestic currency (M, + B,) to hold-
ings of those denominated in foreign currency

valued in units of domestic currency [S,_;(M¥
+ Bf)] depends on the expected diﬁerence in

tha viald hatwean the accate denaminatad
tIte yuAu ULLYWLLILL LIV adovlly U\.uuuuuau.u lll

different currencies, E,_{i, — if — [(S,
AYRIRY /A PRY | &

Equation B.3 is a standard portfolio-balance
equation, but it does reflect the market reality
that agents must make their spot exchange
market transactions before their investment
transactions: agents must contract today to
make a net transaction tomorrow. (A one-day
lag applies only to Canadian dollar-U.S. dollar
exchange market transactions; the lag is two
days for other currencies.) The exchange rate
dating in the model reflects this institutional
fact. The variable §, is the rate quoted today,
at time ¢, for transactions tomorrow, at time
t+ L

Equation B.4 states that purchasing power
parity holds with a serially uncorrelated dis-
turbance ¢,,. Implicit in equation B.4 is the as-
sumpttion that, unlike foreign exchange con-
tracts, goods market contracts are for same-
day delivery. Relaxing this analytically
convenient (if unrealistic) assumption would
not affect the conclusions reached here.

Equations B.1-B.4 may be approximately
represented in logarithms as

(B.5) m, = 8§ =¥ — )\{t + €prs
(B.6) 8E,_ym, — - (1 -0F,_ lbt
= n(E,_li', —E 15+ 5,-1),

where lowercase letters denote logarithms of
their uppercase counterparts, and a tilde (~)
over a variable indicates the difference be-
tween domestic and foreign values (for exam-
ple, m, = m, — mj). Equauon B.6 contains
the simplification that M/(M + B) = M*/(M*
+ B*) = 8, where the bar over a variable indi-
cates a sample mean.

The effects of sterilized intervention on the
exchange rate depend, in part, on the semi-
elasticity of substitution parameter n. As m ap-
proaches infinity, one obtains (from equation
B.6) E,_i, — E,_;s, + s,_; = 0. In this cir-
cumstance, equation B.5 alone determines the
exchange rate, and relative bond supplies do



not enter that equation. Thus as n approaches
infinity, only unsterilized intervention will in-
fluence the exchange rate because such inter-
vention will alter ri,. One would consequently
want to test the hypothesis 7 — . In the
context of this model, rejection of this hypoth-
esis implies that sterilized intervention has at
least some effect on exchange rates (and on
prices and interest rates).

To close the model, some assumptions must
be made about government actions in supply-
ing 1, and b, through domestic debt-manage-
ment operations and foreign exchange inter-
vention. For illustration, assume

(B7) CIV, = Q9 + (IIC[V,_I + Ar8, + En

(B.8) b, = Bo + BiCIV, + &4

(B.9) m, =~y + WwCIV, + ¢,

where ag, a1, a2, Bo, B1, Yo, Y1 are known (to
the investigator) parameters; €y, €5, €, are
uncorrelated white-noise disturbances; and
CIV, is the cumulative intervention of the
monetary authority, which is the monetary
authority’s net dollar position. (Equations
B.7-B.9 ignore many important policy reac-
tions. However, they are meant only to be il-
lustrative.) For instance, one might expect
that o; = 1 and a, > 0 if intervention leans
against the wind. One would also expect

1 > 0 because an increase in CIV, should sig-
nal an increase in the ratio of privately held
domestic securities to privately held U.S. dol-
lar securities. Further, v, is greater than zero
if some intervention is not sterilized.

Finally, assume that the countries examined
have equal mean real growth rates so that
(B.10) V=3 + ey
where y is a constant and e;, is a white-noise
disturbance term.

Two of the variables of interest are the ex-
change rate, s,, and cumulative intervention,
CIV,. In the model, solutions for these varia-
bles may be expressed as

(Bll) §; = AO + A|CIV,_( + Uy,

(B.12) CIV, = By + B\CIV,_, + uy,.

The constants Ay and B, are ignored because

1

they are functions of the choice of units.
However, A, and B, are of interest in this in-
vestigation, and their values are

- a;d

A 1 - axd
2(1]0.2

=a + ———
Bl ¢ 3] 1 = a2¢
d) _ —k4 + (k42 + 4(12k2k3)l/2

2(!21(2 ’
where

ki =m+ (9 + %)71“2 = (1 — 0Bz

k2=1+£+’n

A
k4 = 0.2’(3 + k](ll - kz.

ky = _(9 + 3)‘ch’ll + (1 - 0By

The disturbance terms u,, and u;, are both
white noise, but they are correlated.

" A key equation for determining whether
sterilized intervention has any effect at all in-
volves the expected rate of return differential,
E, (i, — s, + s,-1). Manipulating equation B.6
results in

(B.13) E,_ (i — 5, + $¢-1)

1 -
= T—l [(BE,_ i, — s;—1 — (1 —0)E,_\b/].

Substituting B.11 and B.12 and the assump-
tions about government behavior embodied in
B.7-B.9 into equation B.13, one obtains

(B.14) E\G, — s, + 5-1)
= % [e{yo + vilog + o, CIV,_,
+ a(Ag + A\CIV,_ )]} = 5,4

— (1 — 8){Bo + Bilao + a,CIV,_,

+ az(Ao + A|CIV,_|)]}]
After consolidating terms, equation B.14 may

be written as

(B.15) i, — 5, + $,_, = Do + D,CIV,_,
+ DzS,_l + Ugy
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where
1
Dy = ;]‘ {8lvo + vilop + a2Ap)]

+ (1 = 0)[Bo + Bilag + a2Ag)]}

1
D, = T—l [8(yia; + via24))
= (1 = 0)(Broy + BrazAy)]

1
D2=——
mn

uge = (iy = 8, + 5,.1) — E, 1, — s, + 5,9).

The disturbance ug, is correlated with u,, and
uy, but it is not correlated with either CIV,_,
or §,—i.

Interpreting the Complete System

The complete vector autoregression system
consists of the following equations:

(B.16) s, = Ag + A\ICIV,_ + ug

(B.17) CIV, = By + B\CIV,_; + uy,

(B.18) (i, — 5, + 5,—;) = Do + D,CIV,_,
+ Dos, 1 + Ugy.

Equations B.16-B.18 seem to be ideal for ap-
plying the vector autoregression method of
Sims.» The model is very simple and implies
that only one lag of CIV, should appear in
B.16-B.18. It further implies that past values
of s, should enter only B.18. This gross simpli-
fication is due in part to the simplicity of the
reaction functions chosen in B.7-B.9. But sup-
pose estimates of the parameters are obtained
and the model is not rejected on the grounds
of having variables other than CIV,_; and s,

33. Sims, ‘*Macroeconomics and Reality.”

enter equations B.16-B.18; what could one
conclude about sterilized intervention from
the estimates?

One needs first to look at the coefficients in
B.18—Dy, Dy, and D,. All of these coefficients
are proportional to 1/n. Consequently, if m ap-
proaches infinity, then Dy, Dy, and D, all ap-
proach zero. Thus a test of the hypothesis
v = o tests whether the systematic part of
B.18 lacks expanatory power. As it turns out,
this test is very robust to model specification:
regardless of the choice of B.7-B.9, if equa-
tion B.18 has any explanatory power, one may
conclude that  is finite. This conclusion im-
plies that relative supplies of assets do influ-
ence the exchange rate, although the degree of
influence remains unknown. Interestingly, if
equation B.18 has no explanatory power, one
cannot say that m approaches infinity because
generally 1/m will multiply complicated func-
tions of the underlying structural coefficients,
and these complicated functions could each be
Zero.

One could also ask whether the coefficients
A; and B, also allow a test of 1/m = 0. For in-
stance, if A; > 0, can one conclude that steril-
ized intervention will affect the exchange rate?
Stated another way, does A; > 0 imply that n
is finite? The answer is no. Even if n = =, A,
will have a nonzero value. However, finding a
nonzero A; does imply that either ny = % or
vt = 0. (Recall that vy is the coefficient on
CI1V, in the money supply equation. If v; = 0,
then all intervention is sterilized.) The coeffi-
cient B, is proportional to «; and is the sum of
two terms. Only one of those terms involves
the parameter . Hence B, does not give iden-
tifying evidence concerning m.

It is impossible to use the estimates of A,
and B, to identify m even in the simple exam-
ple at hand. In a more complex model, such
as one involving lags of all variables in equa-
tions B.7-B.9, the relations of 7 to the esti-
mated coefficients would become even more
complex. However, estimates of the parame-
ters Dy, Dy, and D, do give evidence concern-
ing m, and that evidence is robust to a wide
variety of specifications of equations B.7-B.9.
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