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SHARING THE WATCH 

Public-Private Collaboration for Infrastructure Security 

John D. Donahue and Richard f. Zeckhauser 

Vital physical assets must be protected. But against what risks? And how? And 
bywhom? And at whose expense? After the terrorist attacks of200l) these ques­
tions were propelled from back offices into boardrooms and cabinet meetings. 
The way American society resolves such questions will reshape broad swaths 
of the economy for the foreseeable future. 

Security can be provided by the public sector, the private sector, or some 
blend of the two. The separability of financing and delivery further multiplies 
the options. For example, protection can be provided publicly but funded 
privately (through special tax levies on affected industries) or be provided 
privately but funded publicly (through tax subsidies or direct grants), or with 
various mixtures ofpublic and private provision and funding. 

This profusion of alternative delivery models is not hypothetical. Property 
owners defend against fire risks in part through private responses - alarms, 
extinguishers, sprinkler systems, fireproof materials - and in part through 
reliance on publicly provided fire fighters. Public police forces and private 
security services co-exist - although in the United States, the private force, in 
the aggregate, is larger (around a million private security guards, as of 2003, 
compared with about 600,000 police l

) - and dividing lines can blur, as when 
public police officers moonlight for private clients. Airline security arrange­
ments have skittered between public and private realms in recent years - from 
for-profit contractors employed by airports and paid for by airlines (prior to 
9/11) to a federal agency partly funded by special taxes, with some recent moves 
toward a mixed system involving both public and private players.2 The problem ·1 
ofdetermining who should do what, and what criteria should guide assignment 
becomes more complex and more consequential as the repertoire of delivery 
models expands. 

429 



430 Donahue and Zeckhauser 

Joint action for infrastructure protection is all but inevitable: Neither sector 
on its own likely possesses the requisite mix of information, resources, and 
incentives. And there is small hope that the nation will slide into the right 
arrangements along the path of least resistance.3 For example, private owners 
ofvulnerable assets, reasoning that war (including "war on terror") is govern­
ment's concern, expect the public sector to do the heavy lifting. Government, in 
turn, sees firms' concentrated stakes in valuable assets as ample private incentive 
to invest in protection against low-probability but high-loss events. Efficient 
collaboration is not the natural outcome of incentives in alignment against 
well-posed threats, but a construct of analysis, transactional architecture, and 
management. 

This chapter examines the application to infrastructure protection of a 
particular form of public-private collaboration that we term 
governance." Drawing on our broader work on collaborative governance, we 
introduce policy challenges and responses that have been employed in other 
settings and that offer lessons for infrastructure protection. The policy record, 
with respect to low-probability, high-cost threats, provides many pitfalls to 
avoid and suggests few templates to apply. The ability of intricate networks to 
find fresh ways to fail tends to outpace society's ability to develop regulatory and 
other bulwarks against failure, as witnessed by power blackouts such as afflicted 
the northeastern United States in 2003. The government's stance on natural 
disasters is rarely prevention (the focus of this chapter), but rather mitigation 
of consequences. Here too, however, experience has shown the limitations of 
state and local regulations and response services, federal support, and private 
insurance markets. And the policy response to the grim possibilities illustrated 
by the 9/11 terrorist attacks is not fully formulated, let alone tested. Both success 
and failure, though, offer insight into how to align public and private interests 
and energies. Our intent in this chapter is not to definitively pinpoint the ideal 
configuration ofcollaborative arrangements for infrastructure security. Rather, 
we seek to array and illustrate the principles that guide wise choices in crafting 
and managing collaboration. 

Elsewhere we have defined collaborative governance as "the pursuit of 
authoritatively chosen public goals by means that include engaging the efforts 
of, and sharing discretion with, producers outside of government."4 Collab­

distinguished both from simple contracting and from 
allocation ofoperational discretion. In a pure goods 

or services contract, the government retains all discretion - for example, New 
York City's government might hire a private firm to put up barricades along a 
Midtown parade route. Pure voluntary provision would be illustrated by the 
Midtown Manhattan Association hiring private guards to patrol a particular 

r 
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stretch of the route. Volunteerism places all discretion with the donor. At these 
two extremes, strategic interaction is relatively sparse. 

In collaborative governance, by contrast, each party helps to determine both 
the means by which a broadly defined goal is achieved and the specifics of the 
goal itself. A charter school, for example, receives public funds to educate the 
children in its charge. Within the broad parameters set by its charter, it has 
considerable flexibility with respect to curriculum, staffing, the length of the 
school day and year, and other key determinants of education. The shar'ed 
discretion that is the hallmark of collaborative governance can augment the 
capacity available for public missions and increase the flexibility with which 
such missions are pursued. But a price is paid: Authority becomes ambiguous, 
strategic complexity grows, and agency problems proliferate. 

Debates over physical security have long featured both a privileging of the 
state in principle, and a blend ofpublic and private responsibilities in practice. 
Max Weber explicitly defined government as "the human community that 
successfully claims the monopoly of the legitimate use of physical force,"5 and 
Hobbes reluctantly prescribed submission to Leviathan as the only remedy to 
the "war of all against all." Yet the U.S. Constitution often considered the 
blueprint for the modern state - was written in the wake of a war fought in 
part by extra-governmental forces - Hessian mercenaries on the British side 
and the "Pennsylvania Associators" on the other.6 More currently, the United 

_States has relied on private forces in Iraq and elsewhere for functions that are 
only marginally distinguishable from classic combat operations.7 

Although large-scale armed conflict tends to be the state's province today, 
private forces routinely engage in lower-level security functions. Most large 
universities, for example, have their own police forces to maintain order on 
campus and protect prominent or controversial guests who might excite violent 
protest. When public figures who are potential terrorism targets visit Harvard 
University, they are protected by a mix of public and private forces. A senior 
federal official might be guarded by the Secret Service and campus police 
while he gives his speech, with a phalanx of off-duty local police (paid by the 

niversity) monitoring entrances and exits and state police escorting him to 
and from the airport. 

In short, long before terrorism became a major concern in the twenty-first 
century United States, collaborative approaches to protection although not 
discussed in those terms - were both a subject of debate and a practical tool 
in the provision of security. To reap the benefits and curb the risks of col­
laborative arrangements for infrastructure security, one must understand the 
phenomenon more generally. For example, an appreciation of how we pro­
tect our food supply against contaminants or our hospital care against costly 
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error will help explain how to protect our ports and power plants against 
terrorism. Moreover, unless one can understand the forces that shape collab­
orative governance across a society, it is difficult to discern how best to allo­
cate discretion and divide responsibility in the specific area of infrastructure 
protection. 

This chapter begins with a few general observations on the rising - or to 
be more precise, restored importance of non-governmental actors in public 
undertakings, a category that includes but goes beyond collaborative gover­
nance. Next, it probes some of the dynamics ofshared discretion in the pursuit 
ofpublic goals. Finally, it characterizes the fundamental challenge of a collab­
orative apptoach to infrastructure protection and the special imperatives the 
public sector must meet to perform its indispensable analytical and managerial 
functions within such arrangements. 

Private engagement in governmental undertakings - both within and 
beyond the security arena - is neither new nor rare. Indeed, virtually every 
plausible blend of state and market organization has been observed in practice 
at some time and place. Nearly every developed nation's repertoire ofcollective­
action models blends state and market components, but the preferred mix 
varies substantially by place, by time, and by project. Prominent private roles 
are the historical norm. But such roles seem novel against the backdrop of the 
extraordinary consolidation offederal authority in the mid-20th century. U.S. 
government spending exploded with the New Deal and World War II, from 
less than 4 percent ofgross domestic product in 1930 to more than 44 percent 
15 years later. Even after this wartime surge ebbed, federal spending rarely fell 
below 15 percent ofgross domestic product, and the average for the second half 
of the twentieth century was 19.8 percent. 8 Quantitative expansion forced qual­
itative evolution as the mid-century heyday of the central government etched 
enduring patterns into organizational structures, administrative procedures, 
and the mindsets of scholars and practitioners.9 Thus, we are apt to view del­
egated or shared public responsibilities as something novel. But constructing 
and maintaining arrangements for efficient and accountable public-private 
interaction has been, and is becoming once again, very much a mainstream 
task for managing the public's business. 

RATIONALES AND RISKS OF INDIRECT GOVERNMENT ACTION 

Non-governmental actors are appropriately enlisted into public undertakings­
whether running a school or guarding a port - to improve performance in the 
creation ofpublic value. Private entities may offer advantages over governmen­
tal organizations in several (partly overlapping) dimensions. 
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RESOURCES 

Perhaps the simplest rationale for collaboration with the private sector arises 
when government lacks the resources (or the ability to mobilize the resources) 
required to accomplish a mission. Today, as empty public coffers coincide with 
urgent homeland security imperatives, this rationale holds special salience. In 
principle, "governmental resources" is both an imprecise and an elastic cate­
gory. The U.S. government commands resources only as the citizens' steward, 
rather than on its own account. Its spending ability is not determined by its 
earning ability or its collateral available to support debt, but primarily by cit­
izens' tolerance for taxation, including the future taxation implicit in public 
debt. So a declaration that government's resources are inadequate to realize 

some public goal translates to one or more possible scenarios: 


CitizenS are unwilling to provide, through taxation, revenues to tund this• 
particular undertaking - a situation that, if it strictly applied, should raise 
questions about whether the mission is accurately labeled as a "public goal." 
Citizens are not asked to provide designated resources for this particular • 
goal, so one cannot assess their willingness to pay for it, but their tolerance 

of taxation in the aggregate is exhausted, or nearly so. 
Procedural impediments (budget rules, debt limits) preclude incremental • 
funding for this goal independent of its merits, and resources cannot be or 


are not diverted from other purposes. 

Citizens are willing to devote resources to the mission, but not enough to 
• 
accomplish it with public funds alone. Only if costs borne by government 

can be lowered through an infusion of non-governmental resources, or by 

improving operational efficiency through private involvement, will it meet 


the net benefits test from the public perspective. 

Some aspects of a public project provide benefits are so narrowly directed 
• 
to particular groups - such as the owners of a chemical factory, nuclear 
facility, or port - that the electorate believes the prime beneficiaries should 
pay at least a share and are unwilling to fund the endeavor except on these 

terms. 

PRODUCTIVITY 

A second generic rationale for indirect government production is that external 
agents possess productive capacity and capability that government lacks. By 
collaborating with firms or non-profit organizations, the government can tap 
the outside entity's efficiency edge to improve performance or lower costs 
or both, relative to acting alone. In one variant of this rationale, technical 
know-how, proprietary intellectual capital, or other potentially transferable 
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capacity resides in the private sector instead of in the government. In a second 
variant, productivity advantages are not accidental but inherent in the private 
form oforganization. Potential reasons for private advantages are familiar - the 
focused incentives ofthe profit motive (at for- profits) and procedural flexibility 
(at both for-profits and non-profits), the ability to harvest economies of scale 
and scope by operating beyond jurisdictional boundaries, and the motives 
inherent in the prospect that the quality of performance will affect the odds 
of extension, merger, or extinction. A third variant of the efficiency case for 
delegation has to do with standby capacity. If the need for a public undertaking 
arises only ~pisodically -such as snow removal, disaster relief, or the Christmas­
season surge in postal demand - it may be less costly to rely on the private 
sector for peak needs than for government to build up the surge capacity 
itself. (Or it may not; the choice turns on which sector, public or private, can 
better employ the standby resources when they are not needed to meet surge 
requirements.) The more important and embedded are private productivity 
advantages, the stronger the rationale for delegated, collaborative, or otherwise 

shared production. 

INFORMATION 

Even if the government's resources and productivity are identical to the private 
sector's, an initiative can be improved through private involvement when the 
government does not have pertinent information and would find it very difficult 
or prohibitively expensive to acquire it.10 The types ofdata needed to carry out 
some publicly consequential task - such as information on the relative volatility 
and toxicity ofdifferent compounds in use at different locales within a chemical 
plant, or the docking schedule and processing time for various vessels and 
cargoes at a port are often embodied in private organizations in ways that 
make it hard to share them with or sell them to government. 

LEGITIMACY 

Fans of old-time Westerns know that a group of citizens in hot pursuit of the 
bad guy was called a "posse" if the sheriff was involved and a "mob" if he was 
not. However, in some circumstances private involvement may enhance the 
perceived legitimacy of an undertaking. A particular task may be seen as inap­
propriate for the government to pursue on its own. Or if government is held in 
systematically low esteem by the citizenry, as in failed states or corrupt regimes, 
collaboration with the private sector can shore up legitimacy independent of 
any task-specific factors. In such circumstances, private-sector involvement 
may be necessary for effective public activity. 
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Legitimacy considerations may cut the other way, of course. Most people 
find it unremarkable for a private company to post night watchmen to guard 
against pilferage. But not many would endorse permitting the same company 
to send private interrogators to raid the homes of suspected pilferers; that 
is the government's job. When Ross Perot engaged private commandos to 
rescue two of his employees held hostage in an Iranian prison in 1979, some 
found it noble and some foolhardy, but few called for disbanding the U.S. 
State Department and the Special Forces in favor of Perot's self-service model. 
There may have been more of an outcry about private usurpation of a public 
responsibility if the employees had been imprisoned in Indiana rather than 
Iran. 

GENERIC RATIONALES APPLIED 
TO INFRASTRUCTURE SECURITY 

In many policy arenas, we have examined elsewhere - including park man­
agement, student loans, and foreign assistance - collaboration between the 
public and private sectors is an option that mayor may not turn out to be 
superior to direct provision, regulation, simple contracting, or autonomous 
voluntarism. I 1 In contrast, infrastructure protection by its very nature usually 
involves some degree of inter-organizational, cross-sectoral collaboration. In 
the United States, all chemical factories and airlines, most power utilities and 
electricity transmission assets, and many port operations and nuclear facilities 
are privately owned. Even when an airport or power plant is in the govern­
ment's hands, it is usually far removed from the public entities responsible for 
security. Collaboration is thus a necessity, rather than an option - although the 
terms of that collaboration can vary over a wide range.12 (In this chapter, we 
focus on the sharing of responsibility for terrorism loss prevention. Different 
considerations can apply to public-private collaboration for recovery from a 
terrorist attack.) 

While a substantial private role in infrastructure protection may be all but 
inevitable, its extent and contours are open issues, and the generic rationales for 
private involvement resources, productivity, information, and legitimacy ­
do come into play in the infrastructure arena, though often in distinctive ways. 
The change in airport security screening in late 2001, for example, illustrates 
a tendency to perceive the government as having an advantage in the security 
arena that departs from the general presumption ofgreater private-sector effi­
ciency in delivery of services (see Box 24.1). On productivity grounds alone, a 
case could probably be made for government to handle most functions associ­
ated with infrastructure protection. 13 
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BOX 24.1 AIRPORT SECURITY DOES AN ABOUT-FACE 

The relative efficacy of public and private service provision was at the core of the 
debate over airport security that erupted immediately after 9/11. The existing system 
of private passenger screening was suddenly, and with near-unanimity, denounced 
as inadequate. A public mission newly perceived to be of paramount importance ­
ensuring that nobody bent on clestruction could board an airliner armed - had been 
entrusted to a cheap, rickety delivery system. The airlines, many of them chronically 
on the verge ofinsolvency, had been required to pay for passenger screening, and they 
had bid out the work to a highly competitive industry of private security firms. But 
to eke out any profit from their lean contracts with the airlines, these security firms 
had drawn their workers from the bottom of the labor pool. Screeners' wages had 
been paltry and benefits generally negligible; standards, naturally, had been low and 
turnover high (for example, screener turnover at Chicago's O'Hare International 
airport had been more than 200 percent per year). 

What was to replace this unacceptable status quo? One option was to move 
passenger screening alongside other crucial security functions carried out directly 
by the government. The other option was to continue to delegate screening to' 
specialized private providers, but with more funding, far higher standards, and 
direct government oversight. 

The Bush administration and its allies in the House of Representatives proposed 
an upgraded security system that would still rely on private providers. Rival Senate 
legislation crafted by Democratic leaders with the help ofRepublican maverick John 
McCain, called for making passenger and baggage screening a governmental function 
carried out by public employees. Many commentators predicted that President Bush 
would get his way, as he had with so much else in the wake ofthe terrorist attacks. But 
as the dust settled after a House-Senate conference on the airport security bill, the 
proponents of direct governmental delivery had won nearly every point. The final 
legislation called for virtually all passenger and baggage screening to be performed 
by federal employees under a new Transportation Security Authority. Applicants 
lined up for positions in the authority, and a year after the law was passed there were 
more than 60,000 federal passenger and baggage screeners on the job in America's 
airports. Their training was rigorous, their compensation far better than that of 
their private-sector predecessors, and their job satisfaction demonstrably higher; 
once hired as a government screener, few workers quit. 

Security is very likely better than it was prior to 9/11 - although the overall 
rarity of hijacking makes it hard to measure - but it is less clear that the increment 
of increased safety is worth the sharp increase in costs, or that the Transportation 
Security Authority performs better than would have an upgraded private system. 
The gross flaws in the previous contractual model did not preclude structuring 
a sturdier contractual arrangement. The work, however vital, is readily specified: 
Inspect every passenger and every piece ofluggage to ensure that no weapon can be 
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smuggled onto an airplane. Evaluation is more straightforward for airport screening 
than for many other functions that are delegated contractually. The performance 
of individual screeners can be gauged through actions and devices, for example 
by constantly testing security with dummy weapons or bombs and levying painful 
financial penalties for any lapse. Several large firms already operate in the industry, 
and entry is relatively easy, making airport screening far more competitive than 
many other outsourced functions. Such arrangements are not merely hypothetical; 
they were and are the norm in Israel and in many European countries that are sadly 
familiar with terrorism. 

It is almost unimaginable, however, that the private sector would be entirely 
absent from infrastructure security arrangements. Although a wholly private 
arrangement might not comport well with citizens' views ofthe private sector's 
proper role, a purely governmental arrangement could raise questions both 
about expansion of state authority and, on quite different grounds, about the 
propriety of sparing private organizations the potentially substantial costs of 

security for private assets. 
The most consistently valid argument for a collaborative approach to infras­

tructure security turns on information. The government itself almost certainly 
lacks the fine-grained understanding of particular infrastructure assets (and 
their forward and backward economic linkages), necessary to mount the most 
robust and least costly defenses, and also to determine an appropriate level 
of effort. The private organizations that own, operate, or depend on physi­
cal assets would generally possess far more complete information of the sort 
relevant to the protection of those assets than would the government. Yet the 
public sector likewise can have privileged or exclusive access to information and 
procedural options - intelligence data, negotiations with foreign governments, 
the right to detain a suspect or tap a phone line - that could, in principle, be 
extended to the private sector but generally are not. The difficulty of efficient 
information sharing even between government agencies hints at the likelihood 
of even greater coordination hurdles for cross-sectoral security efforts. Indeed, 
serious legal barriers can prohibit or constrain private firms' efforts to share 

information with government. 

COSTS AND RISKS OF PRIVATE ROLES IN PUBLIC MISSIONS 

Indirect government action can expand the resources devoted to a mission, 
enhance the efficiency with which they are deployed, provide richer and more 
detailed information to guide the undertaking, or boost its perceived legitimacy. 
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Against these generic advantages, however, society must weigh a range ofpoten­
tial costs, which are commonly called "agency losses." That is, the private agents 
may not faithfully fulfill the public's mission; for example, they may purport 
to act at government's behest but instead give excess weight to parochial con­
cerns. Direct government action often entails agency costs as well. Elected 
officials and government workers can and do pursue their own agendas at the 
expense of citizens' interests. Relationships that reach across sectoral bound­
aries summon four distinctive threats to effectively fulfilling public missions: 
diluted control, higher spending, reputational vulnerability, and diminished 
capacity. 

Diluted control occurs as a result ofindirect action that explicitly diminishes 
government's monopoly of authority for defining the mission, directing the 
means, or both. Beyond this open and accepted dilution ofautonomy, indirect 
action also involves the risk ofunanticipated or unrecognized losses of control. 

Higher spending is also a potential threat. Indirect production can some­
times prove more costly than anticipated, and it can even be more expensive 
than direct production for the same output. This increased cost can be because 
ofan erroneous prediction ofprivate productivity advantages, because oftrans­
actions costs, because the dilution ofcontrol leads to a different and more costly 
definition ofthe mission, or because private actors are able to exploit and extract 
resources from their governmental partner. 

Most forms of indirect action expose the government to some risk that the 
actions of its agents will adversely affect its reputation. For example, if the 
government requires (or merely allows) a nuclear plant operator to deploy a 
private security force, and if members of that force needlessly hinder innocent 
hikers in the surrounding woods, the citizenry's ire will fall on both public and 
private parties. 

Diminished capacity can result when indirect production discourages or 
even precludes the maintenance of capacity for direct governmental action. 
To the extent government depends on private capabilities, it puts itself at a 
disadvantage in future rounds of negotiation with its agents. Whether such 
factors present trivial or profound barriers to reverting to direct governmental 
delivery, and whether reliance on external capacity entails minor or major 
future costs, will depend on the details of each case. If a village delegates trash 
collection to a private waste-management firm, it can later reconstruct the 
status quo by purchasing a truck and hiring two men; if a state privatizes its 
prison system, it would be far more costly to reverse course. 

In complex, large-scale missions, including most instances of infrastructure 
security, neither a pure public nor a pure private solution is likely to be the 
best choice. The challenge is to develop a blend ofpublic and private roles that 
amplifies the benefits and controls the risks presented by each sector. In this 
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light, it is useful to focus on the predominant feature that distinguishes collab­
orative governance from other forms of indirect governmental production ­
the explicit sharing of discretion. 

SHARED DISCRETION AS THE HALLMARK 
OF COLLABORATIVE GOVERNANCE 

Collaborative governance is defined by a mixed allocation ofdiscretion. For an 
endeavor to be considered "governance" at all, a large share of discretion must 
rest with a player who is answerable to the public at large (where government 
is absent, weak, or undemocratic this condition is unlikely to hold). Collabo­
ration begins when government yields the monopoly ofcontrol. Collaborative 
governance exists in the mid-range of the distribution of discretion; neither 
extreme can be considered collaboration. For example, corporate philanthropy 
is not collaboration. Companies enjoy wide discretion over their giving, and 
within very wide parameters their choices are presumptively defined as "the 

good" for tax purposes. Although the public sector surrenders tax rev­
enue it would have otherwise received, it is essentially a passive partner to the 
company's actions. 

Similarly, a municipal government's contract with a private waste­
management company is delegation but not collaboration. The company's 
mission to pick up the garbage and dump it at the landfill is explicit, complete, 
and controlled by the government, and its motive is to maximize the net revenue 
it receives in return. The private player is a highly constrained agent, nothing 
more, and discretion rests with the government. Understanding the ramifi­
cations of alternative allocations of discretion requires distinguishing among 
three forms ofdiscretion: those involving production, payoffs, and preferences. 

PRODUCTION DISCRETION 

A fundamental motive for indirect governmental action is the realistic prospect 
ofefficiency gains (relative to direct provision) through engaging private capac­
ity. But this motive does not, on its own, call for collaborative governance. The 
government can often harness private efficiency advantages, while avoiding 
the complexities of shared discretion, through simple procurement contracts. 
If the government requires a truck, a bus route, or a software package, and 
recognizes that acquiring it from the private sector is likely to be more efficient 
than producing it internally, it can specify its requirements, invite competing 
bids, and choose the provider that promises to deliver on the best terms. 14 

The contractor, once selected, is permitted a good deal of latitude over how 
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to go about meeting the terms of the deal, but the definition of ends remains 
government's prerogative. 

In addition, in contracting for security services, it is often impractical, 
unwise, or flatly impossible for the government to fully specifY its goals. For 
example, because the Department ofHomeland Security has little understand­
ing about what combination of ambulance drivers, nurses, and emergency 
room technicians would be most valuable to blunting a smallpox outbreak 
in Muncie, Indiana, it lets administrators at Ball Memorial Hospital set pri­
orities for vaccinating "first responders." The Occupational Safety and Health 
Administration may focus on trash compactors as the greatest danger to grocery 
store employees; but the manager of the local Safeway may know that reducing 
loading-dock workers' risk of slipping on spilled produce would deliver far 
greater safety gains at the same cost. No government agency will likely match 
an automaker's judgment over the relative promise of innumerable changes in 
fuel, engines, design, and materials to boost mileage and hold down the costs of 
new-generation vehicles. And those who manage a liquefied natural gas (LNG) 
facility may know far better how to reduce its vulnerability to a terrorist attack 
than would government inspectors, both because ofmanagers' familiarity with 
the operation of the facility and with other risks such as common crime, acci­
dents, or disgruntled employees, all of which are somewhat analogous to, if 
less dire than, terrorism. Public goals often can be advanced more efficiently if 
private players are given some discretion not just over the means, but also over 
the ends to be pursued. When government yields a share of such discretion, it 
has crossed the line from simple delegation to collaborative governance. 

In all but the most straightforward undertakings, permitting private agents 
to participate in the specification of what is to be produced, and how, greatly 
enhances the potential for efficiency improvements. Yet at the same time, the 
government may find it far more challenging to ensure accountability due to 
the two other forms of discretion that tend to be unwelcome concomitants of 
production discretion. 

PAYOFF DISCRETION 

Granting production discretion to private collaborators can increase the effi­
ciency of governance and create more value than either direct government 
production or contractual delegation with tightly defined goals. However, the 
collaborating partners must deal with the distribution of that augmented pool 
of value. Allocating the payoff from anyone productive arrangement can be 
conceptually rich and operationally complex, but matters become far more 
complicated when collaborations feature a choice among alternative arrange­
ments that lead to different distributions ofvalue. For example, an automaker 
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would favor a new-generation car campaign that relies heavily on reformulated 
fuel (imposing a fixed cost On the oil industry) rather than absorbing its Own 
fixed cost ofredesigned engines. Ifthere must be new kinds ofengines, however, 
the automaker would like to maximize the government's share of the research 
and development investment required. Similarly, a company that has already 
made progress On diesel-electric hybrids would like the campaign to anchor on 
that design rather than alternatives that play to the strengths of rivals. In short, 
once given discretion, private parties will attempt to shape the undertaking to 
increase their parochial payoffs. 

When production alternatives entail different distributions of value, pro­
duction discretion is inevitably entangled with payoff discretion. This makes 
the government vulnerable when it lacks full information about each alterna­
tive's efficiency and payoffs. When information is incomplete or private actors 
possess information that the government lacks, collaboration is apt to yield 
results that fall well short ofwhat the potential could be if all information were 
fully shared. At worst, collaboration may lead to a choice ofends, and net gains 
in public value, that are inferior to what could be obtained through direct 
governmental production or through delegation by means of fully specified 
contracts. This risk is recognized, however, and explains why the government 
is normally chary about sharing discretion. On the other hand, conventional 
tactics for limiting the government's vulnerability to payoff discretion - such 
as tight performance goals, ceilings on agents' payoffs, or aggressive after-the­
fact auditing - frequently sacrifice some of the efficiency gains of production 
discretion. 

PREFERENCE DISCRETION 

Payoff discretion has to do with the distribution value that can be expressed in 
monetary form. Preference discretion is a related but broader concept. Payoffs 
come in various forms that collaborators may value differentially. Itis in the very 
nature of public missions that parties will differ in how they define the good. 
For example, a new private security arrangement in midtown Manhattan 
say creating a protective cordon around a several-block area with random 
inspections of entering vehicles - may yield greater protection for buildings, 
but new inconveniences, reduced freedom of movement, and greater privacy 
invasion for the public. This arrangement may please the building owners who 
control the Midtown Manhattan Association, but displease pedestrians and 
hence the City Council. 

As with payoff discretion, the challenge to efficient and accountable col­
laboration comes from the tendency for preference discretion to be entangled 
with production discretion. Government cannot be sure that a collaborator 
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Figure 24.1. Production discretion boosts benefits to a Point). 

is guided by his expertise or by his interests as he seeks to shape the mix of 
outputs the collaboration yields. 

The central task for government officials attempting to create public value 
through collaborative arrangements is to maximize the efficiency gains ofpro­
duction discretion, after accounting for the losses associated with payoff and 
preference discretion. The optimal level ofproduction discretion is found where 
the marginal benefit of production discretion equals the combined marginal 
costs ofpayoff discretion and preference discretion. IS 

The core task can be illustrated graphically, as well as stated in words and in 
equations. In Figure 24.1, the value gained through collaboration (relative to the 
polar cases ofdirect production or pure contracting) rises as private players are 
granted more production discretion. That discretion is exercised by choosing 
superior means for reaching a particular point, or by achieving production 
points unavailable to government acting on its own or through agents bound by 
tight contractual specifications. The gains ofproduction discretion flatten as the 
potential of agents' productive and informational superiority is progressively 
exhausted. As discretion expands into areas where agents are less deft and worse 
informed than government - payoffs begin to diminish. 

Alas, production discretion is generally accompanied by undesirable pri­
vate discretion over payoffs and preferences. (To simplify the exposition, we 

r 
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Figure 24.2. Payoff discretion as unwelcome fellow traveler of production discretion. 

merely discuss payoff discretion here. The analysis for preference discretion 
would be much the same.) The ratio between production and payoff discretion 
is by no means a constant. Figure 24.2 shows two different trajectories of the 
relationship between these two types of discretion. Some payoff discretion is 
unavoidable, as shown by the vertical intercepts of the production possibility 
curves. Curve A illustrates a situation in which relatively little additional pay­
off discretion is incurred at the early stages of the range. The balance becomes 
somewhat worse as government continues to loosen constraints on private col­
laborators. Curve B illustrates a less-fortunate marginal relationship between 
production and payoff discretion. 

figure 24.2 might be thought of as illustrating two different arenas of col­
laborative governance, one with an inherently favorable relationship between 
good and bad discretion and the other with a more troublesome entanglement. 
Curve A might illustrate an "adopt a highway" program, in which local busi­
nesses take responsibility for clearing litter from a stretch of road in exchange 
for being allowed to post signs that publicize their civic-mindedness (as well as 
their donuts or health-care services through name recognition). Curve B might 
depict the hypothetical midtown-Manhattan security scenario addressed in the 
previous section, in which structures can be secured at a steep price in con­
venience and privacy. In the first case, the nature of the task itself presents 
private agents with limited opportunities to expropriate payoffs or insinuate 
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Figure 24.3. The degree of payoff discretion to accept. 

preferences as they are given progressively more production discretion. In the 
second case, the temptation to push private interests, at the expense of the 
public interest,~ is pervasive. 

Alternatively, and just as validly, Curves A and B can be thought ofas referring 
to the same collaboration, but with more- and less-sophisticated governmental 
efforts to structure and manage the relationship. Curve B, in this version, would 
represent a feebly designed adopt-a-highway or city security program. Curve A 
would represent the same endeavor, but with more astute measures to harvest 
the gains while minimizing the losses that come with private discretion. In 
the highway case, for example, signs identifying benefactors might be smaller 
but more frequent to solidify the link between a company's image and the 
condition of a given stretch of roadway. In the security case, a Curve A scenario 
might involve the government requiring that arrangements be submitted to and 
approved by the City Council before being implemented, or it could institute 
a complaints process with stiff financial penalties levied against the private 
association in the event of unreasonable impositions on citizens. 

While Figure 24.2 shows how payoff discretion rises with the level ofproduc­
tion discretion, Figure 24.3 shows how much this costs. The value lost through 
payoff discretion grows as government loosens the reins, with the rate of loss 
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accelerating as government exercises less control over its collaborators' ability 
to claim larger payoffs or to substitute their preferences for those of the public 
at large. 

For simplicity, we assume there is no preference discretion, or that it is cost­
less. The optimum allocation of discretion is derived from the three functions 
represented on Figures 24.1, 24.2, and 24.3. It is found at x*, implying that 
payoff discretion will be at y*, and that the program will operate at the points 
along the curves corresponding to y* (note that the marginal benefit of greater 
production discretion, the slope at the point of the curve corresponding to x* 
in Figure 24.1, just equals the marginal cost). The latter is the product of the 
slopes at points B and C in Figures 24.2 and 24.3. That product represents the 
increase in payoff discretion from a unit increase in production discretion times 
the marginal cost ofthat increase. Parallel figures to 24.2 and 24.3 could be pre­
sented for preference discretion. They would have the same general shape. In 
weighing how much production discretion to grant, the counterbalancing costs 
ofthe accompanying payoff and preference discretion would be added together. 

The outcomes for the public of collaborative governance, as these illustra­
tions hint, can range from spectacular to calamitous, depending on government 
officials' ability to determine when collaboration is a promising approach, to 
judge how much discretion to cede to private agents, and to fine-tune the terms 
of the collaboration so as to maximize the benefits less the costs associated with 
shared discretion. 

RISKS OF COLLABORATIVE APPROACHES 
TO INFRASTRUCTURE SECURITY 

The risks of a collaborative approach to infrastructure security involve both 
payoff and preference discretion. The most obvious vulnerability associated 
with payoff discretion involves the allocation of costs. The managers of private 
firms involved in collaborative security efforts - assuming that they are faithful 
stewards for their shareholders - would prefer to maximize the government's 
share of the protection bill, including costs incurred for security benefits that 
fall to the firm itself rather than to the public at large. This logic extends to firms' 
natural desire to minimize any cost-increasing or profit-decreasing constraints 
on their operations. For example, imagine that building a triple-fence secu­
rity perimeter patrolled by National Guardsmen could reduce by 90 percent 
the public risks of an attack on a chemical plant, at a discounted lifetime 
cost of $100 million. And suppose that reformulating the plant's product line 
or performing strict security vetting of all employees could achieve the same 
reduction for a mere $50 million. If the government pays most of the cost for 
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the first option and the firm pays all for the second, one would expect the 
private collaborator to use its discretion to tilt toward the perimeter patrol. 

Similarly, firms will generally wield their discretion to favor anti-terrorism 
measures that offer ancillary private benefits. Installing floodlights throughout 
a port can deter petty theft and vandalism as well as terrorism, and a recent 
report from the Inspector General at the Department of Homeland Security 
suggests payoff discretion has been at work in the allocation of public port­
security money. A port adjacent to a luxury entertainment complex (a target 
for security threats completely unrelated to terrorism) received a grant for 
surveillance equipment that the auditors found to "support the normal course 
of business" rather than respond to realistic terror threats. 16 

A systematic hazard involving payoff discretion is embodied (although 
experts differ as to what degree) in the Terrorism Risk Insurance Act of 2002 
(TRIA), that introduced considerable public cost-sharing without curbing pri­
vate discretion. This law was enacted in response to complaints that private ter­
rorism coverage had become expensive and sometimes unavailable in the wake 
of the 9/11 attacks. There were respectable arguments for and against major 
government participation in the insurance market - arguments that continue 
today. TRIA ended up socializing the upper range of losses from terrorism 
damage to property (see Chapter 19 for a discussion of the components of 
TRIA). For risks covered by TRIA, private-property owners see little payoff 
in reducing their exposure to risks above the ceiling where government bears 
most of the cost, particularly because their insurance companies are unlikely 
to reward them for doing so. The distribution of losses from a terrorist act 
can be expected to dampen their incentive to invest in risk reduction, relative 
to alternative insurance arrangements, though the extent of the distortion is a 
matter of debateY 

Each firm in an industry would also like shared security regimes to be struc­
tured in ways that favor their business strategies over competitors'. A nuclear 
plant that has been operating for a long time, with 20 years' worth of spent 
fuel rods stored on the premises, will push for protection policies focused 
on nuclear waste; a newer plant will see more payoff in policies that concen­
trate on threats to the reactor itself. Requirements for a half-mile buffer zone 
around ports handling hazardous cargoes - accompanied by limited grants to 
buy adjacent land - would be devastating to a port in the middle of a dense, 
pricey city, but quite acceptable (and possibly even attractive for its competitive 
edge) for a port in an isolated community.18 

Infrastructure security poses fewer obvious problems of conflicting prefer­
ences among collaborating parties than do some other arenas for public-private 
collaboration. Despite differing interests on the allocation of cost, and on the 
details of security arrangements, the basic goal of reducing expected terrorist 
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losses is shared by government, private asset owners, and security owners. In 
social services, by contrast, some people consider it a very good thing ifreligious 
messages accompany substance-abuse counseling, and some people consider it 
a very bad thing. In matters of infrastructure protection, interests about salient 
choices are reasonably aligned. Everyone dislikes risk and would prefer to spend 
efficientiy. 

Yet even here there is room for divergent preferences at the margin, and 
private discretion can entail public costs. Private firms may also value the 
perception ofsecurity as well as its reality. Customers and possibly investors may 
find it hard to gauge levels ofor changes in risk, and they may respond to visible 
risk-reduction measures as well as (or instead of) real but obscure reductions 
in the probability of a damaging attack. Private collaborators, moreover, will 
also prefer arrangements that give them privileged access to public security 
resources. To the extent that a major employer can shape the contingency plan 
for a regional alert, it would send more police and National Guardsmen to 
the local chemical plant than to the local hospital, school, or armory. Public 
and private players may also have different time preferences. A firm may doubt 
that investors will have much tolerance for short-term security spending in the 
name of long-term risk reduction. The government also has its own reasons 
for truncated time horizons, such as limited terms in office. 

SECURITY EXTERNALITIES 

In an alternative universe in which governments did not exist - but terrorism 
did - the private sector would assuredly take major steps to reduce the risk 
of attacks on infrastructure and to buffer the damage should an attack occur. 
Companies that own a particular asset would be motivated by the fact that ter­
ror attacks are bad for business. They destroy or damage capital assets, kill or 
injure employees with firm-specific skills, disrupt operations while facilities are 
repaired or rebuilt, suppress demand because customers are scared away, and 
raise the cost and reduce the availability ofinsurance against all these prospects. 
A rational company - with no motive other than maximizing the expected 
present value of net revenues - would spend on infrastructure protection up 
to the margin where its private value of incremental risk reduction reached its 
private cost of further security. Yet infrastructure protection is a governance 
challenge, not merely a business challenge, because threats to critical infras­
tructure have costs, and thus risk reduction has benefits, that extend far beyond 
private owners of infrastructure assets. Attacks on infrastructure can destroy 
neighboring assets. Collateral damage can be minor (the hot-dog stand adjacent 
to the oil pipeline pumping station) or major (the metropolis down-wind from 
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the nuclear power plant). Beyond the direct cost ofphysical losses would be the 
loss of business for other companies that depended upon destroyed or dam­
aged infrastructure. On the special ledger ofhuman casualties, losses external to 
the private firm come in two forms. First, dead or injured employees are much 
more than bundles offirm-specific skills. Second, in many imaginable incidents 
involving infrastructure, employees themselves would account for a minority 
ofhuman casualties. More generally, a private company would have only minor 
motives-proportional to its share ofthe economy- to worry about the prospect 
of diffuse economic damage as confidence drops in the wake of an attack. 

The term, "positive security externality" describes a situation in which pro­
tection spending by one party benefits another. Such externalities may stem 
from many sources. One party's security efforts may prevent damage that would 

beyond bounds ofownership; or the spending party may control one ele­
ment in a vital chain ofproducts; or information may be gained from the efforts 
of each party that purchases security. Private arrangements would recognize 
and respond appropriately to some of these external risks, even in a world 
without government. For example, a factory that depended on a rail link or 
pipeline would rationally pay some or most of the security costs for that asset, 
even if it did not own it. A sufficiently sophisticated insurance industry would 
lead firms to internalize many external liability costs. Even a rudimentary tort 
system would stimulate A to enhance safety for B beyond its own pure self­
interested level. Quite apart from traditional incentive structures for exchange, 
insurance, and liability, one could expect to see cost sharing to protect assets. 
For example, citizens of a nearby city, recognizing their vulnerability, would 
likely chip in to protect a nuclear plant. Buttransactions costs are likely to besig­
nificant, and complex negotiations may degenerate into stalemate. Alas, there 
are apt to be impediments to highly efficient security arrangements when the 
owner of the asset to be protected collects only a small fraction of the benefits. 

However inventive private arrangements might be, when externalities 
abound society should still expect an inadequate supply of security absent 
government participation. When there are multiple parties sharing in a public 
good, voluntary provision falls far short, and the tort system tends to get short 
circuited. Beyond this, security investments shift probabilities rather than cre­
ating certainties; this makes it harder to estimate production relationships or 
tell what level of security is being provided. The resulting information asym­
metries create barriers to effective contracting, since participants cannot tell· 
what they are getting for their contributions. 

ALLOCATING THE COSTS OF SECURITY 

In a world ofunderprovision, government may step in to help reach the appro­
priate social level ofspending. The government has three main tools for altering 
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Figure 24.4. As government spends more, private spending sags and total spending lags. 

private decisions about security: direct provision, regulation, and collabo­
.ration. Private companies, with plenty of alternative claims on their own 
resources, would naturally prefer for government to provide and pay for any 
needed security investments. But government budgets are chronically strained. 
Moreover, if they faithfully represent taxpayers' interests, governments will 
spend to reduce the public, but not the private, damages that a terror attack 
would produce. Ifsecurity is left entirely to the public sector, then, there would 
be less spending on protection, in the aggregate, than the combination ofpublic 
and private stakes would warrant. 

A second objection to declaring security to be primarily or solely the gov­
ernment's burden is the question of equity. If the government is supposed to 
spend significant dollars protecting infrastructure, those who create infrastruc­
ture are in effect imposing a tax on the body politic. Moreover, infrastructure 
owners will have insufficient incentive to make their assets easy to protect. The 
situation might be as shown in Figure 24.4. Here the level ofprivate provision 
and total provision is a function ofthe level ofgovernment provision. For sim­
plicity, assuming that only total expenditure mattered, ifprivate provision were 
strongly responsive to the level ofpublic provision (Le., the bottom curve slopes 
steeply), government provision would primarily shift costs to itself rather than 
enhance security. 

When the government wishes to economize on public spending, but still 
achieve adequate security, it often adopts regulation. For example, insurance 
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companies must have adequate reserves, bicycle helmets must meet crash stan­
dards, and buildings must meet construction codes to protect against plumb­
ing failures and fires. Some current regulations protect against terrorism. For 
example, nuclear power plants are required, as a condition of their licensing, to 
meet certain security standards. If the government knew precisely what should 
be done beyond these minimum standards, and if it had the power to impose 
desirable requirements, the regulatory approach would produce an ideal out­
come for infrastructure security. But these are heroic "ifs." To some extent, 
these imposed expenditures offset other private expenditures. If the displace­
ment is becau$e those costs were inefficient, say because they tended merely to 
protect the spending party, then regulation can enhance efficiency. However, if 
the displaced costs would have created superior security, and the government 
regulation was chosen by mistake, say because of inadequate knowledge, or 
because certain expenditures are easier to monitor, then regulation will sacri­
fice efficiency. 

In the collaborative governance approach, government extends certain ben­
efits - such as cash or freedom from regulatory imposition, or the right to make 
claims on certain public resources - to private entities that agree to provide 
enhanced security. The advantages of collaboration are specific instances of 
the generic gains we discuss throughout this chapter. The deal the government 
strikes with the private players grants resources (which may include freedom 
from some governmental requirements) in exchange for the private sector tak­
ing on certain responsibilities. The private players may be protecting their 
own assets (e.g.) the government could pay a third of the costs for a chemical 
company's security program); or they may be predominantly protecting other 
entities' private assets.or even public assets (e.g., a port authority might hire 
a private firm to secure its facilities.) The nature, extent, and effect of private 
security efforts will be shaped by the government's stance, by the inherent 
interests of the private collaborators, and by the details of the collaboration's 
structure. 

None of these three approaches to the problem of positive security exter­
nalities is likely to be fully successful, but some will be better than others at 
aligning resources with interests. When the externalities are small relative to the 
benefits going to the spending party, concerns should be minimal. When there 
is just one affected party, rather than many, efficient contracting on security 
levels will require only moderate transactional complexity. Time and money 
requirements for meetings, contracts, and lawyers will not be so burdensome 
as to deter rational security efforts. But when there are many parties with stakes 
in the same security arrangements; limited liability; and externalized losses that 
are large relative to internalized losses, security externalities are less tractable. 
Consider an LNG facility that is worth $20 million, owned by a company with 
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a market value of $100 million. A potential terrorist attack could trigger an 
explosion that would produce a total of $3 billion in damages, with most of 
the losses suffered by neighboring populations, businesses, and interconnected 
systems.19 For $10 million, the LNG facility can reduce the lifetime chance of 
such an explosion from 1.1 percentto 0.1 percent. Society at large would benefit 
from such an expenditure, because in probabilistic terms it saves 1 percent x 
$3 billion, or $30 million. Yet the owners of the LNG facility will not make the 
expenditure if their own risk is limited to the $20 million value of the plant 
itself. Even if tort claims by damaged neighbors meant large and inescapable 
liability costs in the event of an attack, the firm itself would never be willing to 
spend more than the $100 million it would lose ifit were sued into bankruptcy. 
It would not be hard to imagine circumstances where the optimal level ofsecu­
rity spending, for society as a whole, exceeded the market value of the asset 
owner. 

When significant security externalities exist, the only way to achieve ade­
quate investments in security is to have all affected parties contribute.2o Eco­
nomics provides a classic resolution to this problem, which is called the Lindahl 
solution.21 Assuming that there is a public good (in this case security) that will 
be enhanced through expenditures by a particular party, the Lindahl solution 
finds the percentage shares of the costs that will lead all parties to demand the 
same quantity. We can illustrate this with another simplified hypothetical sit­
uation, this one involving a chemical plant that processes hazardous chemicals 
located next to a factory that is not a terrorist target, and near to a built-up 
commercial and residential zone. Suppose there is one spending party (e.g., the 
owners of the chemical plant), one external party with major stakes (e.g., the 
owners of the factory next door), and many other affected parties (e.g., nearby 
businesses and residents), each with relatively small stakes. The government 
represents the interests ofthe parties with individually small stakes. The Lindahl 
solution divides expenditures in proportion to benefits at the margin for the 
optimal total expenditure. If, for example, the spending burden were divided 
with 70 percent borne by the chemical plant, 10 percent by the neighboring 
factory, and 20 percent by the government, all three parties would favor a total 
security expenditure of$2 million. The chemical plant would spend $2 million 
on security, and collect contributions of$200,000 from the neighboring factory 
and $400,000 from the government.22 

This sketch departs from reality in its assumption that the probabilities ofan 
attack and, even more challenging, that the magnitude of risk reduction from 
the security measures, are known with some precision. Low-level probabilities 
are inherently hard to estimate because they offer little experience to rely upon. 
Normal statistical methods cannot be employed. Indeed, the vast majority 
of the time, nothing happens. Given that outcome, it is almost impossible to 
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distinguish between situations where nothing would have happened absent the 
security measure and nothing happened because of the security measure. This 
estimation problem is redoubled because security measures affect the actions 
of the terrorists themselves. For example, if an intended target is protected, the 
terrorist can turn to a softer alternative target. 23 When an attack on a protected 
target is made, the security measure may prevent or ameliorate damage, and/or 
raise costs to the terrorists. Computing the benefits ofsecurity measures in such 
complex situations is extremely difficult. 

Given that the public and private producers are sure to be tussling over 
costs, responsipilities, and credits, and that their interests diverge, each will 
have an incentive to provide its own estimates ofthe risks faced and the benefits 
(often probabilistic) that its own efforts provide. The challenges ofprobabilistic 
estimation given the massive uncertainties here exaggerate any natural 
tendencies to distort estimates to serve one's own purposes. These inherent 
uncertainties, and the likely disagreement on what expected benefits and costs 
would flow from potential actions, amplify the challenge of structuring a fair 
and feasible accommodation when security externalities are significant, as they . 
usually are. 

Moreover, while the balancing of burdens and benefits - and hence the 
management of payoff discretion - is challenging at any single point in time 
and in purely technical terms, it has important inter-temporal and political 
dynamics as well. Suppose government is able to structure an arrangement 
with a major port operator that features just the right blend of public and 
private expendit.ure and just the right pattern of risk-reduction investment 
at the start of the deal. The port operator is compensated just enough, and 
on just the right terms, to induce it to recognize the security externalities 
associated with its operations. Suppose, then, that many years pass without a 
major domestic terrorist attack. The port operator will be tempted - to the 
extent the terms of the deal and government's vigilance permit - to use its 
discretion to tilt security expenditures away from risk reduction and toward 
activities that boost profitability (e.g., installing attractive lighting in its tourist 
areas). To the extent this occurs, collaborative infrastructure protection is likely 
to be viewed as "corporate welfare," and to lose political legitimacy. 

GOVERNMENT'S IMPERATIVES IN COLLABORATIVE 
INFRASTRUCTURE PROTECTION 

Efforts to protect vital infrastructure in the coming decades will almost certainly 
involve extensive interaction between business and government, frequently 
featuring the shared discretion that is the hallmark ofcollaborative governance. 

, 
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These arrangements could turn out to be flexible and effective, or rigid and 
lame. They may make a limited claim on resources and allocate costs in ways 
that are both fair and efficient, or they may entail bloated costs tilted toward 
the government in ways that undercuts private prudence and sap the public's 
willingness to pay for security. Which subsets of the many possible futures that 
turn out will depend on many factors, including revelations yet to come on the 
nature and extent of terrorism risks. 

Thus, a pivotal determinant ofwhether infrastructure protection turns out 
to be efficient and robust, or expensive and flabby, will be government's ability 
to structure collaborative arrangements that give private players the proper 
incentives and focus public resources on broad public security. What does 
government need to get matters right in order to minimize the gap between 
the public and private benefits of investments in infrastructure security? The 
public-sector challenges in this arena are a particularly intense variant of the 
generic imperatives ofcollaborative governance. We array those imperatives as 
six distinguishable (though neither disjoint nor strictly sequential) steps: 

1. 	 Appraisal. Before designing a collaborative infrastructure security effort, 
government must first appraise the threat-reduction goal. It must map, as 
precisely as the data permit, both the public and the private risks embodied 
in the status quo - the nature and dimensions of the threat, the degree to 
which public and private vulnerabilities overlap or diverge, and the major 
uncertainties surrounding this appraisal. This first step, in short, involves 
figuring out what success looks like. 

2. 	 Analysis. Once the goal is tolerably well framed, the government needs 
to understand the capabilities and motivations of the players who may 
be engaged to help pursue it. The government must identify the array of 
private actors who are either inherently or potentially involved in security 
efforts; analyze the productive potential or resources they can bring to the 
enterprise; determine the preference and payoff motivations built into their 
economic structure and context; and identify the main points ofcongruence 
and conflict with broader public security goals. It must also predict how 
a particular configuration of security efforts is likely to influence external 
threats. 

3. 	 Assignment. Government officials, taking their cues from their appraisal of 
the mission and their analysis ofprivate actors' abilities and intents, need to 
determine which security functions should be assigned to each party in the 
collaboration. These functions may be assigned across and within the public 
and private sectors, in accordance with the best fit between each function 
and the attributes of the various candidates to perform it. "Assignment" is 
only an approximate term for what is often a system of rules and incentives 
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meant to influence the probability that certain kinds of actors will take on 
certain kinds of tasks. 

4. 	 Architecture. Once the players are determined, their roles are specified 
through the development of accountability structures that are consis­
tent with each actor's capabilities, incentives, and constraints, and that 
focus their energies on the common mission. This architecture can involve 
contractual relationships, financial incentives, regulation, tax preferences, 
public opinion, reputation, and other components in varying blends and 
degrees of complexity. The more that shared discretion - our hallmark 
of collaboration - figures in the relationship, the more subtle and more 
elaborate the architecture of accountability is likely to be. 

S. 	 Assessment. Even the most astute government official is unlikely to get the 
appraisal, analysis, assignment, and architecture exactly right, given the 
massive uncertainties involved. The government must assess the security 
collaboration as it matures - revising early appraisals of the threat to be 
confronted, revisiting first-round analyses of what private actors can do 
and what they want, rethinking the assignment of roles and the governance 
architecture that codifies responsibilities. 

6. 	 Adjustment. Because requirements change and analyses can be mistaken, 
the assessment stage may lead to significantly changed prescriptions. Thus, 
assignments and the architecture that coordinates them may have to be 
recalibrated. Adjustments will be undertaken as priorities change, new evi­
dence comes to light, or experience reveals new problems or possibilities. 

Each of these tasks is quite challenging on its own, and challenging along 
dimensions - differential treatment of outside parties, analytical and transac­
tional precision, flexibility - that tend to be especially problematic for govern­
ment. Taken together, they present a much more impressive set ofrequirements 
to master. This complexity is generally true of collaborative governance, and 
intenselyso for collaboration on infrastructure protection. Appraising the array 
of risks in the status quo and analyzing the incentives of potential collabora­
tive actors, for example, requires disentangling broadly shared vulnerabilities 
from firm-specific risks. It also demands a detailed appreciation of individual 
firms' competitive standing, with and without security investment, and with 
and without an actual attack. Measures ofprogress, essential to assessment and 
adjustment, are inherently uncertain absent an attack. 

The public sector thus has a difficult role to plan in infrastructure protec­
tion - but an imperative role. If any of these tasks is ignored or badly carried 
out, a regime to promote infrastructure security that involves extensive pri­
vate involvement and substantial private discretion will be less effective, more 
expensive, or both, than it would otherwise be. These governmental tasks are 
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of an entirely different nature from more familiar security regulations, such as 
writing blanket regulations for nuclear-plant containment vessels, or sending 
a company of National Guardsmen to patrol a port. They are subtle, complex, 
and fundamentally analyticaL In infrastructure security, perhaps to an even 
greater extent than other policy domains, collaborative governance implies a 
role for government that is different from but no less vital than more familiar 
roles - and a role for which government is, for the most part, not yet well 
prepared. 
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NOTES 

1. Bureau of Labor Statistics 2003. 
2. The airline security issue is discussed at more length in Box 24.1. 
3. 	 The thoroughly inadequate and terribly coordinated policies in the few days surrounding 


Hurricane Katrina show the impossibility ofdeveloping effective collaborative arrange­

ments predominantly on the fly. Hurricanes are different, to be sure, than terror­

ism threats, but in many ways simpler. For example, they give considerable advance 

warning. 


4. 	Moran et al. 2006. 
5. Gerth and Mills 1946. 
6. 	The Pennsylvania Associators were a private force organized by Benjamin Franklin to 


substitute for the state militia that Quaker Pennsylvania balked at mustering under 

public authority. The associators figure in Fisher 2004. Their origins and organization 

are described on pages 26-28. 


7. Singer 2002. 
8. 	 Office ofManagement and Budget 2004. 
9. 	 Even in the heyday ofdirect government delivery, important work was delegated to the 


private sector, including in ways that we would call collaborative. We are grateful to 

Lewis M. Branscomb for reminding us of the "cooperative agreements" that let federal 

officials enlist private collaborators on terms ofshared investment and shared discretion. 


10. 	Coglianese et al. 2004. 
11. 	For collaboration in park management, see Donahue 2003, and Donahue and Rosegrant 

2004. For student loans, see Lundberg 2005. For foreign assistance, see Lundberg 2004. 
12. 	Sometimes the choice of public or private security arrangements is less consequential 

than it seems. Paul DiMaggio and Walter Powell argue that institutions performing 
similar tasks tend to conform to similar models of operation, whatever their formal 
structure. See DiMaggio and Powell 1983. 

13. 	The public's attitudes toward the appropriate provision of security, however, may be 
strongly shaped by the most recent dramatic failure. Government efforts to deal with 
Hurricane Katrina, which bring to mind many comparisons with protection against 
terrorism, may have dampened enthusiasm with the government as the guarantor of 
security. Failed effectiveness in a dramatic event may promote a "throw the rascals out" 
attitude. 

14. 	The basic terms of the choice between internal production and contracting-out are 
described in Donahue 1989, chapter 5. 
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15. 	 More formally, let x indicate the level of production discretion, with I(x) giving net 
production benefits (Figure 24.1). Let g(x) be the level of payoff discretion (Figure 
24.2), and let c(g(x)) be the cost of payoff discretion (Figure 24.3). Similarly, let hex) be 
the level of preference discretion, and let d(h(x)) be the cost of preference discretion. 
Our optimality condition is that f "" c'g' + d'hi. 

16. Lipton 2005. 
17. 	Kent Smetters ofPennsylvania's Wharton School has suggested that under TRIA, private 

owners of vulnerable assets will under-invest in security when much of the cost of a 
catastrophic incident falls to government. TRIA's origins, provisions, and incentive 
effects are discussed in Smetters 2004. The key terms are covered on pages 16-17. But 
other analysts, including one of the editors of this volume, view TRIA more favorably 
and predict much less distortion of private motives to minimize risk. See Kunreuther 
and Michel-Kerjan 2004. 

18. 	This would be the case whether the urban port is owned by a private firm or by a public 
agency such as New York's Port Authority. 

19. 	 For purposes of this illustration, we are assuming, as seems reasonable, that the 
owner would not or could not be forced to fully compensate other parties for the 
avoidable damage they suffer due to the facility's failure to take security externalities 
into account. 

20. 	 Attemptingto achieve the same outcome through regulation will not work. The regulated 
party, ifforced to pay all of the costs, may just drop out of the market, which is likely to 
be inefficient if others benefit from having its services in the market. 

21. 	The solution was first described in Lindahl 1919. 
22. 	This example posited a private contribution from a second major private party, the 

neighboring factory. Often, free-riding tendencies would defeat such spending. The 
government would then be forced to be the sole supplement to spending by (in this 
instance) the chemical plant. The government could simply say that it will contribute 
30 percentto anything the plant spends whether through direct dollars or a tax incentive. 

23. 	Thus, the societal gain from the measure will only be the difference in the expected 
damages between the two targets, something that is virtually never computed. 
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