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Abstract

A sender sends a signal about a state to a receiver who takes an action that

determines a payoff. A moderator can block some or all of the sender’s signal

before it reaches the receiver. When the moderator’s policy is transparent to the

receiver, the moderator can improve the payoff by blocking false or harmful signals.

When the moderator’s policy is opaque, however, the receiver may not trust the

moderator. In that case, the moderator can guarantee an improved outcome only

by blocking signals that enable harmful acts. Blocking signals that encourage false

beliefs can be counterproductive.
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1 Introduction

Social media platforms can block, flag, mute, or otherwise influence the circulation

of content on a massive scale.1 Such content moderation has become a thorny social

problem. Moderation decisions and policies by major platforms have been criticized

from both the political left (see, e.g., Thompson, 2020) and the political right (see, e.g.,

Soave, 2022), and are the subject of evolving legal and regulatory challenges (see, e.g.,

Fung, 2023; Guynn, 2023; Vanian, 2023).

A theme of much of the criticism of content moderation policies is that they are not

transparent—and so may be subject to bias or pressure. Yet transparency is difficult to

achieve. Social media policies are embodied in hundreds of thousands of lines of code

and in the practices of thousands of human moderators and fact checkers.2 Even if it

were technically feasible to expose the full content moderation policies of a platform,

doing so could allow bad actors to find and exploit vulnerabilities.3 Moreover, some

policies, such as fact-checking, require a judgment of truth or falsehood. It is difficult

to transparently and decisively convey the basis of such judgments as, by nature, they

often concern matters on which the truth is contested (Stewart, 2021).4

In this paper, we study the possibilities and limits of content moderation when the

moderation policy is opaque. We cast our analysis in a model with an unknown state.

A sender observes the state and can send a signal about it. A moderator observes the

sender’s signal and can block all or part of it in the message the moderator shows to a

receiver. The receiver sees the message passed through by the moderator and takes an

action which, along with the state, determines a payoff. Consistent with some common

practices (e.g., X, 2023) we assume in our main analysis that the receiver sees when a

signal has been partially or fully blocked; but we also extend our analysis to the case in

which the receiver may not know whether blocking has occurred.

1For example, in the second quarter of 2023, Meta reports taking action on 13.6 million pieces of
content related to terrorism and 1.1 million pieces related to organized hate on Facebook. These actions
led to 662,000 and 164,000 appeals, respectively (Meta, 2023a).

2A public release of only a part of Twitter’s recommendation algorithm in 2023 included 460,239
lines of code (Twitter, 2023). Meanwhile, Meta reported in 2023 that it had 15,000 reviewers involved
in detecting violations of its Community Standards (Meta, 2023b).

3The public release of a part of Twitter’s algorithm omitted “code that would compromise [. . . ] the
ability to protect our platform from bad actors” (Wiggers, 2023).

4A New York Post editorial column, for example, asserts that Facebook’s “‘fact checks’ are really
just (lefty) opinion” (Post Editorial Board, 2021). See also Lomborg (2022).
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As a benchmark, we begin the analysis by considering the case where content mod-

eration is transparent, in the sense that the receiver knows the moderator’s policy and

trusts that it is applied faithfully. In this case, a policy of blocking false or harmful

signals can improve the receiver’s well-being.

We turn next to the case of opaque moderation, in which the receiver does not know

the moderator’s policy and need not trust the moderator’s motives or information. We

ask which content moderation policies are benevolent, in the sense that they improve the

receiver’s payoff regardless of the true state and regardless of the receiver’s belief about

the moderator’s policy. We find that the potential for benevolent moderation depends

on the nature of the unknown state about which the sender is communicating.

Formally, we divide the state into two components. One part is a binary state of

the world that might encode, for example, whether an election has been carried out

fraudulently. The other part is a continuous key that might encode, say, the time and

place of a riot or insurrection. The receiver’s payoff is such that the receiver wants to

take an action (e.g., riot) under a particular state of the world (e.g., a stolen election),

but the receiver’s action may be inconsequential if the receiver does not know the key

(e.g., the time and place).

Our first finding is that, if the receiver’s action is payoff-relevant only when the

receiver knows the key, then there is a benevolent content moderation policy that some-

times blocks the key. If, for example, the sender asserts that a public official is corrupt

(the state of the world), and shares the official’s home address (the key), the moderator

might block the address. A receiver skeptical of the moderator’s motives might inter-

pret the moderator’s decision to block the address as evidence that the public official is

indeed corrupt—but without the address, the potential for harm is eliminated.

Our second finding is that, if the receiver’s action is payoff-relevant regardless of

whether the receiver knows the key, then there is no nontrivial benevolent content mod-

eration policy, even if the moderator knows the true state. The reason is that the receiver

can interpret a decision to block content as evidence of an incorrect state, and act ac-

cordingly. For example, suppose that the sender signals that the state of the world is

such that genetically modified foods are intrinsically dangerous, in which case the re-

ceiver should avoid eating such foods. If the moderator concludes the signal is false, the

moderator can block the signal. But, if the receiver thinks that moderator may be be-

holden to agribusiness interests (Uscinski and Parent, 2014, pp. 146–47), the decision to
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block the signal could reinforce the belief that genetically modified foods are intrinsically

dangerous, thus leading to more (rather than less) avoidance of such foods.

More generally, we show that the scope for benevolent content moderation depends

on the role of the key in the receiver’s payoffs. Specifically, we show that, the more

important is the key, the less harm the moderator risks by sometimes blocking the

sender’s signal about the key. We furthermore show that, if the sender transmits the true

key, any nearly benevolent policy that blocks the sender’s signal about the state of the

world must also block the sender’s signal about the key. In these respects, our analysis

reveals an important distinction between content that may directly enable harmful acts

(the key) and content that may cause harm only through the beliefs it induces (the state

of the world), with opaque moderation much more likely to succeed for the first type of

content than for the second.

Within economics, much of the (still relatively small) literature studying content

moderation by online platforms focuses on measuring its effects on user welfare (Jiménez-

Durán, 2023), user engagement (Beknazar-Yuzbashev et al., 2023), platform content (An-

dres and Slivko, 2023; Müller and Schwarz, 2023), and offline behaviors (Jiménez-Durán,

Müller and Schwarz, 2023).5 Some prior theory research focuses on how a platform can

achieve its goals, studying for example the incentive to moderate content when revenue

comes from advertising (Liu, Yildirim and Zhang, 2022; Madio and Quinn, 2023), the

effect of content moderation on user participation (Dwork et al., 2023), and the potential

for tradeoffs between engagement and information (Candogan and Drakopoulos, 2020;

Papanastasiou, 2020).

In the spirit of the literature on market design, our focus is instead on when and how

content moderation can improve platform users’ welfare. Previous work in this vein has

examined the optimal design of moderation policies when those policies can be made

transparent to users. Candogan and Drakopoulos (2020), Hossain et al. (2023), and

Yang, Li and Zhu (2023), for example, consider the situation in which a platform can

discourage the spread of false signals by credibly revealing information about whether a

particular signal is true.6 We focus instead on the situation in which moderation policies

5See also Ribeiro, Cheng and West (2023). Agarwal, Ananthakrishnan and Tucker (2023) and Vu,
Hutchings and Anderson (2023), among others, study the effect of removing infrastructure support
from objectionable platforms. Rauchfleisch and Kaiser (2021) and Klinenberg (Forthcoming) study
substitution of engagement across platforms following removal of content from a platform, and Zhang,
Moon and Veeraraghavan (2022) study effects of platform policies on off-platform news consumption.

6See also Papanastasiou (2020). Jackson, Malladi and McAdams (2022) study the problem of limiting
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are opaque, and users may not trust the platform to know (or tell) the truth.

Like us, Mostagir and Siderius (2022) and Acemoglu, Ozdaglar and Siderius (Forth-

coming) highlight potential downsides from interventions to reduce the spread of false

information. These papers study a model in which signals are shared along a network.

We instead set aside re-sharing to focus on the role of the moderator, though we note in

the text how re-sharing can be cast into our setting. Mostagir and Siderius (2022) show

that a platform with arbitrarily good (but imperfect) information about an unknown

state may not wish to censor misinformation due to the presence of agents with extreme

priors whose inferences lead to social mislearning. Acemoglu, Ozdaglar and Siderius

(Forthcoming), meanwhile, show that under Bayesian learning, censoring misinforma-

tion can lead a platform’s users to assign more credence to uncensored misinformation.7

These papers focus on the case in which the platform’s policies are transparent, rather

than opaque, and in which misinformation is harmful because of the beliefs it induces,

not because of the actions it enables—both distinctions that our analysis reveals to be

important.

Like social media platforms, mass media outlets also filter information (Gentzkow,

Shapiro and Stone, 2015), with sources analogous to the sender in our framework, edi-

tors and journalists analogous to the moderator, and news consumers analogous to the

receiver. In that context, a media outlet’s reputation can serve as a means of achiev-

ing what we call transparency. Shapiro (2016) finds that reputational incentives can

lead to excessive balance in news reporting, akin to what might be considered under-

moderation in social media. Gentzkow, Wong and Zhang (2023) study the evolution of

trust in information sources in a model with biased reasoning. We show that absent

strong reputational mechanisms or other sources of trust, content moderation can be

effective only in a specific class of situations.

depth and breadth of content-sharing in a setting where content can mutate as it circulates.
7See also Pennycook et al. (2020) and Mostagir and Siderius (2023).

5



2 Model and Definitions

2.1 Timing and Notation

Nature determines a state θ = (θω, θκ) ∈
[
{Down,Up} × [0, 1]

]
≡ Θ, choosing both

θω and θκ according to non-degenerate distributions, where the distribution of θκ|θω is

continuous. We refer to θω as the state of the world and θκ as the (state of the) key.

A sender observes θ and can send any signal

s = (sω, sκ) ∈
[
{Down,Up} × [0, 1]

]
≡ S.

We will speak of the sender as a unitary agent for concreteness, but we may alternatively

think of the sender as representing, for example, the final member (or aggregate) of a

sequence of agents passing content along a graph.

A moderator observes (θ, s) and can transmit any message

m = (mω,mκ) ∈
[
{sω,B} × {sκ,B}

]
≡ M(s),

where we write M = ∪s∈SM(s) for the set of all possible messages. If m(s) contains B,

then we say that the moderator has blocked the signal; we will likewise speak of blocking

a specific part of the signal.

A receiver observes m and can take any action a = (aω, aκ) ∈ A ∼= Θ. The payoff to

the receiver is given by U(θ, a), whereU((θω, θκ), (Down, aκ)) = 0

U((θω, θκ), (Up, aκ)) = (−1)1θω=Down · ((1− γ) + γ1aκ=θκ),

for γ ∈ [0, 1] a parameter. With this payoff, the receiver aims to match their action aω

to the state of the world θω, and aims to match their action aκ to the key θκ if and only

if the true state of the world is Up.

The parameter γ controls the importance of the key. When γ = 1, the receiver’s

action aω is consequential only when the receiver chooses the correct key aκ = θκ.
8

8Here and elsewhere, we abuse notation slightly by explicitly identifying the action, signal, and state
spaces, so that a statement like “aκ = θκ” is meaningful even though technically the action and state
spaces are distinct.
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When γ = 0, the receiver’s action aω is always consequential and the receiver’s choice of

key aκ is irrelevant.

2.2 Moderation Policies

We write Σ and M, respectively, for the sets of (mixed) strategies for the sender and

moderator.9 We let P ⊆
[
∆(Σ)×∆(M)

]
denote a set of possible receiver beliefs about

the sender’s and moderator’s strategies.

The space P parameterizes the receiver’s knowledge of the moderator’s policy. When

all beliefs in P put probability 1 on the moderator using a particular policy µ ∈ M,

we will say that the policy µ is transparent to the receiver (over P). When P =[
∆(Σ)×∆(M)

]
, we will say that the strategies are fully opaque to the receiver, or

opaque for short. Because the sender’s strategy space Σ includes strategies that do not

depend on the true state θ (and may even randomize independently of the state), the

assumption that the sender knows the true state does not affect the analysis that follows.

Moreover, although we suppose that blocking is made explicit to the receiver, we explain

in Remark 1 that our results extend directly to a case in which the receiver cannot tell

whether content has been blocked.

To formalize our criteria for evaluating the moderator’s policy, observe that any

beliefs p ∈ P induce a function Up(θ,m) that describes the receiver’s payoff given state

θ and received message m under optimal receiver behavior given their beliefs.10 Because

Up(θ,m) is contingent on the state, it depends on the beliefs p only through the receiver’s

action.

Definition 1. For 0 ≤ ϵ < 1, a messaging policy µ ∈ M is ϵ-benevolent (over P) if, for

all sender strategies σ ∈ Σ and receiver beliefs p ∈ P we have that

Probθ,σ,µ [Up (θ,m(θ, s(θ))) + ϵ ≥ Up (θ, s(θ))] = 1. (1)

9That is, Σ = ∆(S)Θ and M =
{
µ ∈ ∆(M)Θ×S : Probm∼µ(s)[m ∈ M(s)] = 1

}
.

10That is, we take

Up(·,m) ∈
{
U(·, a) : a ∈ argmax

a′∈A

{∫
Θ

U(θ, a′)p(θ | m) dθ

}}
,

where we may select arbitrarily among the elements of the set when it is not a singleton without affecting
the analysis that follows.
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If a messaging policy is 0-benevolent (over P) we say that it is benevolent (over P).

That is, a policy is ϵ-benevolent if, relative to simply allowing the signal to reach the

receiver unblocked, the policy is guaranteed to lead to a loss to the receiver of no more

than ϵ regardless of the sender’s strategy or the receiver’s beliefs about the sender’s

and moderator’s strategies. An ϵ-benevolent policy is in this sense robust to malicious

actions by the sender and/or adverse beliefs on the part of the receiver.

Here and throughout, we take probabilities with respect to the true distribution of

the state θ, and make no assumption about whether the sender, moderator, or receiver

knows this distribution or instead believes in a different one. We simplify notation in (1)

by writing Probθ,σ,µ for Probθ, s∼σ(θ),m∼µ(s), and we simplify going forward by omitting

measures from probability statements when the measures are irrelevant or are clear from

context.

3 Benchmark: Transparent Moderation

When the moderation policy can be made transparent to the receiver, it is possible to

implement a benevolent moderation policy that blocks inaccurate signals.

Proposition 1. The following (pure-strategy) messaging policy is benevolent when it is

transparent to the receiver:

m⊕(θ, s) ≡

s sω = θω

(B,B) sω ̸= θω.

That is, when the moderation policy can be made transparent to the receiver, one benevo-

lent policy is for the moderator to block the sender’s full signal if the signal misrepresents

the state of the world, and not to block otherwise.

Proof. For all sender signal realizations s under which sω = θω, we have m⊕(s) = s and

so we have Up(θ,m
⊕(θ, s)) = Up(θ, s) a priori for all p ∈ P .

For signal realizations s with sω ̸= θω, meanwhile, because the messaging policy

is transparent, the receiver’s beliefs are such that (with probability 1) upon receiving

message s, the receiver believes that the state of the world is sω, and so will take
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aω = sω ̸= θω. Consequently, the receiver’s payoff upon receiving message s is upper-

bounded by 0 in the case that θω = Up, and upper-bounded by −(1 − γ) in the case

that θω = Down—but with probability 1, these are lower bounds on the receiver’s payoff

when they receive the message (B,B) in states of the world Up and Down, respectively.

To see this, note first that when θω = Up, 0 is an absolute lower bound on the receiver’s

payoff. And when θω = Down, the receiver’s payoff can only be less than −(1− γ) if the

receiver chooses aω = Up and correctly matches the key, i.e., aκ = θκ. But because the

distribution of θκ is continuous, when the signal about the key is blocked, the probability

that aκ = θκ under any belief-induced distribution of aκ is 0.

Thus we see that the inequality in (1) holds point-wise for all realizations of the

signal s as a function of θ, which proves the result.

The policy m⊕(·) characterized in Proposition 1 has other desirable properties in

addition to benevolence. For example, relative to the case of no content moderation (i.e.,

the policy m(θ, s) = s), for a receiver who knows the sender’s strategy, transparently

adopting the policy m⊕(·) does not reduce the greatest ex ante payoff (which is attained

when the sender reports the state), and improves upon the lowest ex ante payoff (which

is attained when the sender garbles). Moreover, a range of benevolent policies beyond

m⊕(·) are available when moderation is transparent.11

Unfortunately, transparency is a strong requirement that, as we have argued, can be

difficult to achieve in practice. We therefore devote the rest of the analysis to the case

where the strategies are opaque to the receiver.

4 Opaque Moderation

When the moderator’s policy need not be transparent, the scope for benevolent moder-

ation depends on the parameter γ, which controls the importance of the key.

4.1 Blocking Signals that Enable Harmful Actions

We begin with the special case of γ = 1, in which the receiver’s action is consequential

only when the receiver chooses the correct key. In this case, the following result char-

11In particular, the proof of Proposition 1 immediately implies that any messaging policy µ′ that
takes m′(θ, s) = s when sω = θω and m′(θ, s) = (B, sκ) otherwise is benevolent when it is transparent
to the receiver, even if it never blocks the key.
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acterizes a policy that is benevolent regardless of the space P of the receiver’s possible

beliefs about the sender’s and moderator’s strategies.

Proposition 2. If γ = 1 then the following (pure-strategy) messaging policy is benevolent

over any P ⊆
[
∆(Σ)×∆(M)

]
:

m⊖(θ, s) =

s θω = Up

(sω,B) θω = Down.

That is, when γ = 1, it is benevolent for the moderator to block the sender’s signal about

the key if the state of the world is Down, and not to block otherwise.

Proof. When θω = Up, then m⊖(s) = s (for any realization of s) and so we have

Up(θ,m
⊖(θ, s)) = Up(θ, s) a priori for all p ∈ P , so in particular we have

Probθ,σ

[
Up

(
θ,m⊖(θ, s)

)
= Up (θ, s)

]
= 1

for any σ.

When θω = Down, meanwhile, we have Up(θ, s) ≤ 0, so we can only have

Up(θ,m
⊖(θ, s)) < Up(θ, s)

(again, for any realization of s) if Up(θ,m
⊖(θ, s)) < 0, but for this to happen, we must

have both aω = Up and aκ = θκ with strictly positive probability over θ in response to

the message m⊖(θ, s) = (sω,B).

Now, under any beliefs p and received message (sω,B) such that aω = Up, optimal

receiver behavior induces some (possibly atomistic) distribution of aκ. But because the

distribution of θκ is continuous and the support of sω is discrete, the probability that

aκ = θκ under the induced distribution of aκ is 0. We thus have

Probθκ [Up(θ,m
⊖(θ, s)) < 0] = 0

even when aω = Up; the result then follows.

The fact that the policy m⊖(·) is benevolent over any P implies that it is benevolent

in the opaque case, which means it is benevolent even when the receiver entertains the
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possibility that the moderator is malicious (e.g., intentionally blocking the truth). The

reason this works is that when γ = 1, blocking the key when the state of the world is

Down removes the potential for a harmful action—which improves outcomes regardless

of the receiver’s inferences about the state of the world.

To return to an example from the introduction, blocking the sender from sharing a

public official’s home address (the key) may convince the receiver that the moderator is

protecting the official from scrutiny and so lead the receiver to conclude that the official

is corrupt (the state of the world). But even so, absent the address, the potential for

direct harm is eliminated.

Observe that, because we have not assumed that any agents in the model know the

true distribution of θ, our analysis—and, hence, Proposition 2—applies directly to cases

where the sender and receiver mistakenly believe the true state of the world is always Up,

and so will always act if in possession of the key. An example is“flash robbing,” in which a

sender coordinates a group property crime by publicly sharing a time and place. In such

cases, the sender’s or receiver’s belief about the correct action aω—for example, whether

it is appropriate to commit property crimes—may differ systematically from those of the

platform (or of society as a whole). Nevertheless, the results in Proposition 2 continue to

imply that it is effective to block such content. A similar argument extends our analysis

to content, such as hate speech, whose mere consumption is intrinsically harmful to the

receiver.

4.2 Blocking Signals that Encourage False Beliefs

We turn next to the opposite case, γ = 0, in which the receiver’s action is consequential

regardless of whether the receiver chooses the correct key. We may think of this case

as one in which the potential harm from a signal comes from encouraging a false belief,

rather than from enabling a harmful act. In this case, when the strategies are opaque

any benevolent moderation policy must be trivial, in the sense that it never blocks any

part of the signal.

Proposition 3. If γ = 0 and the strategies are opaque, then under any benevolent messag-

ing policy µ, we must have Probθ, s∼σ(θ),m∼µ(s)[m(θ, s) = s] = 1 under any sender strategy

σ ∈ Σ. That is, when γ = 0 and the strategies are opaque, no benevolent moderation

policy can block any part of the sender’s signal with positive probability.
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Proof. We consider some messaging policy µ such that Probθ,σ,µ[m(θ, s) = s] < 1; for

such a policy, there is a positive-measure set of states Θ′ ⊆ Θ such that for all θ ∈ Θ′,

we have

m(θ, s(θ)) ∈ {(sω(θ),B), (B, sκ(θ)), (B,B)}

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s). Because θω takes only

two possible values, there must be at least one θ̂ω ∈ {Down,Up} such that a strictly

positive measure of the states θ ∈ Θ′ have θω = θ̂ω.

First, we consider the case in which θ̂ω = Down, i.e., signals are (at least partially)

blocked with strictly positive probability in a strictly positive measure of Down-states.

We let p̂B→Up be the belief for the receiver such that whenever the receiver sees an

unblocked signal, they believe the true state of the world is Down, and whenever the

receiver sees a partially or fully blocked signal, they believe the true state of the world is

Up (with some key). Under belief p̂B→Up, the receiver’s payoff when they see a blocked

signal in states θ ∈ Θ′ with θω = θ̂ω = Down is given by

(−1)1θω=Down = −1

because when the receiver sees a blocked signal, they believe the true state of the world

is actually Up (with some key), and so they take aω = Up. But this means that

Up̂B→Up
(θ,m(θ, s(θ))) = −1 < 0 = Up̂B→Up

(θ, s(θ)) (2)

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s) for all states θ ∈ Θ′ with

θω = θ̂ω = Down, where the equality on the right side of (2) follows because under

an unblocked signal the receiver would (correctly) believe the true state of the world is

Down (with some key), and so take aω = Down with payoff 0. The states θ ∈ Θ′ with

θω = θ̂ω = Down have positive measure by supposition, so we have (2) with strictly

positive probability; hence, the messaging policy µ is not benevolent.

Now if instead we have θ̂ω = Up, i.e., signals are blocked with strictly positive prob-

ability in a strictly positive measure of Up-states, then we can conduct an analogous

argument under the reverse belief construction. We let p̂B→Down be the belief for the

receiver such that whenever the receiver sees an unblocked signal, they believe the true

state of the world is Up, and whenever the receiver sees a partially or fully blocked signal,
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they believe the true state of the world is Down (with some key). Under beliefs p̂B→Down,

the receiver’s payoff under µ is 0 whenever they see a blocked signal, because whenever

the receiver sees a blocked signal, they believe the true state of the world is actually

Down (with some key), and so take aω = Down. But this means that

Up̂B→Down
(θ,m(θ, s(θ))) = 0 < 1 = Up̂B→Down

(θ, s(θ)) (3)

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s) for all states θ ∈ Θ′ with

θω = θ̂ω = Up, where the equality on the right side of (3) follows because under an

unblocked signal the receiver would (correctly) believe the true state of the world is Up

(with some key), and so take aω = Up with payoff 1. Just as in the argument for the

preceding case, the states θ ∈ Θ′ with θω = θ̂ω have positive measure by supposition, so

we see that the messaging policy µ is not benevolent.

To return to an example from the introduction, blocking the sender from making

a false claim (the signal) about the safety of genetically modified foods (the state of

the world) may backfire by convincing a skeptical receiver that the false claim must be

true—if not, why block it?

We have assumed that the receiver knows when a signal has been blocked (instead of

never sent). As the following remark explains, the conclusion of Proposition 3 continues

to hold in a model in which the receiver cannot directly tell whether a signal has been

blocked; our other results extend to this case as well.

Remark 1. Generalize the sender’s signal space to

S⊘ =
[
{Down,Up,B} ×

[
[0, 1] ∪ {B}

]]
and observe that this implies that the receiver cannot tell whether a signal was blocked

by the moderator (or was originally B). Then the conclusion of Proposition 3 follows

immediately, observing that any belief p about the sender’s and moderator’s strate-

gies that is possible in the original model—including those beliefs used in the proof of

Proposition 3—remains possible in the model with the more general signal space. The

conclusions of our other results extend to this alternative model as well.

The extension discussed in Remark 1 shows a sense in which moderation is, if any-

thing, more difficult when the receiver does not know whether content has been blocked:
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in that case, the receiver may treat the absence of a signal as evidence that a signal was

blocked, even if no signal was ever sent.

4.3 Blocking General Signals

The contrast between Proposition 2 and Proposition 3 illustrates an important distinc-

tion between content that may enable harmful acts (Proposition 2) and content that may

encourage false beliefs (Proposition 3). Here we sharpen that distinction by considering

the general case of arbitrary γ and ϵ. For general γ < 1, moderating key information

has what we might loosely think of as a “belief externality”: the receiver can interpret

the blocking of the key as evidence for a particular state of the world, in a way that

causes harm to the extent that the payoff function puts weight on matching the state of

the world relative to matching the key.

Proposition 4. If the strategies are opaque, then there exists an ϵ-benevolent messaging

policy that blocks part of the sender’s signal with positive probability if and only if ϵ ≥
1− γ. More precisely, if the strategies are fully opaque to the receiver, then:

(a) For ϵ < 1− γ, the only ϵ-benevolent messaging policies are those that never block

any part of the sender’s signal with positive probability.

(b) For ϵ ≥ 1− γ:

(i) It is ϵ-benevolent for the moderator to block the sender’s signal about the key

if the state of the world is Down, and not to block otherwise.

(ii) If the sender’s signal policy transmits the true key in the sense that

sκ(θ) = θκ everywhere, then any ϵ-benevolent messaging policy must have

zero probability of blocking the sender’s signal about the state of the world

without also blocking the sender’s signal about the key.

Part a of Proposition 4 says that it is more difficult to achieve nontrivial, almost-

benevolent content moderation when γ is small, i.e., when beliefs about the state of the

world are important for the payoff. This part of the proposition follows directly from

Lemma A.1 in the appendix, with a proof similar to that of Proposition 3.

Part b.i of Proposition 4 says that it is easier to achieve nontrivial, almost-benevolent

content moderation when γ is large, in which case knowledge of the key is important

14



for the payoff. This part of the proposition follows directly from Lemma A.2 in the

appendix, with a proof similar to that of Proposition 2.

Part b.ii of Proposition 4 elaborates on the scope for almost-benevolent content

moderation when γ is large. If the sender’s signal always includes the true key, then the

moderator must block the signal about the key anytime the moderator blocks the signal

about the state of the world. Intuitively, when strategies are opaque, blocking the signal

about the state of the world may convince the receiver that the state of the world is

Up even when it is actually Down. To avoid enabling a harmful act in that event, the

moderator must hide the key. This part of the result follows from Lemma A.3 in the

appendix, the proof of which again uses ideas from the proof of Proposition 3.

To return to an example from the introduction, suppose that the receiver must decide

whether to denounce the public official (aω) and, if so, where to do it (aκ). If denunciation

is consequential only when it occurs near the official’s home (γ is large), then there

is scope for benevolent moderation that blocks the official’s home address (key). If

denunciation is consequential regardless of where it occurs (γ is small), then there is

limited scope for nontrivial, benevolent moderation.

5 Discussion

Our analysis reveals important distinctions between moderation that is transparent and

moderation that is opaque, and between content that is harmful because it enables

harmful acts and content that is harmful because it encourages false beliefs. We find

that when moderation is opaque, the former type of content is easier to moderate than

the latter.

Many forms of potentially harmful content—such as doxxing (revealing personal

information) or mobilization (e.g., posting the time and place of a riot or insurrection)—

are potentially harmful precisely because they may enable harmful acts. Others are

potentially harmful in and of themselves. Our analysis shows that blocking such content

can be effective at preventing harm, even when the moderation process is opaque.

Other forms of potentially harmful content—such as misinformation (incorrect infor-

mation) and disinformation (deliberately misleading information)—are potentially harm-

ful only (or mainly) because they may encourage false beliefs. Our analysis shows that

when the moderation process is opaque, blocking such content can be counterproductive.
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We therefore provide a motivation for platforms to adopt especially stringent curbs

on content that directly enables harmful acts. At the same time, our analysis provides

a reason for skepticism about platforms’ ability to limit the spread of false beliefs.

Of course, our analysis is cast in a model that is deliberately stark so as to highlight

these conclusions and intuitions. In practice, platforms may be able to establish a rep-

utation for honesty, or to implement technological solutions for exposing their content

moderation policies to the public. Our analysis shows a reason why, if such develop-

ments can enable more transparent moderation, they can also enable more successful

moderation of misleading signals.

Importantly, however, our analysis shows that transparency entails more than simply

exposing the mechanics of content moderation—for example by posting a public list of

policies or even implementing moderation via immutable code on an open blockchain. To

be effective, transparency requires that the receiver can interpret the platform’s policies

and knows that they are being applied faithfully. Moreover, transparency requires that

the receiver can trust how the moderator’s policies depend on the truth, something that

no technology (known to us) can guarantee.
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A Proofs Omitted from the Main Text

Proof of Proposition 4

The result follows from combining three lemmata:

Lemma A.1. If strategies are fully opaque to the receiver, then for any ϵ < 1 − γ, in

any ϵ-benevolent messaging policy µ(·), we must have Probθ, s∼σ(θ),m∼µ(s)[m(θ, s(θ)) =

s(θ)] = 1. That is, when strategies are opaque and ϵ < 1− γ, no ϵ-benevolent policy can

block any part of the sender’s signal with positive probability.

Lemma A.2. The messaging policy m⊖(·) defined in Proposition 2 is ϵ-benevolent for

any ϵ ≥ 1− γ. That is, when ϵ ≥ 1− γ, it is ϵ-benevolent for the moderator to block the

sender’s signal about the key if the state of the world is Down, and not to block otherwise.

Lemma A.3. If strategies are fully opaque to the receiver and the sender’s signal policy

transmits the true key, then for any ϵ < 1, in any ϵ-benevolent messaging policy µ(·),
we must have Probθ, s∼σ(θ),m∼µ(s)[m(θ, s(θ)) = (B, sκ(θ))] = 0. That is, when strategies

are opaque and the sender’s signal policy transmits the true key, under any ϵ-benevolent

policy, there must be zero probability that the moderator blocks the sender’s signal about

the true state of the world without also blocking the sender’s signal about the key.

Proof of Lemma A.1

The proof closely follows the argument used to prove Proposition 3. We consider some

messaging policy µ such that Probθ,σ,µ[m(θ, s) = s] < 1; for such a policy, there is a

positive-measure set of states Θ′ ⊆ Θ such that for all θ ∈ Θ′, we have

m(θ, s(θ)) ∈ {(sω(θ),B), (B, sκ(θ)), (B,B)}

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s). Because θω takes only

two possible values, there must be at least one θ̂ω ∈ {Down,Up} such that a strictly

positive measure of the states θ ∈ Θ′ have θω = θ̂ω.

First, we consider the case in which θ̂ω = Down, i.e., signals are (at least partially)

blocked with strictly positive probability in a strictly positive measure of Down-states.

We let p̂B→Up be the belief for the receiver such that whenever the receiver sees an
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unblocked signal, they believe the true state of the world is Down, and whenever the

receiver sees a partially or fully blocked signal, they believe the true state of the world is

Up (with some key). Under belief p̂B→Up, the receiver’s payoff when they see a blocked

signal in states θ ∈ Θ′ with θω = θ̂ω = Down is given by

(−1)1θω=Down · ((1− γ) + γ1aκ=θκ) ≤ −(1− γ) (4)

because when the receiver sees a blocked signal, they believe the true state of the world

is actually Up (with some key), and so take aω = Up. Meanwhile,

Up̂B→Up
(θ, s(θ)) = 0 (5)

for all states θ ∈ Θ′ with θω = θ̂ω = Down, because under an unblocked signal the

receiver would (correctly) believe the true state of the world is Down (with some key),

and so take aω = Down with payoff 0. Combining (4) and (5), we see that for all states

θ ∈ Θ′ with θω = θ̂ω = Down, we have

Up̂B→Up
(θ,m(θ, s(θ))) + (1− γ) ≤ 0 = Up̂B→Up

(θ, s(θ))

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s) for all states θ ∈ Θ′ with

θω = θ̂ω = Down. It follows that in such states,

Up̂B→Up
(θ,m(θ, s(θ))) + ϵ < 0 = Up̂B→Up

(θ, s(θ)) . (6)

with strictly positive probability (over s ∼ σ(θ) and m ∼ µ(s)) for any ϵ < 1− γ. The

states θ ∈ Θ′ with θω = θ̂ω = Down have positive measure by supposition, so we have

(6) with strictly positive probability; hence, the messaging policy µ is not ϵ-benevolent

for any ϵ < 1− γ.

Now if instead we have θ̂ω = Up, i.e., signals are blocked with strictly positive prob-

ability in a strictly positive measure of Up-states, then we can conduct an analogous

argument under the reverse belief construction. We let p̂B→Down be the belief for the

receiver such that whenever the receiver sees an unblocked signal, they believe the true

state of the world is Up, and whenever the receiver sees a partially or fully blocked

signal, they believe the true state of the world is Down (with some key). Under beliefs
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p̂B→Down, the receiver’s payoff whenever they see a blocked signal in states θ ∈ Θ′ with

θω = θ̂ω = Up is 0 because whenever the receiver sees a blocked signal, they believe the

true state of the world is actually Down (with some key), and so take aω = Down. But

meanwhile,

Up̂B→Up
(θ, s(θ)) = (−1)1θω=Down · ((1− γ) + γ1aκ=θκ) ≥ 1− γ

for all states θ ∈ Θ′ with θω = θ̂ω = Up, where the equality follows because under an

unblocked signal the receiver would (correctly) believe the true state of the world is

Up (with some key), and so take aω = Up with payoff at least 1 − γ. Just as in the

argument for the preceding case, blocking occurs with strictly positive probability over

s ∼ σ(θ) and m ∼ µ(s) in the states θ ∈ Θ′ with θω = θ̂ω, and those states have positive

measure by supposition, so we see that the messaging policy µ is not ϵ-benevolent for

any ϵ < 1− γ.

Proof of Lemma A.2

The proof closely follows the argument used to prove Proposition 2. If θ = Up, then

m⊖(s) = s (for any realization of s) and so we have Up(θ,m
⊖(θ, s(θ))) = Up(θ, s(θ)) a

priori for all p ∈ P , so in particular we have

Probθ,σ

[
Up

(
θ,m⊖(θ, s)

)
= Up (θ, s)

]
= 1

for any σ.

When θ = Down, meanwhile, we have Up(θ, s(θ)) ≤ 0, so we can only have

Up(θ,m
⊖(θ, s(θ))) + ϵ < Up(θ, s(θ))

(again, for any realization of s) if

Up(θ,m
⊖(θ, s(θ))) < −ϵ ≤ −(1− γ), (7)

where the second inequality follows from the hypothesis that ϵ ≥ 1 − γ. But for (7) to

happen, we must have both aω = Up and aκ = θκ with strictly positive probability over

θ in response to the message m⊖(θ, s(θ)) = (sω,B). The remainder of the argument
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then follows exactly as in the proof of Proposition 2.

Proof of Lemma A.3

Again, the proof closely follows the argument used to prove Proposition 3. We consider

some messaging policy µ such that Probθ,σ,µ[m(θ, s(θ)) = (B, sκ(θ))] > 0; for such a

policy, there is a positive-measure set of states Θ′ ⊆ Θ such that for all θ ∈ Θ′, we have

m(θ, s(θ)) = (B, sκ(θ))

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s). Because θω takes only

two possible values, there must be at least one θ̂ω ∈ {Down,Up} such that a strictly

positive measure of the states θ ∈ Θ′ have θω = θ̂ω.

First, we consider the case in which θ̂ω = Down. We let p̂B→Up be the belief for the

receiver such that whenever the receiver sees an unblocked signal, they believe the true

state of the world is Down, and whenever the receiver sees a message in which the signal

about the state of the world is blocked but the signal about the key is not, they believe

the true state of the world is Up and that the signal about the key conveys the true key.

Under belief p̂B→Up, when the receiver sees a blocked signal about the state of the world

but an unblocked signal of the key, they believe the true state of the world is actually Up

and that the key is sκ(θ)—and so take the action a = (Up, sκ(θ)) = (Up, θκ), where the

second equality follows because the sender’s signal policy transmits the true key. Hence,

when the receiver sees a blocked signal about the state of the world but an unblocked

signal of the key, in states θ ∈ Θ′ with θω = θ̂ω = Down, they receive payoff

(−1)1θω=Down · ((1− γ) + γ1aκ=θκ) = (−1) · ((1− γ) + γ) = −1.

But this means that

Up̂B→Up
(θ,m(θ, s(θ))) = −1 = Up̂B→Up

(θ, s(θ))− 1 (8)

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s) for all states θ ∈ Θ′ with

θω = θ̂ω = Down, where the equality on the right side of (8) follows because under

an unblocked signal the receiver would (correctly) believe the true state of the world is

Down, and so take aω = Down with payoff 0. The states θ ∈ Θ′ with θω = θ̂ω = Down

24



have positive measure by supposition, so we have (8) with strictly positive probability;

hence, the messaging policy µ is not ϵ-benevolent for any ϵ < 1.

Now if instead we have θ̂ω = Up, then we can conduct an analogous argument under

the reverse belief construction. We let p̂B→Down be the belief for the receiver such that

whenever the receiver sees an unblocked signal, they believe the true state of the world

is Up and the signal about the key reflects the true key, and whenever the receiver sees a

message in which the signal about the state of the world is blocked but the signal about

the key is not, they believe the true state of the world is Down (with some key). Under

beliefs p̂B→Down, the receiver’s payoff when the receiver sees a blocked signal about the

state of the world but an unblocked signal of the key is 0, because in those states the

receiver believes the true state of the world is actually Down (with some key), and so takes

aω = Down. But meanwhile under an unblocked signal the receiver would (correctly)

believe the true state of the world is Up with key s(θ) = θκ (where the equality follows

from the hypothesis that the sender’s signal policy transmits the true key); this would

yield payoff

Up̂B→Down
(θ, s(θ)) = (−1)1θω=Down · ((1− γ) + γ1aκ=θκ) = (1− γ) + γ = 1.

Thus, for all states θ ∈ Θ′ with θω = θ̂ω = Up, we have

Up̂B→Down
(θ,m(θ, s(θ))) = 0 = Up̂B→Down

(θ, s(θ))− 1

with strictly positive probability over s ∼ σ(θ) and m ∼ µ(s); because these states have

positive measure by supposition, we see that the messaging policy µ is not ϵ-benevolent

for any ϵ < 1.
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