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Identification


• Key assumptions
• No anticipation
• Parallel trends


• These assumptions are not
• Invariant to scale
• Sufficient to justify TWFE







Plotting


• Make plots!
• Regression “trick” allows estimation of relative time coefficients


• Make an explicit normalization (usually, δ−1 = 0)


• Make plots informative
• Uniform confidence bands
• p−values for key tests







Pitfalls 1: Confounding and pre-trend testing


• Can’t separate violations of “no anticipation” from violations of
“parallel trends”


• Pitfalls with the conventional tests for pre-trends
• Low power
• Screening on passing the pre-trend test → “pre-test bias”
• Linear violations undetectable without untreated group


• Don’t emphasize pre-trends test when power is low
• Use methods that allow for violations of parallel trends







Pitfalls 2: Heterogeneous effects


• To identify average effects need one or both of
• Restrictions on heterogeneity or dynamics of effects
• Untreated or not-yet-treated group


• Many good solutions for staggered adoption case
• Fewer generic solutions outside of staggered adoption







Thank you!








Confounds and Pre-trend Testing


Linear Panel Event Studies


Liyang (Sophie) Sun (CEMFI)
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Motivation


• Difference-in-differences and related methods rely on a “no
anticipation” assumption and a “parallel trends” assumption


• In practice, we’re often not sure if these assumptions hold!
• Discuss common practice of testing for pre-trends


• Role of anticipatory effects
• Power of tests


• Discuss alternative ways to address confounding
• Extrapolation of pre-period trends
• Proxy IV methods







Basis of the pre-trend test







The Classical Example is Just Identified


• In the classical two-period two-group example, the model is just
identified


• Under the “no anticipation” and “parallel trends” assumptions, only
one way to identify the ATT based on observed data


β = E [yi,0 − yi,−1 | Di = 1]− E [yi,0 − yi,−1 | Di = 0]


• No additional restriction is left from these assumptions







Reminder: Multiple Periods


• One treatment group and one control group


• Estimate a “dynamic” specification with normalization δ−1 = 0:


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


• “no anticipation”: yit(0) = yit(1) for all i with Di = 1 for all t < t∗


• “parallel trends”: for all t ̸= t ′


E [yit ′(0)− yit(0) | Di = 1] = E [yit ′(0)− yit(0) | Di = 0]







Pre-trend test


• Under “no anticipation” and “parallel trends”, we have


δk = E [yi,t∗+k (1)− yi,t∗+k (0) | Di = 1] for k ≥ 0


δk = 0 for k < −1


• Now we have the additional restrictions from the “no anticipation”
and “parallel trends” assumptions to test:


pre-trend test H0 : {δk = 0}k<−1







Can We Test Both Assumptions?


t = −2 t = −1 t = 0 t = 1
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• Graphical (hypothetical) illustration for one treatment group and
one control group


• Suppose we observe diverging trends between the two groups







No Anticipation, Only Selection on Trends
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Only Anticipatory Effect, Parallel Trends
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Summary


• Conceptually, violations of “no anticipation” and “parallel trends”
are distinct


• Anticipatory effect: treatment has causal effect prior to its
implementation


• Non-parallel trends: comparing the treatment and control group,
treatment group experiences a confounding trend around the time
of treatment implementation


• Observationally, violations of "no anticipation" and "parallel
trends" are not distinct


• Rejection of the pre-trend test needs careful interpretation







Pitfalls with Pre-trend Tests







Issue 1 - Low Power


• Estimate a “dynamic” specification


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


and test
H0 : δpre = 0 where δpre = {δk}k<−1


• Recent work pointed out the pre-trend test may fail to detect
violations of “parallel trends” (Freyaldenhoven, Hansen, and
Shapiro 2019, Kahn-Lang and Lang 2020, Bilinski and Hatfield
2020, Roth 2022)


• Graphical (hypothetical) illustration based on Roth (2022)



https://www.aeaweb.org/articles?id=10.1257/aer.20180609

https://www.aeaweb.org/articles?id=10.1257/aer.20180609

https://doi.org/10.1080/07350015.2018.1546591

https://arxiv.org/abs/1805.03273

https://arxiv.org/abs/1805.03273

https://www.aeaweb.org/articles?id=10.1257/aeri.20210236

https://github.com/Mixtape-Sessions/Advanced-DID/tree/74d232bae1bac23f813bae3e5c1e453c0479a220





Issue 1 - Low Power


−0.4


−0.2


0.0


0.2


0.4


0.6


−4 −3 −2 −1 0 1 2 3
Time


C
oe


ffi
ci


en
t


• Can we reject parallel trends in this event study?







Issue 1 - Low Power
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• P-value for H0 : δpre = green triangles (no pre-trend): 0.7







Issue 1 - Low Power
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• P-value for H0 : δpre = green triangles (no pre-trend): 0.7


• P-value for H0 : δpre = red squares: 0.7







Issue 1 - Low Power
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• P-value for H0 : δpre = green triangles (no pre-trend): 0.7


• P-value for H0 : δpre = red squares: 0.7


• We can’t reject zero pre-trends, but also can’t reject pre-trends
that under linear extrapolations would produce substantial bias







More Systematic Evidence


• Roth (2022): simulations calibrated to papers published in AEA
journals


• Many tests have limited power against reasonable alternatives, for
example, linear confounding trends


• Roth (2022) provides package that evaluates power for any given
application


• pretrends package / Shiny app


• If power for reasonable alternatives is too low, then we might feel
skeptical whether parallel trend holds even though H0 : δpre = 0
cannot be rejected



https://www.aeaweb.org/articles?id=10.1257/aeri.20210236

https://www.aeaweb.org/articles?id=10.1257/aeri.20210236

https://github.com/jonathandroth/pretrends





Issue 2 - Screen based on the pre-trend test


• Report estimates only if the pre-trend test passes. Does that
yield an improved estimator?


• Estimates for δk for k < −1 are correlated with estimates for δk


for k ≥ 0
• When there is indeed confounding trend,


• Condition on passing the pre-trend test ↔ screen on whether δ̂k


for k < −1 are small enough
• Affects the original asymptotic normal approximation for δ̂k for


k ≥ 0
• Roth (2022): simulations calibrated to papers published in AEA


journals
• Screening induces a large bias that can be similar in magnitude to


estimated effect


• Solution: emphasize tests for pre-trends only when these are
powerful



https://www.aeaweb.org/articles?id=10.1257/aeri.20210236





Issue 2 - Screen based on the pre-trend test: Illustration
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• Upward confounding trend and positively correlated (δ̂−2, δ̂0)


• Upward biased estimate without screening (left)


• Screening exacerbates the bias (right) → pre-test bias







Issue 3 - Cannot Detect a Linear Violation


Only observe an early (g(i) = 0) and a late (g(i) = 1) treatment
group. The data is consistent with no violation.


t = −2 t = −1 t = 0 t = 1
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Issue 3 - Cannot Detect a Linear Violation


Borusyak, Jaravel and Spiess (2023): the data is also consistent with
linear violations.


t = −2 t = −1 t = 0 t = 1


early
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https://arxiv.org/abs/2108.12419





Issue 3 - Cannot Detect a Linear Violation


• The issue is that for “dynamic” specification,


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


• when estimated without a control group,
• includes all possible relative time indicators ∆zi,t−k


• The relative time indicators are multicollinear with the calendar
time indicators


• Note that t − g(i) = k







Issue 3 - Cannot Detect a Linear Violation


• Need to introduce some restriction about the DGP first and then
test the remaining restrictions


• Since common software packages directly omit the collinear
regressors, it would be good to check which ones are omitted







Issue 3 - Cannot Detect a Linear Violation


• Solution: make a conscious decision of normalization (in addition
to δ−1 = 0)


• For example,
• Normalize at least another distant lead: assumes “no anticipation”


and “parallel trends” assumptions hold between g(i)− 1 and
g(i)− B for each group


• In the “plotting” module, we suggest
• Treat dynamics as stable more than B periods before event, A


periods after







Solutions Under Potential
Violations to Parallel Trends







Sensitivity Analysis


• Non-zero pre-trends can be informative about the violations to
the parallel trends assumption


• Provides information on the amount of bias in δ̂k for k ≥ 0
(sensitivity analysis)


• Empirical papers informally extrapolate the pre-trends to remove
the bias, e.g., Dobkin et al. (2018)


• Manski and Pepper (2018) and Rambachan and Roth
(forthcoming) relax the exact extrapolation



https://www.aeaweb.org/articles?id=10.1257/aer.20161038

https://doi.org/10.1162/REST_a_00689

https://doi.org/10.1093/restud/rdad018

https://doi.org/10.1093/restud/rdad018





Sensitivity Analysis: Illustration


• For example, Rambachan and Roth (forthcoming) consider
bounds on how far δ0 can deviate from a linear extrapolation of
the pre-trend: δ0 ∈ [−δ−2 − M,−δ−2 + M]


• Construct confidence sets with correct coverage under the
assumed bounds: HonestDiD package / Shiny app



https://doi.org/10.1093/restud/rdad018

https://github.com/asheshrambachan/HonestDiD





Proxy IV Estimation


• Sometimes we know the cause of confounding trend, e.g., labor
demand is the confounder in the example of minimum wage
increase on youth employment


• But we only observe a noisy measure for labor demand
• For example, prime-age employment


• Freyaldenhoven, Hansen and Shapiro (2019) argue that under
some conditions, leads of the treatment can be used as
instruments for the noisy proxy


• Stata: xtevent
• R: EventStudyR


• Including the noisy proxy as a control variable does not fully
remove bias



https://www.aeaweb.org/articles?id=10.1257/aer.20180609

https://github.com/JMSLab/xtevent

https://github.com/JMSLab/eventstudyr





Proxy IV Estimation: Illustration


• Intuition: remove bias by subtracting off rescaled noisy proxy3309FREYALDENHOVEN ET AL.: PRE-EVENT TRENDSVOL. 109 NO. 9


covariate (i.e., ​γ  =  λ​). Extrapolating a trend in the outcome will be suitable only if 
the post-event behavior of the confound ​​η​it​​​ can be inferred from its pre-event trend.


The alternative that we propose can be understood with reference to panel C of 
Figure 1. Here, we rescale the series in panel B so that it exactly matches that in 
panel A in the two periods immediately before the event. Under our maintained 
assumptions, comparing the two series in panel C allows us to decompose the 
change in the outcome at the event time into a component due to the causal effect 
of the policy and a component due to the confound ​​η​it​​​. The adjusted plot in panel D 
removes the estimated effect of the pre-trend from panel A, revealing the dynamics 
of the outcome net of the confound, and hence ​β​, the causal effect of interest.


The geometry of these plots suggests an instrumental variables setup, in which 
panel A of Figure 1 plots the reduced form for the outcome and panel B plots the first 
stage. Indeed, we show that ​β​ can be estimated by two-stage least squares (2SLS) 
regression of the outcome ​​y​it​​​ on the policy ​​z​it​​​ and covariate ​​x​it​​​, with leads (e.g., ​​z​i,t+1​​​) 
of the policy serving as excluded instruments. An essential assumption is that the 
dynamic relationship of ​​x​it​​​ to ​​z​it​​​ mirrors the dynamic relationship of ​​η​it​​​ to ​​z​it​​​. This 
means, in particular, that ​​x​it​​​ is affected by ​​η​it​​​ but not by ​​z​it​​​.


We also require that there be a pre-trend in the covariate ​​x​it​​​. We argue that a pre-
trend in ​​η​it​​​ is natural in the many economic settings in which the policy ​​z​it​​​ changes 
when some unobserved state variable ​​η​it​​​ crosses a threshold. Indeed, the common 
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Figure 1. Hypothetical Event Plots


Notes: An unobserved factor potentially causes endogeneity, manifested as a pre-trend in the outcome ​​y​it​​​. A covari-
ate ​​x​it​​​ affected by the confound, but not by the policy, permits us to learn the dynamics of the confound and adjust 
for them. Depicted are regression coefficients on indicators for time relative to policy change. Solid lines depict the 
true causal effect.
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Today


• Overview (Jesse)


• Basics of identification and estimation (Liyang)


• Basics of plotting (Jesse)
• Pitfalls and some solutions


• Confounds and pre-trend testing (Liyang)
• Heterogeneous effects (Jesse)


• Conclusions (Liyang)
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		Solutions Under Potential Violations to Parallel Trends






Heterogeneous Effects
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Motivation


• Suppose that sufficient identifying assumptions hold
• No anticipation
• Parallel trends


• But policy of interest can affect different units differently
• e.g., minimum wage has larger effects on employment at less


productive firms


• Discuss implications for identification of average effects


• Show pitfalls with common estimators


• And discuss alternatives studied in the literature







Single Event







Single Event, Homogeneous Effects
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Single Event, Heterogeneous Effects
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• Can recover an average treatment effect under no anticipation
and parallel trends.







Heterogeneity Under Staggered
Adoption







Staggered Adoption, Heterogeneous Static Effects
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• Can still recover an average treatment effect under no
anticipation and parallel trends.







Staggered Adoption, Heterogeneous Static Effects
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• Can still recover an average treatment effect under no
anticipation and parallel trends.







Staggered Adoption, Heterogeneous Static Effects
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• Can still recover an average treatment effect under no
anticipation and parallel trends.







Staggered Adoption, Heterogeneous Static Effects
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• For early adopters, late adopters are a valid control for the effect
in the first period after adoption.


• If trends diverge, it is because of effect of adoption on early
adopters.


• For late adopters, early adopters are a valid control for the effect
in the first period after adoption.


• If trends diverge, it is because of effect of adoption on late
adopters.







Staggered Adoption, Heterogeneous Dynamic Effects
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• Cannot recover an average dynamic treatment effect, even under
no anticipation and parallel trends.







Staggered Adoption, Heterogeneous Dynamic Effects
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• For early adopters, late adopters are a valid control for the effect
in the first period after adoption.


• If trends diverge, it is because of effect of adoption on early
adopters.


• For late adopters, early adopters are not a valid control for the
effect in the first period after adoption.


• If trends diverge, it could be...
• ...because of static effect of adoption on late adopters, or...
• ...because of dynamic effect of adoption on early adopters.







Staggered Adoption, Heterogeneous Dynamic Effects
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• Notice that we’d be fine if we knew that the effect on late
adopters is the same as the effect on early adopters....







Staggered Adoption, Semi-Homogeneous Dynamic Effects
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• ...because then we could impute a counterfactual path for early
adopters in the second period.







Lessons


• If we’re not prepared to restrict
• dynamics of treatment effects
• heterogeneity of treatment effects


• Then for each average effect we want to recover we will need a
control group that is


• unaffected (or not yet affected) by treatment
• measured simultaneously with the treated group


• Approaches we consider require observing such a group







Approaches Under Staggered
Adoption







Reminder: Regression Representation


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


• Post-treatment indicator zit


• Unit fixed effect αi


• Time fixed effect γt


• Cumulative dynamic treatment effects {δk}+∞
−∞







Heterogeneous Dynamic Effects


yit = αi + γt +
∞∑
−∞


δik∆zi,t−k + εit


• Each unit i now has its own dynamic treatment effect {δik}+∞
−∞


• Can’t say much about {δik}+∞
−∞ outside of special cases


• Staggered adoption is one case where we can
• Recall that in staggered adoption, unit i adopts in period g (i)
• Treatment timing relates to i only through g (i)







Staggered Adoption


yit = αi + γt +
∞∑
−∞


δg(i)k∆zi,t−k + εit


• Relative to model with homogeneous effects, have added
interactions with group g (i)


• With sufficient untreated / late-treated groups in sample, can
estimate via interacted regression


• Can then aggregate the estimates
{
δgk


}+∞
−∞, for example via a


weighted average







Implementation


• Interaction regression
• Stata: eventstudyinteract
• R: fixest


• Using pre-treatment periods to estimate time effects
• Stata: did_imputation
• R: didimputation


• Averaging DiD estimators
• Stata: did_multiplegt, csdid
• R: DIDmultiplegt, did


• NB: List based on forthcoming survey articles by de Chaisemartin and
D’Haultfoeuille (forthcoming) and Roth et al. (forthcoming).



https://github.com/lsun20/EventStudyInteract

https://lrberge.github.io/fixest/

https://github.com/borusyak/did_imputation

https://github.com/kylebutts/didimputation

https://ideas.repec.org/c/boc/bocode/s458643.html

https://friosavila.github.io/playingwithstata/main_drdid_csdid.html

https://cran.r-project.org/web/packages/DIDmultiplegt/index.html

https://bcallaway11.github.io/did/

https://doi.org/10.1093/ectj/utac017

https://doi.org/10.1093/ectj/utac017

https://doi.org/10.1016/j.jeconom.2023.03.008
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Pitfalls Under Staggered Adoption







What Can Go Wrong


• Suppose we estimate


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


but the correct model is


yit = αi + γt +
∞∑
−∞


δg(i)k∆zi,t−k + εit


• Recall our plot...







What Can Go Wrong


t = −2 t = −1 t = 0 t = 1


early


late


counterfactual


O
ut


co
m


e


• Counterfactual path for late adopters is control group for
second-period effect for early adopters


• Fine if assumptions correct; maybe not fine otherwise







What Can Go Wrong


• The path {δk}+∞
−∞ may not be even a weighted average of the


paths
{
δgk


}+∞
−∞


• Might estimate an effect larger or smaller than all true effects







Recommendations


• Under staggered adoption
• Restrict dynamics / heterogeneity of treatment effects, and/or
• Use an estimator that leverages an untreated control







Heterogeneity Outside of
Staggered Adoption







(Extra) Challenge


• Consider designs outside of staggered adoption
• e.g., continuous treatment, multiple treatment


• Can be difficult to define a control group
• Therefore difficult to estimate interesting objects without restricting


treatment effects


• Example: Medicare (Finkelstein 2007)
• Medicare increases insurance penetration in all states, some more


than others



https://doi.org/10.1162/qjec.122.1.1





Single Event, Varying Treatment Intensity
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• Quiz: What is the treatment effect here?







Single Event, Varying Treatment Intensity
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• Does treatment increase outcome, so more affected units
increase faster than less affected?







Single Event, Varying Treatment Intensity


t = −2 t = −1 t = 0 t = 1


large treatment


small treatment


counterfactual


O
ut


co
m


e


• Or does treatment decrease outcome, more so for less affected
than for more affected units?







Single Event, Varying Treatment Intensity
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• Even under parallel trends, impossible to say anything about
treatment effect without further restrictions.







Recommendations


• Outside staggered adoption
• Restrict dynamics / heterogeneity / functional form of treatment


effects, and/or
• Use an estimator that leverages an untreated control







Single Event, Varying Treatment Intensity
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Outline


• Lay out key identifying assumptions for the simplest
difference-in-differences estimator


• “no anticipation” assumption and its economic content
• “parallel trends” assumption and its economic content


• Generalize assumptions for popular extensions to the estimator
when


• treatment lasts several periods
• treatment is introduced to different units at different times







Basics







Classical example: Card and Krueger (1994)


• Measured employment before and after minimum wage increase
for a sample of fast-food restaurants


• Motivated difference-in-differences (DID) estimator by the
following



https://www.jstor.org/stable/2118030





A simple DID estimator


• Table 3 of Card and Krueger (1994)


• Binary treatment Di


• For PA, Di = 0; for NJ, Di = 1


• Two periods: t ∈ {−1,0} and treatment is implemented at t = 0
• Four sample averages of the outcome ȳt ,D:


• before vs after and PA vs NJ



https://www.jstor.org/stable/2118030





A simple DID estimator


• Row 3 Column (iii) is their DID estimate


• We can write the estimator as


β̂DID =
(
ȳt=0,D=1 − ȳt=−1,D=1


)
−
(
ȳt=0,D=0 − ȳt=−1,D=0


)







What is the DID estimator estimating?


• The DID estimator is


β̂DID =
(
ȳt=0,D=1 − ȳt=−1,D=1


)
−
(
ȳt=0,D=0 − ȳt=−1,D=0


)
• Potential outcomes yi,t(d) for d ∈ {0,1}


• The employment that would have been if minimum wage
increased (d = 1) and did not increase (d = 0)


• For PA, observe yi,t(0); for NJ, observe yi,t(1)


• Interested in the average impact for NJ after the minimum wage
increased, formally, the average treatment effect on the treated


ATT: E [


treatment effect︷ ︸︸ ︷
yi,0(1)︸ ︷︷ ︸
observed


− yi,0(0)︸ ︷︷ ︸
counterfactual


| Di = 1]


• Since counterfactual outcomes are never observed, we need to
impose some assumptions to estimate the ATT







Sufficient assumptions (1): No anticipation


• “no anticipation” assumption:
• the outcome is not affected by the treatment prior to its


implementation: yi,−1(0) = yi,−1(1) for all i with Di = 1


• Assuming “no anticipation,” outcomes we observe yi,t can be
written as


PA Di = 0 NJ Di = 1
before t = −1 yi,−1(0) yi,−1(0)


after t = 0 yi,0(0) yi,0(1)


• Example violation: fast food restaurants laying off minimum wage
workers in advance of increase in wage


• Other examples: consumption smoothing for anticipated job loss
(Hendren 2017)



https://www.jstor.org/stable/44871746





Sufficient assumptions (2): Parallel trends


• “parallel trends” assumption:


E [yi,0(0)− yi,−1(0) | Di = 1] (NJ counterfactual trend)


=E [yi,0(0)− yi,−1(0) | Di = 0] (PA trend)


• if minimum wage never increased for NJ, average trends would
coincide between NJ and PA


• Example violation: NJ labor market was improving compared to
PA


• Other examples: downward trend in wage income leading to
participation in job training programs (Ashenfelter’s dip)







Sufficient assumptions (2): Parallel trends


• Very different from the unconfoundedness assumption that is
common in RCTs:


• Random assignment {yi(1), yi(0)} ⊥ Di


• Parallel trends assumption allows for potentially non-zero
selection bias:


E [yi,−1(0) | Di = 1]− E [yi,−1(0) | Di = 0]︸ ︷︷ ︸
selection bias at t=−1


=E [yi,0(0) | Di = 1]− E [yi,0(0) | Di = 0]︸ ︷︷ ︸
selection bias at t=0


• Sensitive to the scale: if parallel trends holds for level of
employment, it might fail for log of employment, and vice versa
(Roth and Sant’Anna 2023)



https://doi.org/10.3982/ECTA19402





DID is unbiased for ATT


• The DID estimator


β̂DID =
(
ȳt=0,D=1 − ȳt=−1,D=1


)
−
(
ȳt=0,D=0 − ȳt=−1,D=0


)
• is therefore unbiased for


E [yi,0 − yi,−1 | Di = 1]− E [yi,0 − yi,−1 | Di = 0]


=E [yi,0(1)− yi,−1(0)︸ ︷︷ ︸
"no anticipation"


| Di = 1]− E [yi,0(0)− yi,−1(0) | Di = 0]


=E [yi,0(1)− yi,0(0) | Di = 1]︸ ︷︷ ︸
ATT


+


E [yi,0(0)− yi,−1(0) | Di = 1]− E [yi,0(0)− yi,−1(0) | Di = 0]︸ ︷︷ ︸
=0 under "parallel trends"







Estimation with two periods







Regression representation


• Recall the DID estimator:


β̂DID =
(
ȳt=0,D=1 − ȳt=−1,D=1


)
−
(
ȳt=0,D=0 − ȳt=−1,D=0


)
• Can implement via regression as follows
• Define zit as


• 1 if i is treated (Di = 1) and t is after treatment (t = 0)
• 0 otherwise


• Estimate yit = αd + γt + βzit + εit


• Group fixed effect αd for d ∈ {0,1}
• Time fixed effect γt


• The OLS estimate β̂ is numerically equivalent to β̂DID







Grouped data and repeated cross sections


• This regression representation is also useful for non-panel
datasets


• For repeated cross sections, β̂DID still unbiased estimate of ATT
and so is the regression representation


• We can also collapse to group-level and obtain group-level panel
data


• WLS coincides exactly with β̂DID







Two-way Fixed Effects (TWFE)


• Common to implement DID via Two-way Fixed Effects (TWFE)
regression


• Estimate yit = αi + γt + βzit + εit


• Unit fixed effect αi


• Time fixed effect γt


• Large subsequent literature on minimum wage (for example,
Neumark and Wascher 2007) estimates this model allowing for
continuous treatment, covariates, multiple time periods, etc.


• Will return to some of these topics later in lecture


• For now focus on multiple time periods



http://dx.doi.org/10.1561/0700000015





Estimation with multiple periods







Multiple periods but one treatment group


• For example, Seattle minimum wage increase (Jardim et al.
2022)


• Suppose for those Di = 1, treatment starts at t = t∗


• Define zit as before
• 1 if i is treated (Di = 1) and t is after treatment (t ≥ t∗)
• 0 otherwise


• Then relative time indicator ∆zi,t−k = 1 if treatment happens in
period t − k


• k = 0: contemporaneous
• k > 0: indicator for start of treatment k periods ago
• k < 0: indicator for start of treatment |k | periods in future



https://doi.org/10.1257/pol.20180578%20

https://doi.org/10.1257/pol.20180578%20





“Dynamic” specification


• Estimate a “dynamic” specification


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


• Unit (or group) fixed effect αi


• Time fixed effect γt


• Normalize δ−1 = 0 so δk is in normalized differences


• Each regression coefficient estimator can still be thought of as a
DID estimator:


δ̂k =
(
ȳt=t∗+k ,D=1 − ȳt=t∗−1,D=1


)
−
(
ȳt=t∗+k ,D=0 − ȳt=t∗−1,D=0


)







Generalized “no anticipation” and “parallel trends”


• “No anticipation” assumption:
• Treatment has no causal effect prior to its implementation:


yit(0) = yit(1) for all i with Di = 1 for all t < t∗


• “Parallel trends” assumption:


E [yit ′(0)− yit(0) | Di = 1] = E [yit ′(0)− yit(0) | Di = 0]


for all t ̸= t ′


• Under “no anticipation” and “parallel trends”, can interpret δk for
k ≥ 0 as cumulative ATT:


E [yi,t∗+k (1)− yi,t∗+k (0) | Di = 1]


• But also implies δk for k < −1 should be zero, which is the basis
for pre-trends testing that we discuss later







Multiple periods and multiple treatment groups


• For example, minimum wage increase was introduced gradually
across states


• Suppose we want to estimate the impact of having experienced
any increase in minimum wage (“staggered adoption”)


• Recall that zit ∈ {0,1} indicates whether unit i is treated in period t
• “Staggered adoption” implies that zit is non-decreasing in t


• Can categorize units uniquely into treatment timing groups by
g(i) = min{t : zit = 1}, the earliest period at which unit i has
received treatment


• Takes on values g(i) ∈ {0,1, . . . ,∞} where
• ∞ is never-treated







Generalized “no anticipation” and “parallel trends”


• “no anticipation” assumption:
• Treatment has no causal effect prior to its implementation:


yit(∞) = yit(g) for all i for all t < g(i)


• “parallel trends” assumption (strong version):


E [yit ′(∞)− yit(∞) | g(i) = g] = E [yit ′(∞)− yit(∞) | g(i) = ∞]


for all t ̸= t ′ and for all adoption groups g < ∞
• The never-treated counterfactual would evolve in parallel for all


adoption groups, as well as the never-treated group







Generalized “no anticipation” and “parallel trends”


• “no anticipation” assumption:
• Treatment has no causal effect prior to its implementation:


yit(∞) = yit(g) for all i for all t < g(i)


• “parallel trends” assumption (weak version):


E [yit ′(∞)− yit(∞) | g(i) = g] = E [yit ′(∞)− yit(∞) | g(i) = g′]


for all t ̸= t ′ and for all adoption groups g,g′ < ∞
• The never-treated counterfactual would evolve in parallel for all


adoption groups
• Might not be parallel with the never-treated group







Estimate the dynamic effect: staggered adoption


• Under “staggered adoption”, suppose we estimate a “dynamic”
specification


yit = αi + γt +
∞∑
−∞


δk∆zi,t−k + εit


• In addition to “no anticipation” and “parallel trends for staggered
setting”, this specification also restricts homogeneity on
treatment effects


• The dynamic effect δk only depends on the relative time k , but not
on the treatment timing g


• Return later to cases where homogeneity is violated


• Can summarize “overall” ATT by taking averages of the
estimated δk for k ≥ 0







Estimate the “overall” effect: staggered adoption


• Another option is to estimate a static model


yit = αi + γt + βpostzi,t + εit


• βpost is the correct summary for the “overall” effect if treatment
effects are truly static, i.e., if δk = 1k≥0βpost


• If treatment effects are not static, then misspecified


• In settings without a never-treated group, recent work found
cases with severe misspecification:


• Coefficient βpost may not correspond to any proper average of δk


• For example, βpost < 0 even though δk > 0, and vice versa


• See de Chaisemartin and D’Haultfœuille (2020) and
Goodman-Bacon (2021) for diagnostics



https://doi.org/10.1257/aer.20181169

https://doi.org/10.1016/j.jeconom.2021.03.014





Estimate the “overall” effect: staggered adoption


• For illustration, de Chaisemartin and D’Haultfœuille (2020)
constructed an example of two adoption groups and three time
periods


• Suppose δ0 = 1 and δ1 = 4, can summarize the “overall” effect
appropriately based on the dynamic model


• Only relying on the static model can be misleading because βpost


is equal to −1/2 instead


• If report estimates from both static and dynamic model, can
combine these estimates into one while staying agnostic about
the degree of misspecification by applying Armstrong, Kline and
Sun (2023)



https://doi.org/10.1257/aer.20181169

https://arxiv.org/abs/2305.14265

https://arxiv.org/abs/2305.14265





Alternative identifying
assumptions







Alternative identifying assumptions


• If “parallel trends” assumption is not applicable, many proposals
for alternative identifying assumptions:


• Methods Lecture 2007 (Change-in-Changes, Semiparametric
Difference-in-Differences,...)


• Methods Lecture 2021 (Synthetic Controls)


• Details are beyond the scope of this lecture



https://www.nber.org/lecture/2007-methods-lecture-jeffrey-wooldridge-difference-differences-estimation

https://www.nber.org/lecture/2021-methods-lecture-alberto-abadie-synthetic-controls-methods-and-practice





Cohort comparison


• Instead of panel data or repeated cross sectional data,
• Observe one cross section where units can be categorized by


birth cohorts g(i)


• Sometimes leverage cross-cohort comparison, for example,
Duflo (2001)


• Late cohort in the treatment group is more exposed to the
treatment than the early cohort


• de Chaisemartin and D’Haultfœuille (2017) propose alternative
assumptions


• Intuitively, cohort g(i) plays the role of calendar time, but many
differences



https://www.jstor.org/stable/2677813

https://www.jstor.org/stable/26543909





Randomized treatment / timing


• Treatment is randomized, and observe past outcomes
• For example, baseline surveys


• Or the treatment timing is randomized, even though all units
eventually receive treatment


• For example, Parker, Souleles, Johnson, and McClelland (2013)


• Can now rely on random assignment {yi,t(1), yi,t(0)} ⊥ g(i),
which is invariant to scale


• For example, McKenzie (2012) and Roth and Sant’Anna
(Forthcoming)



https://www.jstor.org/stable/42920659

https://doi.org/10.1016/j.jdeveco.2012.01.002

https://arxiv.org/pdf/2102.01291.pdf

https://arxiv.org/pdf/2102.01291.pdf





Conclusion
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Linear Panel Event Studies


• Units i (e.g., state)


• Periods t (e.g., year)


• Outcome yit (e.g., employment)


• Policy variable zit (e.g., minimum wage)


• Interested in effect of zit on yit


• Willing to specify some kind of linear panel model for yit







Event Study Methods Widely Used


1980 1990 2000 2010 2020


0.
00


0.
05


0.
10


0.
15


0.
20


0.
25


0.
30


F
ra


ct
io


n 
of


 p
ap


er
s


NBER working papers
Top−five journals


Souce: Currie Kleven Zwiers (2020), Figures 4A-4C



https://pubs.aeaweb.org/doi/10.1257/pandp.20201058





Event Study Methods Widely Studied
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https://www.sciencedirect.com/search?pub=Journal%20of%20Econometrics&qs=%22difference-in-differences%22&show=100&sortBy=relevance





Plotting is Essential
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Figure 1: Exemplary event-study plot. The plot shows a hypothetical example of an event-study plot. See
Section 2 for details on the construction of event-study plots.


In economic settings, variation in the policy may be related to other determinants of the outcome.
For example, a person’s entry into a training program may reflect unobserved shocks to earnings, a
state’s decision to increase its minimum wage may be influenced by its economic performance, and
Walmart’s arrival in a city may signal trends in the local retail environment. Such factors make it
challenging to identify {βm}Mm=−G, and are captured in (1) via the confound Cit. If the confound
is unobserved, identification of {βm}Mm=−G typically requires substantive restrictions on Cit that
cannot be learned entirely from the data and must therefore be justified on economic grounds.


In this chapter, we have three main goals. The first, which we take up in Section 2, is to make
suggestions on the construction of event-study plots of the form in Figure 1. These suggestions
aim at improving the informativeness of these plots. They involve a mix of codifying what we
consider common best practices, as well as suggesting some practices that are not currently in use.
An accompanying Stata package, xtevent, makes it easier for readers to adopt our suggestions.


The second, which we take up in Section 3, is to consider possible approaches to identification of
{βm}Mm=−G. Each approach requires some restrictions on the confound Cit. In accordance with our
view that such restrictions should be motivated on economic grounds, our discussion emphasizes
and contrasts the economic content of different possible restrictions.


The third, which we take up in Section 4 and an accompanying Appendix, is to illustrate the
performance of different estimators under some specific data-generating processes. We choose data-
generating processes motivated by the economic settings of interest, and estimators corresponding
to the approaches to identification that we discuss in Section 3. Our simulations highlight that
there is not one “best” estimator—a given estimator may perform well or poorly depending on the
underlying economic environment. The simulation results reinforce the importance of matching
identifying assumptions (and the corresponding estimator) to the setting at hand.
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Source: Freyaldenhoven et al. (2021)


• Of 16 papers in the 2022 AER mentioning DID or event studies,
10 include an event-study plot



https://www.nber.org/papers/w29170





Many Pitfalls


• Uninformative / misleading visualizations


• Model misspecification







Many Resources


• New frameworks for visualization


• New ways to assess sensitivity
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Caveats


• Not objective (Jesse)


• Not comprehensive







Further Reading


de Chaisemartin, Clément and Xavier D’Haultfoeuille. Forthcoming. Two-way fixed
effects and differences-in-differences with heterogeneous treatment effects: A
survey. In Econometrics Journal.


Freyaldenhoven, Simon, Christian Hansen, Jorge Pérez Pérez, Jesse M. Shapiro.
Forthcoming. Visualization, identification, and estimation in the linear panel
event-study design. In Advances in Economics and Econometrics: Twelfth
World Congress.


Miller, Douglas L. 2023. An Introductory Guide to Event Study Models. In Journal of
Economic Perspectives.


Roth, Jonathan, Pedro H. C. Sant’Anna, Alyssa Bilinski, and John Poe. Forthcoming.
What’s trending in difference-in-differences? A synthesis of the recent
econometrics literature. In Journal of Econometrics.


Sun, Liyang and Jesse M. Shapiro. 2022. A linear panel model with heterogeneous
coefficients and variation in exposure. In Journal of Economic Perspectives.



https://doi.org/10.1093/ectj/utac017

https://doi.org/10.1093/ectj/utac017

https://doi.org/10.1093/ectj/utac017

https://www.nber.org/papers/w29170

https://www.nber.org/papers/w29170

https://www.aeaweb.org/articles?id=10.1257/jep.37.2.203

https://doi.org/10.1016/j.jeconom.2023.03.008

https://doi.org/10.1016/j.jeconom.2023.03.008

https://pubs.aeaweb.org/doi/pdfplus/10.1257/jep.36.4.193

https://pubs.aeaweb.org/doi/pdfplus/10.1257/jep.36.4.193





Today


• Overview (Jesse)


• Basics of identification and estimation (Liyang)


• Basics of plotting (Jesse)
• Pitfalls and some solutions


• Confounds and pre-trend testing (Liyang)
• Heterogeneous effects (Jesse)


• Conclusions (Liyang)








Plotting


Linear Panel Event Studies


Liyang (Sophie) Sun (CEMFI)
Jesse M. Shapiro (Harvard and NBER)







Motivation
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Figure 1: Exemplary event-study plot. The plot shows a hypothetical example of an event-study plot. See
Section 2 for details on the construction of event-study plots.


In economic settings, variation in the policy may be related to other determinants of the outcome.
For example, a person’s entry into a training program may reflect unobserved shocks to earnings, a
state’s decision to increase its minimum wage may be influenced by its economic performance, and
Walmart’s arrival in a city may signal trends in the local retail environment. Such factors make it
challenging to identify {βm}Mm=−G, and are captured in (1) via the confound Cit. If the confound
is unobserved, identification of {βm}Mm=−G typically requires substantive restrictions on Cit that
cannot be learned entirely from the data and must therefore be justified on economic grounds.


In this chapter, we have three main goals. The first, which we take up in Section 2, is to make
suggestions on the construction of event-study plots of the form in Figure 1. These suggestions
aim at improving the informativeness of these plots. They involve a mix of codifying what we
consider common best practices, as well as suggesting some practices that are not currently in use.
An accompanying Stata package, xtevent, makes it easier for readers to adopt our suggestions.


The second, which we take up in Section 3, is to consider possible approaches to identification of
{βm}Mm=−G. Each approach requires some restrictions on the confound Cit. In accordance with our
view that such restrictions should be motivated on economic grounds, our discussion emphasizes
and contrasts the economic content of different possible restrictions.


The third, which we take up in Section 4 and an accompanying Appendix, is to illustrate the
performance of different estimators under some specific data-generating processes. We choose data-
generating processes motivated by the economic settings of interest, and estimators corresponding
to the approaches to identification that we discuss in Section 3. Our simulations highlight that
there is not one “best” estimator—a given estimator may perform well or poorly depending on the
underlying economic environment. The simulation results reinforce the importance of matching
identifying assumptions (and the corresponding estimator) to the setting at hand.
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Source: Freyaldenhoven et al. (2021)


• Plotting an essential, not incidental, part of methodology
• Of 16 papers in the 2022 AER mentioning DID or event studies,


12 do some form of pre-event testing and 10 include some form of
plot of dynamic treatment effects and pre-event trends



https://www.nber.org/papers/w29170





Basics







Two Groups, Two Periods


Control


Treatment


t = −1
Before


t = 0
After


Time


O
ut


co
m


e







Two Groups, Many Periods
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Differences, Many Periods


Difference


t = −3 t = −2 t = −1 t = 0 t = 1 t = 2
Time


D
iff


er
en


ce







Normalized Differences, Many Periods
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Regression Trick


• Let zit be
• 1 if i is in treatment group and t is after treatment date
• 0 otherwise


• Estimate


yit = αi + γt +
∞∑


k=−∞
δk∆zi,t−k + εit


• Unit fixed effect αi


• Time fixed effect γt


• Normalize δ−1 = 0 so δk is in normalized differences


• Then plot
{(


k , δ̂k


)}∞


k=−∞







Normalized Differences, Many Periods
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What If?


• Different units treated at different dates
• e.g., staggered adoption of state law


• Policy zit ∈ {0,1} is not binary
• e.g., minimum wage


• Time series is not infinite
• e.g., all real situations







Regression Trick


• Estimate


yit = αi +γt +
A−1∑


k=−(B−1)


δk∆zi,t−k +δAzi,t−A+δB
(
1 − zi,t+B−1


)
+εit


• Normalize δ−1 = 0


• Then plot
{(


k , δ̂k


)}A


k=−B
• A = number of periods After to plot
• B = number of periods Before to plot


• NB: For algebra, see Freyaldenhoven et al. (2021) or
Schmidheiny and Siegloch (2023)



https://www.nber.org/papers/w29170

https://doi.org/10.1002/jae.2971





Event-study Plot
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Substantive Decisions


yit = αi + γt +
A−1∑


k=−(B−1)


δk∆zi,t−k + δAzi,t−A + δB
(
1 − zi,t+B−1


)
+ εit


• Treating dynamics as stable more than B periods before event, A
periods after


• Can’t allow for infinite dynamics due to finite data


• Estimating dynamics relative to a fixed normalization, e.g.,
δ−1 = 0


• Can’t identify causal effects without a base period







Warning


• This “trick” is one possible regression generalization of DID


• It has the virtue of being flexible


• Think of it as a starting point


• Other approaches may be more suited to your setting


• Will come back to this!







Making More Informative Plots







Point Estimates
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Confidence Intervals
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Confidence Bands
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• Sup-t bands a la Montiel Olea and Plagborg-Møller (2018)



https://doi.org/10.1002/jae.2656





Testing
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Pretrends p−value = 0.6 −− Leveling off p−value = 0.8







Confounding
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• Could confounding explain this pattern?







Confounding
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• A linear path in event-time, not statistically rejected.







Confounding
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• A linear path in event-time, statistically rejected.







Least Wiggly Confound
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• Defined in Freyaldenhoven et al. (2021)



https://www.nber.org/papers/w29170





Implementation







Software


• Stata: xtevent


• R: EventStudyR



https://github.com/JMSLab/xtevent

https://github.com/JMSLab/eventstudyr





Today


• Overview (Jesse)


• Basics of identification and estimation (Liyang)


• Basics of plotting (Jesse)
• Pitfalls and some solutions


• Confounds and pre-trend testing (Liyang)
• Heterogeneous effects (Jesse)


• Conclusions (Liyang)
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