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Predictable Financial Crises
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and JAKOB AHM SØRENSEN

ABSTRACT

Using historical data on postwar financial crises around the world, we show that the
combination of rapid credit and asset price growth over the prior three years, whether
in the nonfinancial business or the household sector, is associated with a 40% proba-
bility of entering a financial crisis within the next three years. This compares with a
roughly 7% probability in normal times, when neither credit nor asset price growth
is elevated. Our evidence challenges the view that financial crises are unpredictable
“bolts from the sky” and supports the Kindleberger-Minsky view that crises are the
byproduct of predictable, boom-bust credit cycles. This predictability favors policies
that lean against incipient credit-market booms.

A CENTRAL ISSUE IN THE STUDY of macroeconomic stability is the predictabil-
ity of financial crises. An important line of thought holds that crises are
largely unpredictable. For example, each of the three principal policymak-
ers in the 2008 U.S. financial crisis, Hank Paulson, Tim Geithner, and Ben
Bernanke, has taken this position.1 Similarly, Gorton (2012, p. 42) argues
that “crises are sudden, unpredictable events.” This view is supported by the-
ories that see crises as due to sunspot equilibria (Cole and Kehoe (2000),
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Chari and Kehoe (2003)), and by early evidence showing that, while crises are
often preceded by weak economic fundamentals, the degree of predictability is
low (Kaminsky and Reinhart (1999)).

An alternative view sees financial crises as largely predictable byproducts
of rapid credit expansions accompanied by asset price booms (Minsky (1977,
1986), Kindleberger (1978)). Borio and Lowe (2002) show that rapid credit
growth and asset price growth predict banking crises in 34 countries between
1970 and 1999, spurring an extensive literature on so-called “early warning
indicators.” More recently, Schularick and Taylor (2012) show that credit
expansions, growth of risky credit as a share of total credit, and narrow
credit spreads all predict financial fragility and deteriorating macroeconomic
outcomes (see also Greenwood and Hanson (2013), Baron and Xiong (2017),
Lopez-Salido, Stein, and Zakrajšek (2017), Mian, Sufi, and Verner (2017),
Krishnamurthy and Muir (2020)). Kirti (2020) and Richter, Schularick, and
Wachtel (2020) explore factors that can help separate good and bad credit
booms. Notwithstanding this evidence, however, precise estimates of the
probability of a financial crisis following credit and asset price booms remain
unavailable. More importantly, how high the probability of a crisis should be
permitted to climb before prompting preemptive policy action remains an open
question.

In this paper, we estimate the probability of financial crises as a function of
past credit and asset price growth. Such an estimate has been facilitated by
the development of historical chronologies of financial crises by Reinhart and
Rogoff (2011), Jordà, Schularick, and Taylor (2017), and Baron, Verner, and
Xiong (2021, BVX). BVX use hand-collected historical data on bank stock re-
turns to improve existing crisis chronologies, which to date have been based on
narrative accounts. We rely on BVX’s chronology to construct an indicator vari-
able for the onset of a financial crisis. We then combine historical data on the
growth of outstanding credit to nonfinancial businesses and households with
data on the growth of equity and home prices to estimate the future probability
of a financial crisis in a panel of 42 countries over the period 1950 to 2016.

We present six findings. First, consistent with Schularick and Taylor (2012),
we show that crises can be predicted using past credit growth in simple linear
forecasting regressions. In particular, we show that both nonfinancial business
and household credit growth forecast the onset of a future crisis. However,
the degree of predictability is modest, even at horizons of up to five years.
Schularick and Taylor (2012) find that a one-standard-deviation increase in
real one-year credit growth leads to a 2.8 percentage point increase in the
probability of a crisis over the next five years. Repeating their analysis on our
sample with BVX’s crisis chronology, we obtain virtually the same result.

Second, we show that the degree of predictability rises substantially when
we focus on large credit expansions that are accompanied by asset price booms.
When nonfinancial business credit growth is high and stock market valua-
tions have risen sharply, or when household credit growth is high and home
prices have risen sharply, the probability of a subsequent crisis is substan-
tially higher. The combination of rapid credit growth and asset price growth
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in a given sector signals an outward shift in the supply of credit, which sows
the seeds of its own destruction (Borio and Drehmann (2009), Greenwood and
Hanson (2013), Jordà, Schularick, and Taylor (2015), Baron and Xiong (2017),
López-Salido, Stein, and Zakrajšek (2017), Kirti (2020)). We do not use data on
credit spreads, which would likely increase the predictability of crises, because
the scarcity of such data would substantially reduce our sample.

To establish these results, we construct a simple “Red-Zone” indicator, R-
zone for short, that identifies periods of potential credit-market overheating.
Specifically, we classify a country as in the business R-zone if nonfinancial
business credit growth over the past three years is in the top quintile of the
full-sample distribution and stock market returns over the same window are
in the top tercile. The probability of a crisis at a one-year horizon is 13% if
a country is in the business R-zone, a substantial increase over the uncon-
ditional probability of 4%. The comparable probability is 14% if a country is
in the household R-zone—that is, if household credit growth and home price
growth are both elevated. Crucially, the degree of predictability increases dra-
matically with horizon: the probability of experiencing a financial crisis within
the next three years is 45% for countries in the business R-zone and 37% for
countries in the household R-zone. Put differently, even after entering the R-
zone, crises are often slow to develop, suggesting that policymakers have time
to act based on early warning signs. For instance, the United States was in the
household R-zone from 2002 to 2006 ahead of the financial crisis that arrived
in 2007.

The interaction effect between credit growth and asset price growth is em-
pirically quite robust. Specifically, our forecasting results are not sensitive
to the specific thresholds used to classify past credit and asset price growth
as “high.” For instance, we obtain similar results if, instead of the full sam-
ple, we use a backward-looking expanding sample to compute the cutoffs
underlying R-zone. The results are also similar if we consider different his-
torical crisis chronologies such as those in Reinhart and Rogoff (2011) and
Jordà, Schularick, and Taylor (2017) or if we exclude developing countries
from the sample. Finally, the results continue to hold if we end the analysis
before the 2008 Global Financial Crisis (GFC), suggesting that in the pre-
GFC period economists and policymakers could have better understood that
credit-market overheating poses significant risks if they had asked the right
questions.

Third, we show that overheating in the business and household credit mar-
kets are separate phenomena that independently predict the arrival of future
crises. Specifically, 64% of the crises in our sample were preceded by either a
household or a business R-zone event within the prior three years. These two
forms of overheating are particularly dangerous, however, in the rare instances
in which they occur in tandem (e.g., Japan in 1988).

Fourth, we show that overheating in credit markets has a global compo-
nent and is correlated across countries. We construct global business and
global household R-zone variables to capture the fraction of countries in our
sample that are in the R-zone each year. We find that including these global
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variables in our forecasting regressions substantially increases the predictabil-
ity of crises. For example, in 2007 while Germany was nowhere near the R-
zone, 33% of sample countries were in the business R-zone and 36% were in
the household R-zone. As a result, in 2007 the predicted probability of Ger-
many experiencing a crisis within three years was 37%, and, Germany did
indeed experience a crisis in 2008. When we account for these global variables,
we estimate that the probability of a subsequent crisis in the United States
rose from 31% in 2002 when the United States first entered the household
R-zone to 51% in 2006.

Fifth, we show that R-zone events predict future contractions in real gross
domestic product (GDP). López-Salido, Stein, and Zakrajšek (2017) show that
periods of credit-market overheating predict lower real GDP growth at a
horizon of two years. Mian, Sufi, and Verner (2019) demonstrate that rapid
credit growth—especially household credit growth—forecasts low real GDP
growth over the medium run. Adrian et al. (2018) find that financial stabil-
ity measures—which include credit growth—predict higher downside risks to
GDP growth. We show that the business and household R-zones also reliably
predict GDP contractions, which we define as a 2% decline in real GDP in a
given year. This result is only partially driven by the well-known fact that fi-
nancial crises themselves are associated with GDP contractions (Reinhart and
Rogoff (2009)).

In the final section of the paper, we turn to the question motivating our anal-
ysis: How high should the probability of a financial crisis be allowed to climb
before prompting preemptive action on the part of policymakers? The answer
to this question depends on the statistical trade-off between false positive and
false negative classification errors. As we increase the credit and asset price
growth thresholds for assigning country-years to the R-zone, we increase the
likelihood that a given R-zone event is followed by a financial crisis. At the
same time, using more stringent assignment thresholds raises the likelihood
that a given crisis is not preceded by an R-zone event. We illustrate this trade-
off with a downward-sloping “policy possibility frontier” that plots the true neg-
ative rate (TNR; the percentage of noncrisis years not preceded by an R-zone
event) against the true positive rate (TPR; the percentage of crises preceded
by an R-zone event). The question then is what point on this frontier should
a policymaker tasked with promoting financial stability choose. We show that
financial crises are sufficiently predictable that policymakers should adopt a
do-nothing strategy—that is, never take preventative action even when con-
cerns about credit-market overheating become acute—only if they think that
the costs of false alarms are extremely large, perhaps implausibly so, relative
to those of false negatives.

Prior studies show that several early warning signals, particularly rapid
growth in aggregate credit, help predict the arrival of financial crises.2 We

2 For example, Borio and Lowe (2002), Borio and Drehman (2009), Schularick and Taylor (2012),
Drehman and Juselius (2013), and Aldasoro, Borio, and Drehman (2018) each examine the im-
pact of aggregate credit growth. Borio and Drehman (2009), Jordà, Schularick, and Taylor (2015),
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make several contributions to this literature. First, we document the strength
of the interaction effect between credit growth and asset price growth using
a simple and transparent methodology. Second, we uncover a higher degree
of crisis predictability than has been documented in prior studies. Finally, we
calibrate a simple model of macroprudential policymaking under uncertainty,
highlighting the trade-off between the costs of acting on false alarms and the
costs of failing to act when action would be beneficial.

Our findings favor the Kindleberger-Minsky view of credit cycles and
financial crises, formalized in recent theoretical models such as Bordalo,
Gennaioli, and Shleifer (2018), Gennaioli and Shleifer (2018), Greenwood,
Hanson, and Jin (2019), Maxted (2020), and Krishnamurthy and Li (2020).
These models share the common premise that expectations errors (typically
due to overextrapolation) lead to excessive borrowing and investment dur-
ing credit booms. Since these overly optimistic beliefs are disappointed on
average, they predictably give rise to credit busts and financial crises. In
this way, the Kindleberger-Minsky view provides a foundation for the “credit
supply shocks” often used as a starting point for modeling economic busts
(Hall (2011), Eggertsson and Krugman (2012), Korinek and Simsek (2016),
Guerrieri and Lorenzoni (2017), and Bordalo et al. (2021)).

Our findings also have implications for macrofinancial policy. Adherents of
the “bolt from the sky” view of crises often advocate a wait-and-see attitude to
policy interventions as credit expands rapidly. Under this view, policymakers
should not try to be policemen ex ante but rather should only fight fires ex
post. In contrast, the Kindleberger-Minsky view that our evidence favors ar-
gues for more proactive measures to lean against incipient credit booms. When
an economy is heading toward the R-zone, a government might consider tight-
ening monetary policy, increasing bank equity capital ratios, or adopting other
countercyclical macroprudential policies. Stein (2013, 2014) and Borio (2014)
advocate prophylactic measures of this sort, which inevitably involve taking
away the punch bowl when the party starts to get out of hand. Indeed, the
post GFC era has witnessed the advent of several macroprudential tools that
have been used in precisely this manner. When a policymaker faces a greater
than 40% probability of a financial crisis over the near term and a comparable
probability of a recession, a wait-and-see attitude appears to be ill-advised.

I. Predicting Financial Crises

A. Data

Our data consist of indicator variables for financial crises merged with an-
nual data on household and nonfinancial business credit growth, home prices,
and equity prices, which we collect for 42 countries from 1950 through 2016.
As we describe below, some data on financial crises reach back earlier than
1950, but the availability of data on household and business credit constrains

Aldasoro, Borio, and Drehmann (2018), and Krishnamurthy and Muir (2020) also consider the
interaction between credit and asset price growth.
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our sample to the postwar period. Furthermore, since we would like to speak
to the current debate about optimal macrofinancial policy, it seems natural to
restrict attention to this modern, postwar period.

The key dependent variables in most of our analysis are binary indicators
for the onset of a financial crisis, which have been painstakingly constructed
in several papers. Traditional chronologies of financial crises rely solely on nar-
rative accounts of bank runs, failures, or bailouts. Reinhart and Rogoff (2011,
RR) construct a list of financial crises covering 70 countries from 1800 to 2010
based on these narrative criteria. Jordà, Schularick, and Taylor (2017, JST)
combine crisis indicators from several narrative chronologies and consult coun-
try experts to construct a list of financial crises, which covers 17 countries from
1870 to 2016.

BVX identify several shortcomings of existing crisis chronologies. Defining a
banking crisis as “an episode in which the aggregate banking sector’s ability
to intermediate funds is severely impaired,” BVX argue that a large decline
in the market value of banks’ equity is necessary, but not sufficient, for the
arrival of a crisis. They also argue that a bout of widespread bank failures or
of severe short-term funding withdrawals—a banking panic—is sufficient, but
not necessary, for the arrival of a crisis.3

To operationalize their definition of banking crises, BVX assemble data for
46 countries from 1870 to 2016 on (i) bank equity prices, (ii) narrative accounts
of widespread bank failures, and (iii) narrative accounts of severe bank pan-
ics. Using these data, BVX define two broad types of banking crises. The first
type, which BVX call “bank equity crises,” are events whereby bank stocks
decline by more than 30% from their previous peak and there is narrative evi-
dence of widespread bank failures. The second type, which BVX call “banking
panic crises,” are events whereby there is narrative evidence of severe with-
drawals of short-term funding from banks. A given crisis in BVX’s composite
chronology may be a bank equity crisis, a banking panic, or both.4 While most
of the crises in the resulting chronology are identified in existing chronologies,
BVX uncover several previously overlooked crises, remove a number of spuri-
ous episodes, and exclude a handful of minor episodes that had smaller effects
on the banking system.

Table I compares the BVX, RR, and JST financial crisis indicator variables
for the country-years in our sample. Based on the BVX indicator, the uncon-
ditional probability of a crisis onset in any given country-year is 4.0%. This

3 While not strictly a necessary condition, most episodes with widespread bank failures or pan-
ics also feature a bank stock price decline of 30% or more. In our sample, BVX record 112 episodes
in which bank stock prices fell more than 30%, 47 episodes featuring widespread bank failures,
and 39 banking panics. Of the 47 episodes with widespread failures, 41 saw a drop in bank stocks
of more than 30%. Similarly, of the 39 panic episodes, 34 saw a drop in bank stocks of more than
30%. In the six episodes in which widespread failures or panics were not associated with a 30%
drop in bank stocks, bank stocks fell by at least 16% and 22% on average.

4 In BVX’s chronology, a crisis begins in the first year in which bank stocks first fall by 30% from
their prior peak or in which there is a banking panic. Even when a crisis eventually culminates
in a panic, BVX show that the panic is typically preceded by a large decline in the value of bank
equity.
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Table I
Summary Statistics

This table presents summary statistics for our main variables in percent. Our sample is an un-
balanced panel from 42 countries over the period 1950 to 2016. �3 denotes changes over three
years. Outstanding debt covers loans and debt securities as retrieved from the IMF’s Global
Debt Database and supplemented with BIS’s total credit statistics and loans data from Macro-
History.net. Equity price indices are retrieved primarily from GFD, supplemented with data from
Bloomberg, the IMF, and MacroHistory.net. House price indices are retrieved from the BIS’s Se-
lected Property Price Series and supplemented with data from OECD and MacroHistory.net. An
overview of data sources for outstanding debt and price indices is available in the Internet Ap-
pendix, which can be found on The Journal of Finance website. Financial crisis indicators are from
Baron, Verner, and Xiong (2021), Jordá, Schularick, and Taylor (2017), and Reinhart and Rogoff
(2011), and data on real GDP and inflation are retrieved from the World Bank’s World Develop-
ment Indicators and the IMF’s International Financial Statistics, respectively, both supplemented
with data from MacroHistory.net. Inflation data for Argentina are retrieved from Banco Central
de la República Argentina.

N Mean SD Quantiles

Financial Crisis Indicators:
Baron, Verner, and Xiong (2021) (%) 1281 3.98 19.56
Jordá, Schularick, and Taylor (2017) (%) 909 2.64 16.04
Reinhart and Rogoff (2011) (%) 1109 3.61 18.65

Crashes, Failures, and Panics:
Bank Equity Crash (%) 1280 8.52 27.92
Bank Failures (%) 1281 3.51 18.42
Panics (%) 1281 3.04 17.19

GDP:
�1 log real GDP (%) 1281 3.28 3.21

Debt Growth: Q20 Q40 Q60 Q80

�3 Business Debt/GDP (%) 1258 3.86 20.74 −2.76 1.03 3.99 9.03
�3 Household Debt/GDP (%) 1107 3.58 5.74 −0.26 1.63 3.95 7.62
�3 log real Debt (%) 1281 17.90 16.85 5.22 13.05 20.43 29.27

Price Growth: Q33.3 Q66.7

�3 log real Equity Index (%) 1258 8.65 48.80 −8.53 26.57
�3 log real House Price Index (%) 1107 6.47 17.89 −0.35 12.68

compares to an unconditional probability of 2.6% based on the JST indicator
and 3.6% based on the RR indicator.5 Some of the differences reflect discrepan-
cies in when these chronologies date the onset of a crisis. For instance, accord-
ing to BVX, the United Kingdom suffered financial crises beginning in 1973,
1991, and 2008, whereas the JST database lists these same crises as begin-
ning in 1974, 1991, and 2007. However, these are not the only differences. For

5 If we restrict attention to the 858 country-years for which all three indicators are defined, the
unconditional probability of crisis onset is 3.5%, 2.8%, and 3.0% according to BVX, JST, and RR,
respectively.
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instance, RR indicate that the United Kingdom suffered two additional crises
in 1984 and 1995. The chronologies also sometimes disagree about whether an
extended episode of banking distress should be treated as a single crisis or as a
sequence of crises. For example, JST treat the 2008 GFC and the 2010 to 2011
Eurozone crisis as a single crisis for European countries whereas BVX treat
them as separate crisis episodes.

The International Monetary Fund’s (IMF) Global Debt Database (Mbaye,
Moreno-Badia, and Chae (2018)) provides data on total credit outstanding—
including both loans and debt securities—to nonfinancial businesses and
households. The IMF data cover 190 countries going back to 1950, with 84
countries reporting outstanding credit separately for nonfinancial businesses
and households. We supplement the IMF credit data using information from
the JST and Jordà, Schularick, and Taylor (2015) MacroHistory databases,
which contains annual information on outstanding loans to nonfinancial busi-
nesses and households in 17 countries. We collect credit data for Thailand from
the Bank of International Settlements’ (BIS) Total Credit Statistics, which pro-
vides total outstanding loans and debt securities to nonfinancial businesses
and households.6

Data on equity price indices come primarily from Global Financial Data
(GFD). Where suitable data are not available from GFD, we obtain equity
price data from the IMF’s International Financial Statistics database or the
JST MacroHistory database as augmented by Jordà et al. (2019). Using data
on nominal price inflation from the World Bank’s World Development Indica-
tors and the MacroHistory database, we compute the inflation-adjusted change
in equity prices. We obtain inflation-adjusted home price indices from the BIS
Residential Property Price database, which we use to compute real home price
growth. We again supplement the BIS data on real home prices with data from
the JST MacroHistory database and the Organization for Economic Coopera-
tion and Development (OECD)’s Housing Prices database.7

Finally, we obtain nominal and real GDP from the World Bank’s World De-
velopment Indicators and the MacroHistory database.

Our data on credit growth and asset prices are summarized in the bottom
panel of Table I, with Tables IAI, IAII, and IAIII in the Internet Appendix
providing further details on the sources for the individual country series. Our
baseline sample includes every country-year observation beginning in 1950
and ending in 2016 for which we have data on either (i) past three-year nonfi-
nancial business credit growth and equity price growth or (ii) past three-year
household credit growth and home price growth, as well as the BVX crisis

6 When merging credit data from different sources for a country, we calculate three-year changes
in outstanding credit separately using each data source and then merge the resulting three-year
changes. Since outstanding debt securities are generally quite small for those country-years where
we have JST loan data but not IMF credit data, this procedure yields smooth series for three-year
cumulative credit growth.

7 For more information on the BIS Residential Property Price database, see http://www.bis.
org/statistics/pp.htm. For more on the OECD’s Housing Prices database, see https://data.oecd.org/
price/housing-prices.htm.

http://www.bis.org/statistics/pp.htm
http://www.bis.org/statistics/pp.htm
https://data.oecd.org/price/housing-prices.htm
https://data.oecd.org/price/housing-prices.htm
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indicator in the following four years. The result is an unbalanced panel data
set that covers 42 countries.

B. Predicting Financial Crises with Past Credit Growth

Schularick and Taylor (2012) show that financial crises can be predicted by
elevated bank loan growth over the previous five years. We start by present-
ing linear forecasting regressions that revisit these results, but with two small
changes. First, we expand the sample to include the additional crises identi-
fied by BVX. Second, motivated by recent work suggesting different roles for
household and business credit (Mian, Sufi, and Verner (2017)), we separately
examine how well these two forms of credit growth predict future financial
crises.

Table II presents Jordá-style (2005) linear forecasting regressions of the
form

Crisisi,t+1 to t+h = α
(h)
i + β(h) · �3Xit + εi,t+1 to t+h, (1)

h = 1, 2, 3, and 4, where α(h)
i is a country fixed effect, �3 is the change in

predictor Xit over the three years ending in t, and Crisisi,t+1 to t+h is an in-
dicator variable equal to one if a crisis begins in country i in any year be-
tween t + 1 and year t + h—i.e., defining Crisis-Starti,t as an indicator that
switches on if a crisis begins in country i in year t, we define Crisisi,t+1 to t+h =
max{Crisis-Starti,t+1, . . . , Crisis-Starti,t+h}. In Table II and throughout the pa-
per, we stop making forecasts in t = 2012, so we have the same number of
observations for all prediction horizons. As we detail below, to draw appro-
priate statistical inferences, we compute t-statistics (shown in brackets) using
Driscoll-Kraay (1998) standard errors.

As predictors, we examine three-year changes in the ratio of total
private credit to GDP (�3(DebtPriv/GDP)it ), the ratio of business debt
to GDP (�3(DebtBus/GDP)it ), and the ratio of household debt to GDP
(�3(DebtHH/GDP)it ). Our fourth predictor, which is closer to the original Schu-
larick and Taylor (2012) variable, is the three-year log change in real total
private debt outstanding (�3log(DebtPriv/CPI)it ). Each of these variables is
normalized by its sample standard deviation, so the coefficient β (h) gives the
change in the probability of a crisis beginning within h years if past three-year
debt growth rises by one standard deviation.

Table II shows that despite a shorter sample period and slightly different
definitions of crises, we reproduce Schularick and Taylor’s (2012) central result
that credit growth forecasts the onset of a financial crisis. As shown in columns
(1.1) and (3.1), a one-standard-deviation increase in �3(DebtPriv/GDP)it is as-
sociated with a 2.6 and 5.3 percentage point increase in the probability of a
crisis beginning within one and three years, respectively.

The remaining specifications in Table II separate private debt growth into
its nonfinancial business and household components. Column (3.2) shows, for
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example, that a one-standard-deviation increase in �3(DebtBus/GDP)it is asso-
ciated with a 3.4 percentage point increase in the probability of a crisis begin-
ning within three years, and column (3.3) shows that a one-standard-deviation
increase �3(DebtHH/GDP)it is associated with a 9.2 percentage point increase
in the probability of a crisis within three years. Column (3.4) shows results
when the predictor variable is the change in debt scaled by the Consumer Price
Index (CPI) rather than by GDP.

While the results in Table II show that credit growth forecasts financial
crises, the degree of predictability is low, lending credence to the view that
crises are largely unpredictable. At a three-year horizon, for example, the
within-R2 in column (3.1) is only 2.5%, and the coefficient of 5.3 means that
a two-standard-deviation increase in credit growth increases the probability of
a crisis by only 10.6%.

C. Predicting Financial Crises with Past Credit Growth and Asset Price
Growth

The univariate linear relationship between past credit growth and the prob-
ability of a future crisis in Table II masks stronger relationships in the data. In
this section, motivated by prior work suggesting that credit booms are marked
by increases in both asset prices and credit quantities (Borio and Lowe (2002)
and Borio and Drehmann (2009)), we investigate whether refined measures of
credit booms have greater success in predicting financial crises.

To start, we divide all country-years through 2012 in our sample into 15 bins
based on past price growth tercile and past debt growth quintile for each sector
(business or household). The assignment thresholds are based on the distribu-
tion of credit and price growth in our full panel data set and thus are the same
for all 42 countries in the sample. For instance, country-years in the top quin-
tile of business debt growth have �3(DebtBus/GDP)it > 8.99%.8 We then com-
pute the probability of a crisis beginning within the next h years conditional
on being in price growth tercile T and debt growth quintile Q at time t: p(h)

T,Q =
E[Crisisi,t+1 to t+h | Tercile(�3log(Priceit )) = T, Quintile(�3(Debt/GDP)it ) =
Q]. This exercise, shown in Table III, is a simple nonparametric way of under-
standing the multivariate nonlinear relationship between past debt and asset
price growth and the probability of a future crisis at various horizons h. Panel
B of Table III reports the results of this exercise for the business sector, while
Panel D reports the results for the household sector. Panels A and C report the
distribution of country-year observations across these 15 bins.9

8 See Table I for the full set of thresholds. For example, country-years in the top quintile
of household debt growth have �3(DebtHH/GDP)it > 7.60%, those in the top tercile of equity
price growth have �3log(PriceEquity

it ) > 26.56%, those in the top tercile of home price growth have
�3 log(PriceHome

it ) > 12.67%, and so on.
9 In Table III and throughout the paper, we obtain qualitatively similar results if we use price

growth quintiles as opposed to price growth terciles. We choose to use price growth terciles since
doing so ensures that we have a similar number of observations in each of the 15 cells, enhancing
statistical power.
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Table III
Crisis Probabilities by Price and Debt Growth Quantiles

Panel A presents the empirical distribution of country-years across equity price growth terciles
and business debt growth quintiles. Panel B presents the probability of a crisis within one to four
years for the intersections of the equity price terciles and business debt quintiles. It also presents
the difference in future crisis probability between each group and the median group, which is de-
fined as the intersection of the second price tercile and the third debt growth quintile. Panel C
presents the empirical distribution of country-years across house price growth terciles and house-
hold debt growth quintiles. Panel D presents the probability of a crisis within one to four years
for the intersections of house price terciles and household debt quintiles, as well as differences
with the median group. Debt is normalized by GDP for both sectors, and growth is measured over
three years. p-Values are based on Driscoll and Kraay (1998) standard errors with lags of zero,
three, five, and six years for prediction horizons one, two, three, and four years, respectively, and
corrected according to Kiefer and Vogelsang (2005). *, **, and *** denote significance at the 10%,
5%, and 1% level, respectively.

Panel A: Distribution of Observations (%) by Growth in Business Debt and Equity Prices

Debt Quintile

Price Tercile 1 2 3 4 5

1 5.6 6.5 5.8 6.8 8.7
2 6.8 7.6 7.0 6.7 5.3
3 7.6 6.0 7.2 6.6 6.0

Panel B: Crisis Probabilities (%) by Growth in Business Debt and Equity Prices

One-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 1.4 2.4 0.0 3.5 6.4 −3.1 −2.1 −4.5** −1.0 1.9
2 2.4 3.2 4.5 3.6 11.9 −2.2 −1.4 0.0 −1.0 7.4
3 2.1 1.3 2.2 3.6 13.3 −2.5 −3.2 −2.3 −0.9 8.8

Two-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 1.4 4.9 2.7 4.7 14.7 −5.4 −1.9 −4.1 −2.1 7.9
2 2.4 4.2 6.8 7.1 16.4 −4.5 −2.6 0.0 0.3 9.6
3 8.3 5.3 8.9 8.4 26.7 1.5 −1.5 2.1 1.6 19.8*

Three-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 4.2 4.9 4.1 7.1 19.3 −3.7 −3.1 −3.8 −0.9 11.3
2 3.5 5.3 8.0 9.5 19.4 −4.4 −2.7 0.0 1.6 11.4*
3 11.5 9.3 11.1 19.3 45.3 3.5 1.4 3.2 11.3 37.4***

Four-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 5.6 13.4 4.1 8.2 20.2 −4.6 3.2 −6.1 −2.0 10.0
2 4.7 6.3 10.2 17.9 23.9 −5.5 −3.9 0.0 7.6 13.7*
3 12.5 12.0 13.3 26.5 48.0 2.3 1.8 3.1 16.3 37.8***

(Continued)
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Table III—Continued

Panel C: Distribution of Observations (%) by Growth in Household Debt and House Prices

Debt Quintile

Price Tercile 1 2 3 4 5

1 10.5 7.5 5.7 5.5 4.2
2 6.2 6.8 8.1 6.7 5.5
3 3.3 5.7 6.2 7.8 10.3

Panel D: Crisis Probabilities (%) by Growth in Household Debt and House Prices

One-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 2.6 2.4 3.2 3.3 10.9 −0.7 −0.9 −0.2 −0.1 7.5*
2 2.9 0.0 3.3 2.7 1.6 −0.4 −3.3* 0.0 −0.6 −1.7
3 2.7 3.2 0.0 4.7 14.0 −0.6 −0.2 −3.3* 1.3 10.7**

Two-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 6.0 3.6 7.9 4.9 21.7 2.7 0.3 4.6 1.6 18.4***
2 5.8 2.7 3.3 6.8 8.2 2.5 −0.7 0.0 3.4 4.9
3 2.7 3.2 1.4 10.5 26.3 −0.6 −0.2 −1.9 7.1 23.0**

Three-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 9.5 4.8 11.1 8.2 28.3 6.1** 1.5 7.8 4.9 24.9**
2 7.2 4.0 3.3 16.2 13.1 3.9 0.7 0.0 12.9** 9.8*
3 2.7 3.2 1.4 17.4 36.8 −0.6 −0.2 −1.9 14.1* 33.5***

Four-Year Horizon

Crisis Frequency Diff. from Median
Debt Quintile Debt Quintile

Price Tercile 1 2 3 4 5 1 2 3 4 5

1 10.3 8.4 14.3 11.5 30.4 3.7 1.8 7.6 4.8 23.8**
2 8.7 4.0 6.7 20.3 23.0 2.0 −2.7 0.0 13.6** 16.3*
3 5.4 4.8 5.8 20.9 41.2 −1.3 −1.9 −0.9 14.3 34.6***

In Panel B of Table III, we capture debt growth using the three-year change
in the ratio of nonfinancial business credit to GDP (�3(DebtBus/GDP)it ) and
price growth using the three-year log change in the real equity price index
(�3log(PriceEquity

it )). In Panel B, the first matrix on the left reports the proba-
bility of a crisis arriving within one year based on past business debt growth
and equity prices. The unconditional probability that a crisis begins within
one year is 4.1%. When equity price growth is in the middle tercile and debt
growth is in the middle quintile, the probability of a crisis in the next year is
p(1)

2,3 = 4.5%. However, when price growth is in the top tercile and credit growth
is in the top quintile, that probability rises to p(1)

3,5 = 13.3%. The matrix on the
right reports the difference between the conditional probability for each bin
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and the probability for the “median” bin where price growth is in the middle
tercile and debt growth is the middle quintile, that is, p(1)

T,Q − p(1)
2,3. We also in-

dicate whether this difference in probabilities is statistically distinguishable
from zero at conventional significance levels. Specifically, p(1)

3,5 − p(1)
2,3 = 8.8%,

but at a one-year horizon this difference is not statistically significant.
Conditional on high credit growth and high price growth, the cumulative

probability of crisis arrival rises sharply with the forecast horizon. This is
because the incremental probability of crisis arrival remains persistently el-
evated for several years following rapid credit and price growth, implying that
crises are slow to develop. Specifically, the probability of a crisis beginning
within the next three years is p(3)

3,5 = 45.3% when equity price growth is in
the top tercile and business credit growth is in the top quintile. The difference
between the probability of a crisis when credit and equity price are jointly ele-
vated and the probability in a median year is highly significant: p(3)

3,5 − p(3)
2,3 =

37.4% (p-value = 0.006).
In Panel B, we repeat the analysis for the household sector, measur-

ing debt growth by the three-year change in household credit to GDP
(�3(DebtHH/GDP)it ) and price growth by the three-year log change in the real
home price index (�3log(PriceHome

it ). We find a similar pattern: the crisis proba-
bility is highest following rapid growth in household credit that is accompanied
by elevated home price growth. When home price growth is in the top tercile
and household credit growth is in the top quintile, the probability of a crisis
beginning in the next year is p(1)

3,5 = 14.0% and the probability of a crisis begin-
ning within three years is p(3)

3,5 = 36.8%.
To explore crisis prediction in greater detail, we define the three indicator

variables

High-Debt-Growthit = 1{�3
(
Debt/GDP

)
it > 80th percentile}, (2a)

High-Price-Growthit = 1{�3log(Priceit ) > 66.7th percentile}, (2b)

R-zoneit = High-Debt-Growthit · High-Price-Growthit, (2c)

where the cutoffs are based on the distribution of credit growth and price
growth in our full country-year panel as in Table III. Thus, High-Debt-Growth
is an indicator that switches on when credit growth is in the top quintile and
High-Price-Growth is an indicator that price growth is in the top tercile. Fi-
nally, the Red zone, that is, R-zone is the interaction between these two indi-
cators, so it only switches on when credit and asset price growth are jointly
elevated. These three indicators can be defined based on either business sec-
tor variables—that is, business credit growth and equity price growth—or on
household sector variables—that is, household credit growth and home price
growth. Figure 1 shows the full chronology of BVX crises and R-zone events in
our sample.
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Figure 1. Event history. Panel A plots red zone events as captured by business debt growth
and equity price growth along with the advent of financial crises as defined by Baron, Verner, and
Xiong (2021). Panel B presents a similar plot with red zone events defined using household debt
growth and house price growth. (Color figure can be viewed at wileyonlinelibrary.com)

https://onlinelibrary.wiley.com
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To assess how elevated credit and asset price growth jointly affect the proba-
bility of a future crisis, in Table IV we estimate the following Jordá-style (2005)
forecasting regressions:

Crisisi,t+1 to t+h = α
(h)
i + β(h) · High-Debt-Growthit + δ(h)

· High-Price-Growthit + γ (h) · R-zoneit + εi,t+1 to t+h,
(3)

h = 1, 2, 3, and 4, where Crisisi,t+1 to t+h is defined as above.10 The sum of the
coefficients β (h) + δ(h) + γ (h) gives the increase in the probability that a crisis
begins within h years when credit growth and price growth are jointly elevated.
Compared to the findings reported in Table III, these predictive regressions
allow us to separately estimate the direct relationship between high credit
growth and high price growth and the future probability of a crisis, as well as
their interaction, R-zone.11 We include a full set of country fixed effects α(h)

i
to focus on within-country time-series variation, however, but we obtain very
similar results in Table IV and throughout the paper if we omit the country
fixed effects.12

To draw appropriate statistical inferences in this setting, we need
to account for two features of the specification in equation (3). First,
since we measure debt and price growth using cumulative growth rates
over the prior three years, our High-Debt-Growthit, High-Price-Growthit,
and R-zoneit indicators tend to arrive in streaks in our country-year
panel. For instance, Sweden was in the business R-zone in 1987 to 1989
and 1998. Similarly, even though each crisis has a unique onset date
when Crisis-Starti,t switches on, our h-year cumulative crisis indicator
Crisisi,t+1 to t+h = max{Crisis-Starti,t+1, . . . , Crisis-Starti,t+h} occurs in streaks.
For instance, according to BVX, Sweden suffered financial crises that began
in 1991 and 2008, so for Sweden Crisisi,t+1 to t+3 is equal to one in the 1988
to 1990 and 2005 to 2007 periods. Taken together, these features mean that
the residuals in equation (3) will be serially correlated within a given country
when we forecast overlapping outcomes, that is, when h > 1. Second, different
countries in our panel are not statistically independent, so the residuals in
equation (3) are likely to be contemporaneously correlated across countries
at a given point in time. For example, in the mid-2000s, many countries
experienced rapid credit and price growth that in many cases was followed by
the arrival of a crisis in either 2007 or 2008.

10 These forecasting regressions are in the spirit of Jordá’s (2005) local projection approach to
estimating impulse response functions, which would entail controlling for lags of the independent
variable as well as the contemporaneous and lagged values of the dependent variable. In Table
IV and throughout the paper, we obtain qualitatively similar results if we explicitly use Jordá’s
(2005) local projection approach.

11 These regressions also allow us to include other control variables, such as lags of GDP growth.
However, adding controls has little impact on the estimated coefficients of interest.

12 Equation (3) is a Linear Probability Model (LPM), but Table IAIV in the Internet Appendix
shows that we obtain very similar marginal effects—corresponding to the coefficients in equation
(3)—if we estimate logit or probit models. Indeed, if we omit the country effects, logit and probit
models deliver the same marginal effects as LPMs in our setting.



Predictable Financial Crises 879

T
ab

le
IV

C
ri

si
s

P
re

d
ic

ti
on

w
it

h
D

eb
t

G
ro

w
th

an
d

R
ea

l
A

ss
et

A
p

p
re

ci
at

io
n

b
y

S
ec

to
r

T
h

is
ta

bl
e

pr
es

en
ts

re
su

lt
s

of
th

e
re

gr
es

si
on

m
od

el

C
ri

si
s i

,t
+1

to
t+

h
=

ah i
+

β
h

·H
ig

h
D

eb
t

G
ro

w
th

it
+

δ
h

·H
ig

h
Pr

ic
e

G
ro

w
th

it
+

γ
h

·R
-Z

on
e i

t
+

ε
h it
,

w
h

er
e

C
ri

si
s i

,t
+1

to
t+

h
is

an
in

di
ca

to
r

va
ri

ab
le

th
at

ta
ke

s
th

e
va

lu
e

of
on

e
if

a
cr

is
is

h
as

oc
cu

rr
ed

in
co

u
n

tr
y

i
be

tw
ee

n
ye

ar
t
+

1
an

d
t
+

h
,

H
ig

h
D

eb
t

G
ro

w
th

≡
1{

�
3
(D

eb
t/

G
D

P
) it

>
80

th
pe

rc
en

ti
le

}
is

an
in

di
ca

to
r

va
ri

ab
le

th
at

ta
ke

s
th

e
va

lu
e

of
on

e
if

th
re

e-
ye

ar
de

bt
gr

ow
th

is
in

th
e

h
ig

h
es

t
qu

in
ti

le
,

an
d

H
ig

h
Pr

ic
e

G
ro

w
th

≡
1{

�
3

lo
g(

P
ri

ce
it

)
>

66
.7

th
pe

rc
en

ti
le

}
is

an
in

di
ca

to
r

va
ri

ab
le

w
h

ic
h

ta
ke

s
th

e
va

lu
e

of
on

e
if

th
re

e-
ye

ar
pr

ic
e

gr
ow

th
is

in
it

s
h

ig
h

es
t

te
rc

il
e,

an
R

-Z
on

e
is

th
e

in
te

rs
ec

ti
on

of
h

ig
h

pr
ic

e
gr

ow
th

an
d

h
ig

h
de

bt
gr

ow
th

:
R

-Z
on

e
≡

H
ig

h
D

eb
t

G
ro

w
th

×
H

ig
h

Pr
ic

e
G

ro
w

th
.W

e
ru

n
th

e
re

gr
es

si
on

on
bo

th
th

e
bu

si
n

es
s

se
ct

or
,u

si
n

g
bu

si
n

es
s

de
bt

an
d

eq
u

it
y

pr
ic

es
to

de
fi

n
e

th
e

in
di

ca
to

rs
(P

an
el

A
),

an
d

th
e

h
ou

se
h

ol
d

se
ct

or
,

u
si

n
g

h
ou

se
h

ol
d

de
bt

an
d

h
ou

se
pr

ic
es

to
de

fi
n

e
th

e
in

di
ca

to
rs

(P
an

el
B

).
S

u
m

of
co

ef
fi

ci
en

ts
ca

pt
u

re
s

th
e

ag
gr

eg
at

e
ef

fe
ct

of
al

li
n

di
ca

to
rs

in
th

e
re

gr
es

si
on

.t
-S

ta
ti

st
ic

s
ar

e
re

po
rt

ed
in

br
ac

ke
ts

an
d

ba
se

d
on

D
ri

sc
ol

la
n

d
K

ra
ay

(1
99

8)
st

an
da

rd
er

ro
rs

w
it

h
la

gs
of

ze
ro

,t
h

re
e,

fi
ve

,a
n

d
si

x
ye

ar
s

fo
r

pr
ed

ic
ti

on
h

or
iz

on
s

on
e,

tw
o,

th
re

e,
an

d
fo

u
r

ye
ar

s,
re

sp
ec

ti
ve

ly
.*

,*
*,

an
d

**
*

de
n

ot
e

si
gn

ifi
ca

n
ce

at
th

e
10

%
,5

%
,a

n
d

1%
le

ve
l,

re
sp

ec
ti

ve
ly

,u
si

n
g

K
ie

fe
r

an
d

V
og

el
sa

n
g

(2
00

5)
co

rr
ec

te
d

p-
va

lu
es

.R
ep

or
te

d
co

ef
fi

ci
en

ts
an

d
R

2
s

ar
e

in
pe

rc
en

t.

P
an

el
A

:B
u

si
n

es
s

S
ec

to
r

C
ri

si
s

w
it

h
in

O
n

e
Ye

ar
C

ri
si

s
w

it
h

in
T

w
o

Ye
ar

s
C

ri
si

s
w

it
h

in
T

h
re

e
Ye

ar
s

C
ri

si
s

w
it

h
in

F
ou

r
Ye

ar
s

(1
.1

)
(1

.2
)

(1
.3

)
(1

.4
)

(2
.1

)
(2

.2
)

(2
.3

)
(2

.4
)

(3
.1

)
(3

.2
)

(3
.3

)
(3

.4
)

(4
.1

)
(4

.2
)

(4
.3

)
(4

.4
)

H
ig

h
D

eb
t

G
ro

w
th

B
u

s.
(β

h
)

6.
9*

*
5.

3*
*

11
.6

**
*

9.
5*

*
16

.8
**

*
11

.5
**

15
.6

**
10

.3
*

[2
.3

]
[2

.1
]

[3
.0

]
[2

.5
]

[3
.3

]
[2

.7
]

[2
.7

]
[2

.2
]

H
ig

h
P

ri
ce

G
ro

w
th

B
u

s.
(δ

h
)

0.
4

−0
.4

4.
8

3.
8

10
.5

7.
4

10
.7

7.
6

[0
.1

]
[−

0.
2]

[0
.9

]
[0

.8
]

[1
.4

]
[1

.1
]

[1
.5

]
[1

.2
]

R
-Z

on
eB

u
s.

(γ
h
)

5.
3

9.
0

7.
8

17
.9

*
19

.4
**

33
.7

**
*

19
.4

**
33

.0
**

[0
.8

]
[1

.1
]

[1
.3

]
[2

.1
]

[2
.8

]
[3

.3
]

[2
.6

]
[3

.1
]

S
u

m
of

co
ef

fi
ci

en
ts

(β
h

+
δ

h
+

γ
h
)

6.
9

0.
4

10
.2

9.
0

11
.6

4.
8

21
.1

17
.9

16
.8

10
.5

38
.2

33
.7

15
.6

10
.7

37
.3

33
.0

t-
S

ta
ti

st
ic

(β
h

+
δ

h
+

γ
h
)

1.
2

2.
1

3.
2

3.
1

R
2

(w
it

h
in

)
1.

6
0.

0
1.

9
1.

1
2.

5
0.

7
3.

6
2.

3
3.

8
2.

4
7.

8
6.

1
2.

8
2.

1
6.

2
4.

8
N

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

12
58

(C
on

ti
n

u
ed

)



880 The Journal of Finance®

T
ab

le
IV

—
C

on
ti

n
u

ed

P
an

el
B

:H
ou

se
h

ol
d

S
ec

to
r

C
ri

si
s

w
it

h
in

O
n

e
Ye

ar
C

ri
si

s
w

it
h

in
T

w
o

Ye
ar

s
C

ri
si

s
w

it
h

in
T

h
re

e
Ye

ar
s

C
ri

si
s

w
it

h
in

F
ou

r
Ye

ar
s

(1
.1

)
(1

.2
)

(1
.3

)
(1

.4
)

(2
.1

)
(2

.2
)

(2
.3

)
(2

.4
)

(3
.1

)
(3

.2
)

(3
.3

)
(3

.4
)

(4
.1

)
(4

.2
)

(4
.3

)
(4

.4
)

H
ig

h
D

eb
t

G
ro

w
th

H
H

(β
h
)

7.
3*

*
2.

4
15

.1
**

7.
3*

*
20

.5
**

*
9.

1*
*

23
.7

**
*

14
.2

**
[2

.2
]

[1
.6

]
[2

.8
]

[2
.2

]
[3

.3
]

[2
.3

]
[3

.9
]

[2
.5

]
H

ig
h

P
ri

ce
G

ro
w

th
H

H
(δ

h
)

3.
6*

0.
4

6.
0

0.
4

8.
1

0.
0

8.
5

0.
8

[1
.7

]
[0

.3
]

[1
.4

]
[0

.2
]

[1
.5

]
[0

.0
01

]
[1

.5
]

[0
.2

]
R

-Z
on

eH
H

(γ
h
)

8.
9*

11
.2

**
14

.1
**

20
.5

**
20

.9
**

*
28

.6
**

*
17

.1
*

29
.6

**
*

[1
.8

]
[2

.2
]

[2
.4

]
[2

.7
]

[3
.2

]
[3

.4
]

[2
.0

]
[4

.1
]

S
u

m
of

co
ef

fi
ci

en
ts

(β
h

+
δ

h
+

γ
h
)

7.
3

3.
6

11
.7

11
.2

15
.1

6.
0

21
.8

20
.5

20
.5

8.
1

30
.1

28
.6

23
.7

8.
5

32
.1

29
.6

t-
S

ta
ti

st
ic

(β
h

+
δ

h
+

γ
h
)

2.
2

2.
7

3.
3

4.
0

R
2

(w
it

h
in

)
1.

8
0.

7
2.

8
2.

7
4.

1
1.

0
5.

5
4.

9
5.

6
1.

4
7.

6
7.

0
6.

2
1.

3
7.

4
6.

2
N

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07

11
07



Predictable Financial Crises 881

To address both forms of residual correlation in our country-year panel, our t-
statistics are computed using Driscoll-Kraay (1998) standard errors, the panel
data analog of Newey and West (1987) time-series standard errors. When esti-
mating equation (3) for h > 1, we allow for arbitrary residual correlation within
our panel up to ceiling (1.5 × h) annual lags. More specifically, our t-statistics
correct for residual serial correlation within a given country over time (e.g., we
correct for the fact that the Sweden-1988 and Sweden-1989 observations are
not statistically independent), contemporaneous residual correlation across
countries at a point in time (e.g., the Sweden-2005 and Denmark-2005 obser-
vations are not independent), as well as residual cross-autocorrelation (e.g.,
Sweden-2005 and Denmark-2006 are not independent).13 To address the ten-
dency of statistical tests based on Driscoll-Kraay (1998) standard errors to
overreject in finite samples, we compute p-values using the “fixed-b” asymp-
totic theory of Kiefer and Vogelsang (2005), which gives more conservative
p-values and has better finite-sample properties than traditional Gaussian
asymptotic theory. When h = 1, we do not allow for any residual autocor-
relation, that is, we use Driscoll-Kraay (1998) errors with no lags, which is
equivalent to clustering by time.

Table IV presents the results. Conditional on entering the R-zone, the cumu-
lative probability that a financial crisis arrives increases sharply for the first
three years and plateaus at 38.2% for the business R-zone (Panel A, column
(4.3)) and at 30.1% for the household R-zone (Panel B, column (3.3)). This is
because the incremental probability of crisis onset remains significantly ele-
vated for three years following both business and household R-zone events.14

Moreover, for both sectors there is a strong interaction between elevated debt
growth and asset price growth above and beyond their direct effects on the
probability of a crisis. Specifically, the coefficient on the R-zone interaction
term is economically large and statistically significant in the presence of the
High-Debt-Growth and High-Price-Growth main effects for both sectors at all
prediction horizons except one- and two-year horizons in the business sector.

A practical question raised by these results is whether we need to include
the High-Debt-Growth and High-Price-Growth variables to forecast crises, or
whether simply using the R-zone indicator is enough. Comparing the full

13 To see that Driscoll-Kraay standard errors are conservative, consider the specification in
column (4.4) in Panel A. Using Driscoll-Kraay standard errors, we obtain a t-statistic of 3.1 on
the business R-zone indicator. If we used heteroskedasticity robust standard errors, ignoring all
residual correlation, the t-statistic would be 5.6. If we clustered by year, correcting only for con-
temporaneous correlation at a point in time, the t-statistic would be 4.2. If we clustered by country,
correcting only for within-country serial correlation, the t-statistic would be 4.7. Finally, if we clus-
ter by both country and year, thereby ignoring cross-autocorrelation, the t-statistic would be 3.8.

14 As shown in Table IAV of the Internet Appendix, one can gauge the incremental probability
of crisis onset at different horizons by tracking how the cumulative probability of onset grows with
horizon. Specifically, since it is rare to observe multiple distinct crises in a country over a short
period, we have Crisis-Starti,t+h ≈ Crisisi,t+1 to t+h − Crisisi,t+1 to t+h−1 for small h. Thus, one can
roughly deduce the coefficients from a regression in which Crisis-Starti,t+h is the dependent vari-
able, which describes the incremental probabilities, by comparing those from regressions involving
Crisisi,t+1 to t+h and Crisisi,t+1 to t+h−1 across columns in Table IV.
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specifications, listed in the third columns at each horizon, and the specifica-
tion only including the R-zone interaction effect listed in the fourth column at
each horizon, we do not lose much forecasting ability in terms of R2 if we leave
out the main effects, High-Debt-Growth and High-Price-Growth. In Panel A,
for example, compare the regressions in column (3.3), which includes the main
effects of credit growth and price growth, and column (3.4), which does not.
The differential probability of a crisis in the R-zone is similar (38.2% vs. 33.7%)
across specifications and the R2 drops from only 7.8% to 6.1% when we omit
the main effects. The bottom line is that at horizons of three years and longer,
crises seem highly predictable using a simple indicator variable that switches
on when credit growth and asset price growth are jointly elevated.

While the probability of a crisis following the R-zone is high, the within-
country forecasting R2 is more modest. For example, at a three-year horizon, R2

is 7.8% in the multivariate specification (3.3) for the business sector and 6.1%
in the univariate specification (3.4). To see why, suppose we omit the country
effects from equation (3). The R2 from a univariate regression of Crisisi,t+1 to t+h
on R-zoneit is R2 = (γ (h) )2 × [qR-zone(1 − qR-zone)] ÷ [p̄(h)(1 − p̄(h) )], where γ (h)

is the regression coefficient on the R-zone indicator, that is, the change in the
conditional probability of a crisis conditional on entering the R-zone, qR-zone is
the probability of a R-zone event, and p̄(h) is the unconditional probability of
a crisis within h years. While the increase in the probability of a crisis condi-
tional on entering the R-zone is large—for example, γ (h) = 33.7% in column
(3.4)—it is far from 100% since not every crisis is preceded by an R-zone event.
As a result, R-zone events are a good deal rarer than crises; qR-zone = 6% of
country-years are in the Red zone, whereas p̄(3) = 12.0% of country-years are
followed by a crisis within three years, explaining the modest forecasting R2.

In summary, Tables III and IV point to a fundamental nonlinearity in
the data in that financial crises are most likely to occur after periods of
rapid growth of both credit and asset prices. These findings support the
Kindleberger-Minsky view that debt-financed asset price booms predict fu-
ture crises. Furthermore, because the incremental probability of crisis onset
remains elevated for at least three years following R-zone events, the R-zone
signal offers enough lead time to allow for countercyclical macrofinancial poli-
cies designed to “lean against the wind” of credit-market booms.

II. Understanding Crisis Predictability

Our findings in Section I raise several sets of questions. First, how robust are
the results in Tables III and IV? For instance, are they driven by look-ahead
bias, Stambaugh (1999) bias, or other finite-sample statistical problems? Are
they driven by the 2008 GFC? What happens if we end our analysis earlier? Are
the results sensitive to the specific thresholds used to classify past credit and
asset price growth as “high”? Do the results hold for other crisis chronologies
such as RR or JST, or are they specific to the BVX chronology? And do the
results differ between developed and developing countries?
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Second, do episodes of overheating in the markets for business and house-
hold credit reflect a single underlying factor, or are these separate phenomena?
Do episodes of business credit overheating and household credit overheating
have independent forecasting power for financial crises? What happens if both
business and household credit markets are overheating at the same time?

Third, how much of the predictability is driven by global overheating in
credit markets, as opposed to local, country-level credit-market overheating?

Fourth, what are the implications of credit-market overheating for future
economic growth? Do episodes of high past credit and asset growth predict low
future real GDP growth? How do these results vary with the forecast horizon?

Finally, while the results in Tables III and IV suggest that past credit and
asset price growth have substantial predictive power for future financial crises,
large prediction errors remain. Are there crises that are not preceded by rapid
credit and asset price growth? What happens when credit and prices grow
rapidly but there is no subsequent crisis? And how likely do crises need to
become before warranting preemptive action by policymakers?

We address these questions in the remainder of the paper. In this section,
we assess the robustness of our main findings, explore the relationship be-
tween business and household credit-market overheating, and examine the
global component of credit-market overheating. Section III focuses on whether
R-zone events negatively forecast economic growth, while Section IV addresses
prediction errors and assesses implications for policymakers.

A. Robustness

Table V presents a series of robustness checks. Because we find that both
business and household credit booms forecast crises, we perform separate ro-
bustness tests on each, reporting our results for the business sector in Panel A
and for the household sector in Panel B. In each case, we present results from
estimating equation (3) at the three-year horizon.

One concern is that the findings from our 1953 to 2012 country-year panel
are due to finite-sample statistical problems that lead us to spuriously con-
clude that crises are predictable in-sample. Our first series of tests examines
whether our assignment thresholds for high credit and high price growth are
statistically problematic because they are based on in-sample quantiles. Since
High-Debt-Growthit, High-Price-Growthit, and R-zoneit depend on information
not available at time t, they might be mechanically correlated with future
crises in a small sample. Specifically, suppose credit growth and crises are not
truly predictable, but crises are contemporaneously associated with low credit
growth. Conditioning on the fact that credit growth in year t is high relative
to other years—including future years—in a small sample mechanically raises
the likelihood that credit growth following year t is low. Using indicators based
on full-sample quantiles could then lead us to spuriously find a positive rela-
tionship between high past credit growth and future crises in a small sample
even if there is no genuine predictability. This concern has less bite because



884 The Journal of Finance®
T

ab
le

V
R

ob
u

st
n

es
s

T
ab

le

(C
on

ti
n

u
ed

)



Predictable Financial Crises 885

T
ab

le
V

—
C

on
ti

n
u

ed

(C
on

ti
n

u
ed

)



886 The Journal of Finance®

T
ab

le
V

—
C

on
ti

n
u

ed



Predictable Financial Crises 887

our assignment thresholds are not country-specific (the quantiles are based on
the full panel), but it does remain.

We address this statistical concern in two ways. First, in row (i) of
Table V, we use backward-looking definitions of High-Debt-Growthit, High-
Price-Growthit, and R-zoneit. Each year t beginning in 1973, we compute the
sample quantiles of three-year credit and price growth using information only
up to year t. Country-years in year t are then assigned to credit growth quin-
tiles and price growth terciles based on these backward-looking cutoffs. The
sum of the coefficients, which indicates the overall increase in the probability
of a crisis in the R-zone, is 34.1% for the business sector compared to 38.2% in
our baseline analysis. For the household sample, it is 23.8% compared to 30.1%
in our baseline analysis. We therefore obtain largely similar, but marginally
weaker, results if we instead base our indicator variables on backward-looking
cutoffs. Next, in row (ii), we use a leave-one-out, jackknife-type definition of the
indicator variables. For year t, we compute the sample distribution of credit
and price growth leaving out the three years prior to and the four years after t.
Country-years in year t are then assigned to credit growth quintiles and price
growth terciles based on these jackknife-type cutoffs. This approach ensures
that our indicator variables are not mechanically endogenous in equation (3)
as they may be when using full-sample quantiles in small samples. Using these
leave-one-out definitions yields very similar results to our baseline, which sug-
gests that any finite-sample look-ahead bias is minimal.

A related concern is that our results may be driven by Stambaugh (1999)
bias. This small-sample estimation bias arises in predictive regressions in
which the predictors are sequentially but not strictly exogenous.15 In Table
IAVI in Internet Appendix, we use a moving-blocks panel bootstrap to assess
the magnitude of this estimation bias and find that it is negligible. We also
use a bootstrap-t procedure to better judge statistical significance in our finite
sample (Efron (1982), Hall (1988)). This bootstrap-t procedure allows us to si-
multaneously address multiple potential sources of small-sample statistical
bias, including Stambaugh estimation bias, any estimation bias due to the fact
that our R-zone indicators are based on full-sample cutoffs, and inferential
biases due to our use of Driscoll-Kraay (1998) standard errors. The p-values
that obtain from this bootstrap-t procedure are similar to the Kiefer-Vogelsang
(2005) “fixed-b” p-values that are reported in our baseline tables.

15 Stambaugh (1999) bias arises in finite samples when the regression residuals are uncorre-
lated with current and past values of the predictors but may be correlated with future values of
the predictors. This estimation bias is familiar from pure time-series settings, but a similar bias
can arise in panel forecasting regressions (Hjalmarsson (2008)). Our setting involves estimating
multivariate forecasting regressions in a panel setting with overlapping observations. While there
are analytical approaches to correcting for Stambaugh (1999) bias in panel settings (Hjalmarsson
(2008)), when estimating multivariate regressions (Amihud, Hurvich, and Wang (2009)), and when
using overlapping regressions (Boudoukh, Israel, and Richardson (2020)), we are not aware of an
analytical approach that is appropriate in a setting like ours that combines these three elements.
Accordingly, we use a nonparametric bootstrapping procedure to assess the finite-sample bias of
our forecasting regressions.
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A second set of issues concerns out-of-sample prediction. In particular, would
we have reached similar conclusions in, say, 2000 before the 2008 GFC was
added to the sample? The idea here is to guard against ex post hindsight bias,
that is, situations in which researchers propose a theory only after looking at
the data, to guard against functional-form overfitting, and to assess whether
policymakers could have performed better in the past using information that
was available in real time.16

In row (iii) of Table V, we explore the impact of ending the analysis in 2000
and thereby omitting the impact of the 2008 GFC, which affected many coun-
tries that experienced business or household R-zones over the 2004 to 2007
period. Since we are forecasting three years ahead, this means we now stop
making forecasts in 1996. For the business sector, using only pre-2000 data
in row (iii) has almost no effect on the results. For the household sector, pre-
dictability increases substantially in row (iii) when we restrict attention to the
pre-2000 data.

More generally, Figure 2 shows how the coefficients on R-zone in equation
(3) evolve over time as we expand the sample, varying the final prediction date
from 1990 to 2012 as in our baseline analysis. For the business sector, Panel
A shows that coefficients on R-zone are similar in magnitude and statistically
significant—or at least marginally significant—in both univariate and multi-
variate forecasting regressions irrespective of when we end the analysis. Panel
B shows that the predictability associated with household R-zone events has
actually weakened somewhat in the past two decades, although it remains eco-
nomically and statistically quite strong in our full sample.17

Row (iv) shows the impact of ending the analysis in 2000 and changing the
definitions of High-Debt-Growth, High-Price-Growth, and R-zone by using pre-
2000 sample quantiles as cutoffs. For the business sector, the 80th percentile
of �3(Debt/GDP)it is 9.0% in the full sample but 6.7% in the pre-2000 sample.
Similarly, the 66.67th percentile of �3log(Priceit ) is 26.6% in the full sample and
22.7% in the pre-2000 sample. As a result, using pre-2000 cutoffs means that
we are focusing on episodes in which the absolute degree of credit-market over-
heating was lower. The combination of these two changes weakens the results
somewhat in row (iv). Since row (iii) shows that the former change—using pre-
2000 data while holding variable definitions fixed—had minimal impact, the
differences between our baseline results and row (iv) largely reflect changing
variable definitions. Thus, the modestly weaker results in row (iv) are not pri-
marily due what have been known in 2000. Instead, the weaker results are
driven by the nonlinear relationship between credit growth and asset price

16 Since the Minsky-Kindleberger view—an outward shift in credit supply raises the risk of
a financial crisis—is far older than the efficient-markets view that sees crises as unpredictable
(Schularick and Taylor (2012)), we are less concerned about hindsight bias and theoretical overfit-
ting here than we might be in other settings.

17 The predictability evidence weakens somewhat during the late 1990s for the business sector
and just before the 2008 GFC for the household sector. Given the contrarian nature of our early
warning signals, this makes sense since we know ex post that we were adding false positives, but
no true positives, during these periods.
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Figure 2. Crisis prediction on expanding sample. This figure presents the γ -coefficient from
our main three-year crisis prediction model when we iteratively test the model on an expanding
sample starting in T =1990 and ending in 2012. The left figure of each panel presents the results
from the univariate regression model

Crisisi,t+1 to t+3 = ai + γ × R-Zoneit + εit .

The right figure in each panel presents the γ -coefficient from the multivariate regression model

Crisisi,t+1 to t+3 = ai + β × High Debt Growthit + δ × High Price Growthit + γ × R-Zoneit + εit .

Crisisi,t+1 to t+3 is an indicator variable equal to one if a crisis has occurred in country i within
three years of time t. High Debt Growth ≡ 1{�3(DebtPriv/GDP)it > 80th percentile} is an indica-
tor variable equal to one if three-year debt growth is in the highest quintile of our full sam-
ple, while High Price Growth ≡ 1{�3 log(Priceit ) > 66.7th percentile} is an indicator variable equal
to one if three-year price growth is in its highest tercile of our full sample. The R-Zone vari-
able is the intersection of high price growth and high debt growth: R-Zone ≡ High Debt Growth ×
High Price Growth. We run the regressions on both the business sector, using business debt and
equity prices to define the indicators (Panel A), and the household sector, using household debt and
house prices to define the indicators (Panel B). Ninety-five percent confidence intervals are calcu-
lated using Driscoll and Kraay (1998) standard errors with five lags and Kiefer and Vogelsang
(2005) fixed-b asymptotics. (Color figure can be viewed at wileyonlinelibrary.com)

https://onlinelibrary.wiley.com
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growth and the probability of a future crisis—the key theme that we empha-
size throughout.18

To address concerns about functional form overfitting, in Table IAVII of
Internet Appendix we examine whether our results are sensitive to the cut-
offs that we use to construct our indicators for high debt growth and high
asset price growth. We show that there is nothing special about the particu-
lar cutoffs used to construct our indicator variables: we obtain similar results
in the full sample, the pre-2000 sample, and the post-2000 sample for a vari-
ety of cutoff values. Overall, our analysis suggests that economists and poli-
cymakers could have better understood that credit-market overheating poses
significant macrofinancial risks prior the 2008 GFC if they had asked the right
questions.

In rows (v) and (vi) of Table V, we use the JST and RR crisis indicators
in place of the BVX indicator. These data sets are smaller, so our sample
size declines somewhat, but the results are broadly similar to our baseline
findings.

Next, we use the BVX data to separately examine the likelihood of: a crash
in bank stock prices, defined as a more than 30% drop in bank stock prices, in
row (vii); widespread bank failures in row (viii); a banking panic in row (ix);
and a bank equity crisis, defined as an episode in which bank stocks crash
and there are widespread failures, in row (x). The question is whether the
R-zone indicator predicts each of these events. As shown in row (vii), R-zone
is a strong predictor of a future crash in bank stock prices, consistent with
Baron and Xiong’s (2017) finding that rapid credit growth predicts low bank
stock returns. However, entering the R-zone is also a strong predictor of bank
failures, banking panics, and bank equity crises.

Finally, in rows (xi) and (xii), we report the results separately for developed
and developing countries. The business R-zone reliably predicts financial crises
in both developed and developing countries. In the univariate specification,
the estimated coefficient on R-zoneBus

i,t is γ (3) = 32.9% (p-value = 0.011) for
developed countries and γ (3) = 39.0% (p-value = 0.003) for developing coun-
tries, with the estimates not statistically different from each other (p-value
= 0.581). By contrast, the household R-zone is a reliable predictor for de-
veloped countries but is not informative in our small sample of developing
countries. Specifically, the estimated coefficient on R-zoneHH

i,t is γ (3) = 29.8%
(p-value = 0.002) for developed countries and γ (3) = 2.0% (p-value = 0.910)
for developing countries, with the estimates statistically different (p-value =
0.051). That said, we are reluctant to draw strong conclusions about the role
of household credit in emerging countries because we have only 106 country-
year observations for these countries and because household credit markets
have historically been less developed than business credit markets in emerging
countries.

18 Indeed, we obtain weaker results in the full sample and the post-2000 sample using the pre-
2000 cutoffs.
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B. Business versus Household Credit-Market Overheating

Mian, Sufi, and Verner (2017) emphasize the importance of household credit
growth in driving boom-bust economic cycles and highlight the differences be-
tween the dynamic implications of past growth in household and business
credit.19 So far, we have treated episodes of business and household credit
overheating separately, presenting results for R-zone indicators constructed
for each sector. This raises several questions. Do episodes of overheating in the
markets for business and household credit reflect a single underlying credit-
market factor, or are these separate phenomena? If these are in fact separate
phenomena, are business or household credit booms equally important for pre-
dicting future crises? And what happens if both business and household credit
markets overheat at the same time?

The correlation between the housing sector R-zone and the business sector
R-zone is surprisingly low at just 0.16. Of the 114 country-years in the house-
hold sector R-zone, only 19 are also in the business sector R-zone. This low cor-
relation is driven by the modest underlying correlation between asset prices
and credit growth in the two sectors. The correlation between real stock price
growth and real home price growth is only 0.19 across country-years. Simi-
larly, the correlation between nonfinancial business credit growth and house-
hold credit growth is only 0.26.

In Table VI, we combine our overheating indicators for the business and
household sectors to predict financial crises over horizons from one to four
years. We do so to test whether our indicators for the two sectors forecast crises
independently of each other. We estimate regressions of the form

Crisisi,t+1 to t+h = α
(h)
i + γ Bus(h) · R-zoneBus

it + γ HH(h) · R-zoneHH
it + γ Both(h)

· R-zoneBoth
it + γ Either(h) · R-zoneEither

it + εi,t+1 to t+h,

(4)
h = 1, 2, 3, and 4. The first two predictors are the business and household R-
zones. We also include R-zoneBoth

it = R-zoneBus
it × R-zoneHH

it —an indicator that
switches on when both the business and household sectors are in their re-
spective R-zones. Finally, we include R-zoneEither

it = max{R-zoneBus
it , R-zoneHH

it },
which switches on if either sector is in the R-zone.

Table VI reports the results. We focus our discussion here on forecasting
crises at the three-year horizon. Column (3.1) shows that when R-zoneBus and
R-zoneHH are both included in the crisis forecasting regression, they each re-
tain predictive power, with R-zoneBus attracting a coefficient of 28.7% and R-
zoneHH attracting a coefficient of 24.8%. Column (3.2) shows that in the small
number of cases when the economy is in both the business and the household
R-zones, the probability of a crisis occurring within the next three years rises

19 Mian, Sufi, and Verner (2017) find that an increase in household-credit-to-GDP is associated
with a boom in real GDP over the following two years and a subsequent economic bust. By contrast,
a similarly sized increase in business-credit-to-GDP is associated with a smaller but immediate
decline in real GDP. However, changes in business-credit-to-GDP are roughly twice as volatile as
changes in household-credit-to-GDP.
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Figure 3. Fraction of countries in R-Zone. The figure depicts the fraction of countries in the
red zone at a given time,

Global R-Zonet ≡ 1
Nt

∑
i∈St

R-Zoneit ,

where Nt is the number of countries in our sample at time t and St is the set of countries in the
sample at time t. We calculate Global R-Zonet for each sector, that is, using business debt growth
paired with equity price growth and using household debt growth paired with house price growth,
to define R-Zoneit . (Color figure can be viewed at wileyonlinelibrary.com)

by 68.6%, while column (3.3) shows that the degree of predictability remains if
we exclude the main effects of business and household R-zones and only keep
their interaction. Although this probability is extremely high, a simultaneous
R-zone in the business and household sectors occurs only 19 times in our data.
Most of these episodes are well known, including Japan in 1988 to 1989, Spain
in 2005 to 2007, and Iceland 2005 to 2007.

C. Local versus Global Credit-Market Overheating

As argued by Schularick and Taylor (2012), Agrippino and Rey (2020), and
Mian, Sufi, and Verner (2017), credit cycles share an important global com-
ponent. To assess the common global component of credit-market overheat-
ing and its role in forecasting crises, we construct global business R-zone
and global household R-zone measures that give the fraction of sample coun-
tries that are in the R-zone in each year. In Figure 3, we plot these two se-
ries, Global R-zoneBus

t and Global R-zoneHH
t , over time. The figure shows that

https://onlinelibrary.wiley.com
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Global R-zoneBus
t has surged three times in recent decades: from 1983 to 1989,

from 1997 to 1999, and most recently from 2004 to 2007. By contrast, there are
just two large surges in Global R-zoneHH

t , from 1984 to 1989 and again from
1999 to 2007.

In Table VII, we ask whether these signals of global credit-market overheat-
ing improve our ability to predict crises. Using our country-year panel, we es-
timate regressions of the form

Crisisi,t+1 to t+h = α
(h)
i + γ Bus(h) · Local R-zoneBus

it + ξBus(h) · Global R-zoneBus
t

+ γ HH(h) · Local R-zoneHH
it + ξHH(h) · Global R-zoneHH

t + εi,t+1 to t+h,

(5)
h = 1, 2, 3, and 4. As shown in Table VII, both the local and the global R-zone
variables independently signal an increased likelihood of a financial crisis. For
instance, in column (3.1), the estimated coefficient on Local R-zoneBus

it is 18.3%
and that on Global R-zoneBus

t is 116%. Since Global R-zoneBus
t ranges from 0 to

0.325, this suggests that a country-year like Israel in 2001, which was the only
one of the 33 sample countries in the business R-zone at the time, was facing an
21.8% = 18.3% + (1/33) × 116% greater crisis likelihood than in normal times.
By contrast, a country-year like Denmark in 2007, which was in the business
R-zone when 32.5% of the countries in our sample were also in the business
R-zone, was facing a 56% = 18.3% + 32.5% ×116% greater crisis likelihood.
Including these global variables in our forecasting regressions substantially
increases the predictability of crises. For example, the R2 when forecasting
crises at a three-year horizon is 19.2% is column (3.3), which far exceeds the
goodness of fit measures reported in Tables IV, V, and VI.20

III. Credit-Market Overheating and Future Economic Growth

Economists have long understood that the ex post onset of a financial cri-
sis is typically associated with a sizable contraction in real economic activ-
ity (Kaminsky and Reinhart (1999), Cecchetti, Kohler, and Upper (2009), and
Reinhart and Rogoff (2009)). Strong evidence also suggests that crises typi-
cally lead to a permanent loss of future output—while output growth usually
returns to its precrisis trend, the level of output often never returns to its pre-
crisis trend line (Cerra and Saxena (2008)). A related literature argues that
a current tightening of credit conditions—signaled by a rise in credit spreads
or a tightening of lending standards—negatively predicts real activity at short
horizons (e.g., one to four quarters ahead).21

20 As shown in Table IAVIII and IAIX of the Internet Appendix, the results in Table VII are
almost unchanged if Global R-zone variable for each country-year is defined as the fraction of
other countries that are in the Local R-zone in that year, that is, in a “leave one out” fashion. The
results are also qualitatively similar if Global R-zone is defined as a GDP-weighted average across
countries.

21 See, for example, Bernanke (1990), Friedman and Kuttner (1992), Gertler and Lown (1999),
Gilchrist, Yankov, and Zakrajšek (2009), and Gilchrist and Zakrajšek (2012). Adrian, Boyarchenko,
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Recent research also shows that ex ante signals of credit-market overheating
as measured by easy credit conditions, including rapid growth in outstanding
credit, an erosion in borrower credit quality, or narrow credit spreads, neg-
atively forecast real economic growth at intermediate horizons ranging from
two to five years. For instance, López-Salido, Stein, and Zakrajšek (2017) show
that overheating in the business credit market in year t—proxied using a low
average quality of business borrowers and low credit spreads—predicts low
GDP growth in year t + 3 using U.S. data from 1929 to 2015. Mian, Sufi, and
Verner (2017) find that rapid credit growth, and especially household credit
growth, predicts low real GDP growth over the medium run in a panel of 30
countries from 1960 to 2012. Kirti (2020) argues that rapid credit growth that
is accompanied by an erosion in lending standards predicts low GDP growth in
an international panel. By contrast, when rapid credit growth is accompanied
by stable lending standards, he finds no predictable decline in growth. Finally,
Adrian et al. (2018) estimate quantile regressions which suggest that easy fi-
nancial conditions and rapid credit growth raise the risk of a large decline in
real growth over the next three years.

Combining these two strands of research, it appears that easy credit condi-
tions are associated with higher economic growth in the near term but lower
growth at intermediate horizons. In this section, we examine the implications
of entering the R-zone for future economic growth. Two hypotheses drive this
analysis. First, because the R-zone predicts financial crises, and financial crises
are associated with output declines, at some horizon the R-zone likely predicts
lower output growth. However, this inference is complicated by the fact that
the R-zone is persistent and, so long as a credit boom continues, economic
growth may remain elevated in the short run. Second, the R-zone is a strong
but imperfect predictor of crises and may predict weak economic growth even
when not followed by a crisis.

We begin by assessing the association between R-zone events and the
distribution of future GDP growth. Figure 4 provides a first look at the
data, plotting the distribution of cumulative annualized real GDP growth at
horizons of h = 1 to 4 years following a R-zone event in either sector, that is,
conditional on R-zoneEither

it = max{R-zoneBus
it , R-zoneHH

it } = 1. For comparison,
we also plot the corresponding distribution of real GDP growth conditional on
R-zoneEither

it = 0. At horizons of h = 3 and h = 4 years, Figure 4 shows that
being in the R-zone is associated with a clear leftward shift in the distribution
of future real GDP growth.

Table VIII reports the probability of a severe economic contraction within
the next h = 1 to 4 years as a function of past three-year credit growth and
price growth. We first construct a severe contraction indicator, Contractit, that
switches on if the log growth of real GDP is below −2% in country i in year t
(real growth of −2% is just below the 5th percentile in our full sample). We say

and Giannone (2019) show that, in addition to this decline in the conditional mean of near-term
growth, a current tightening of financial conditions is associated with increases in the volatility
and skewness of near-term growth.
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Figure 4. GDP growth following red zone events. This figure presents the empirical distri-
bution of (annualized) GDP growth over horizons of one to four years following a red zone event
(either business or household) versus the empirical distribution of (annualized) GDP growth fol-
lowing country-years not in the red zone. (Color figure can be viewed at wileyonlinelibrary.com)

https://onlinelibrary.wiley.com
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that country i experiences a severe contraction within h = 3 years following
year t if real GDP contracts by 2% or more in year t + 1, t + 2, or t + 3. As in
Table III, we group country-years into bins based on terciles of past three-year
price growth and quintiles of past three-year credit growth. The matrices on
the left-hand side report the sample probability of experiencing a contrac-
tion within the next h years for each of the bins, that is, we report p(h)

T,Q =
E[Contracti,t+1 to t+h| Tercile(�3log(Priceit )) = T, Quintile(�3(Debt/GDP)it )
= Q], where Contracti,t+1 to t+h = max{Contracti,t+1, . . . ,Contracti,t+h}. The
matrices on the right report p(h)

T,Q − p(h)
2,3 for each bin and thus show how these

conditional probabilities differ from those in a median year when asset growth
is in the second tercile and credit growth is in the third quintile. Panel A uses
bins based on equity price growth and business credit growth, while Panel B
uses bins based on house price growth and household credit growth.

Panel A of Table VIII reports the results for the business sector. At a horizon
of one year, we see that p(1)

1,5 = 27.5% of the country-years with the lowest past
growth in equity prices and the highest past growth in business credit experi-
ence a severe contraction in GDP in the following year. This is not surprising
since this subset of country-years contains many countries that are already in
the midst of a financial crisis. Furthermore, starting from this initial position
of low equity price growth and high past business credit growth, the probabil-
ity of experiencing a severe contraction does not rise meaningfully when we
look at longer horizons, reaching p(4)

1,5 = 33.9% after four years.
A far more remarkable pattern arises following business R-zone events.

While a severe economic contraction has never occurred in the first year fol-
lowing a business R-zone event, the probability of a severe contraction rises
dramatically with each passing year, eventually reaching p(4)

3,5 = 40.0% after
four years.

Table IX reports cumulative real GDP growth at horizons
of one through four years as a function of past asset price
growth and past credit-to-GDP growth. In other words, the ta-
ble reports g(h)

T,Q = E[log(GDPi,t+h/GDPi,t )|Tercile(�3log(Priceit )) =
T, Quintile(�3(Debt/GDP)it ) = Q]. Panel A presents the results for the
business sector; Panel B presents the results for households. As in Table VIII,
we present averages as well as differences from the median bin, g(h)

T,Q − g(h)
2,3.

The results reveal a striking pattern: subsequent growth is low when credit
growth is high and when asset price growth is either very high or very low.
When credit growth and asset price growth are both high, the slow subsequent
economic growth is naturally interpreted as the result of a future financial
crisis and the ensuing decline in growth. When credit growth is high and asset
price growth is low, the slow growth is naturally interpreted as a consequence
of a crisis that is already underway.

IV. Crisis Prediction and Financial Stability Policy

While the Red zone indicator has substantial predictive power for the arrival
of a crisis within three years, there are still large prediction errors: R-zone
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fails to signal some crises and at the same time generates false alarms. This
raises the question of how strong the predictability must be to warrant taking
preemptive policy actions to either avert or mitigate the severity of financial
crises.

In Section IV.A, we show that different ways of defining R-zone events are
associated with a natural statistical trade-off between false negative errors
(crises that are not preceded by an R-zone event) and false positive errors (R-
zone events that do not precede crises).22 We further show that many of the
crises not preceded by an R-zone event are “near misses” in the sense that
credit and asset price growth fall just short of our assignment thresholds. This
observation motivates us to define a “Yellow zone” or Y-zone, in which credit
and asset price growth are elevated but not as high as in the R-zone. The Y-
zone provides an early warning signal for a larger fraction of crises than the
R-zone, although it produces more false alarms.

In Section IV.B, we to construct a “policy possibility frontier,” which provides
a more formal summary of the statistical trade-off faced by policymakers. In
Section IV.C, we examine the crises that R-zone and Y-zone fail to predict and
the economic outcomes that follow the R-zone’s false alarms. Finally, in Section
IV.D, we develop a simple economic framework to quantify how a policymaker
tasked with promoting financial stability should trade-off these false positive
and false negative errors, for example, setting a threshold for when to lean
against the wind of credit-market overheating. Taking the policy possibility
frontier as given, the optimal choice depends on the relative costs of these two
types of policy errors. While neither R-zone nor Y-zone are perfect predictors,
we show there is a strong quantitative case for taking early action.

A. Assessing Predictive Efficacy

Table X summarizes the classification errors that arise when we use the
R-zone indicator to predict crises. We start by analyzing the business R-zone.
A simple representation of the predictive efficacy of the R-zone indicator is
shown in the following contingency table:

Crisis within three years: No crisis within three years:

Crisisi,t+1 to t+3 = 1 Crisisi,t+1 to t+3 = 0

R-zone: R-zoneit = 1 True Positives (#TP) False Positives (#FP)
No R-zone: R-zoneit = 0 False Negatives (#FN) True Negatives (#TN)

22 False positives are analogous to Type I errors in hypothesis testing (falsely rejecting the null
hypothesis when it is true). False negatives are analogous to Type II errors (falsely accepting the
null hypothesis when it is false).
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Thus far, we have emphasized the “precision” or positive predictive value
(PPV) of R-zone—the percentage of R-zone events that are followed by a cri-
sis within three years, computed as PPV = #TP/(#TP + #FP). As shown in
column (1) of Table X, Panel A, 75 country-years in our sample qualify as busi-
ness R-zone events. Of these, 34 are followed by a crisis within three years,
so PPV = 34/75 = 45.3%, which is the same conditional probability that we
previously reported in Table III. Conditional on a true positive, Panel A of Ta-
ble X shows that, on average, the business R-zone indicator first switches on
2.9 years prior to the onset of the crisis, providing ample early warning.

Instead of looking across the rows of the contingency table, statisticians of-
ten use two measures of predictive efficacy that look at the columns of the
contingency table. First, all else equal, we would like an indicator with a high
“sensitivity” or TPR, that is, we want TPR = #TP/(#TP + #FN), the per-
centage of crises preceded by an R-zone, to be high. At the same time, we
also want an indicator with a high “specificity” or TNR, that is; we want
TNR = #TN/(#TN + #FP) to be high. Indeed, a perfect binary predictor
would have TPR = TNR = 1.

A subtlety arises when calculating TPR and TNR in our setting because
R-zone events often occur in streaks. We do not want a crisis that was preceded
by an R-zone event in each of the previous three years to count as three sepa-
rate true positives. For example, Denmark was in the business R-zone in 2005,
2006, and 2007 and experienced a crisis in 2008. We compute the true positive
rate, TPR, as the percentage of crisis-onset country-years that were preceded
by an R-zone event in any of the three prior years. Analogously, we compute
the TNR as the percentage of noncrisis onset years that were preceded by zero
R-zone events in the prior three years.23

As shown in column (1) of Panel A, the TPR for the business R-zone indicator
is TPR = 20/50 = 40% because, of the 50 financial crises in our sample, 20
were preceded by a business R-zone event in the prior three years. The TNR
for the business R-zone is TNR = 1077/1208 = 89.2% because, of the 1208
noncrisis years in our sample, 1077 were not preceded by a business R-zone
event in the prior three years.

The remaining columns of Table X, Panel A repeat these calculations for dif-
ferent R-zone measures: a household R-zone event, an “either” R-zone event,
and a “both” R-zone event. As shown in column (2), the household R-zone
is a more sensitive indicator of future crises (TPR = 47.7%) than the busi-
ness analogue, but it is slightly less specific (TNR = 84.4%) and less precise
(PPV = 36.8%). If we allow either household or business R-zone events to
signal a crisis in column (3), sensitivity rises (TPR = 64.0%) but specificity
(TNR = 78.7%) and precision (PPV = 35.9%) fall. When we require both the
business and the household sector to be in the R-zone in column (4), sensi-
tivity falls significantly (TPR = 15.9%) but there are large improvements in
specificity (TNR = 97.1%) and precision (PPV = 78.9%).

23 More formally, when we compute TPR and TNR, the binary classifier in our contingency table
is max{R-zonei,t−1, R-zonei,t−2, R-zonei,t−3} and the binary outcome is Crisis-Starti,t .
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Table X
Number of Crises Preceded by R-Zone

Panel A presents the percentage of red zones followed by a financial crisis within three years
(PPV), the percentage of financial crises preceded red zones within three years (TPR), and the
percentage of noncrisis years not preceeded by a red zone within three years (TNR) along with
the numbers used for these metrics. We look at both of our red zone specifications: R-ZoneBus.,
which captures episodes of high growth in business debt and equity prices, and R-ZoneHH , which
captures episodes of high growth in household debt and house prices. We also count the number of
occurrences when we combine the indicators to either require both sectors to be in the red zone or
either sector to be in the red zone:

Both: R-ZoneBoth ≡ R-ZoneBus.
it · R-ZoneHH

it

Either: R-ZoneEither ≡ max{R-ZoneBus.
it , R-ZoneHH

it }.
Panel B presents the results of an identical analysis with Y -Zone ≡ 1{�3(Debt/GDP)it >

60th percentile} · 1{�3 log(Priceit ) > 33.3rd percentile}.

Panel A: R-Zone

Type

Business Household Either Both

#R-Zone Events followed by a Crisis 34 42 61 15
#R-Zone Events 75 114 170 19
%R-Zone Events followed by a Crisis (PPV) 45.3 36.8 35.9 78.9

#Crises Preceded by R-Zone 20 21 32 7
#Crises 50 44 50 44
% of Crises preceded by R-Zone (TPR) 40.0 47.7 64.0 15.9

#Noncrises not Preceded by R-Zone 1077 897 969 1010
#Noncrises 1208 1063 1231 1040
% of Noncrises not preceded by R-Zone (TNR) 89.2 84.4 78.7 97.1

Time to Crisis (years) 2.9 3.7 3.6 3.0

Panel B: Y-Zone

Type

Business Household Either Both

#Y-Zone Events followed by a Crisis 71 77 103 45
#Y-Zone Events 309 335 515 129
%Y-Zone Events followed by a Crisis (PPV) 23.0 23.0 20.0 34.9

#Crises Preceded by Y-Zone 33 32 41 22
#Crises 50 44 50 44
% of Crises Preceded by Y-Zone (TPR) 66.0 72.7 82.0 50.0

#Noncrises not Preceded by Y-Zone 680 610 506 812
#Noncrises 1208 1063 1231 1040
% of Noncrises not preceded by Y-Zone (TNR) 56.3 57.4 41.1 78.1

Time to Crisis (years) 3.9 5.9 6.3 3.5
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This discussion illustrates the statistical trade-off between false negative er-
rors (crises that are not preceded by an R-zone event) and false positive errors
(R-zone events that do not precede a financial crisis). The general principle is
that using a less stringent set of criteria for switching on the R-zone indicator
of credit-market overheating reduces the number of false negatives but raises
the number of false positives. As a result, a more liberal definition of the R-zone
results in greater test sensitivity (higher TPR), but this comes at the expense
of lower specificity (lower TNR) and, by extension, lower precision (lower PPV).

To explore this trade-off, in Panel B we loosen the criterion for switch-
ing on our credit-market overheating indicator. Specifically, we construct a
new Yellow-zone variable, Y -zoneit = 1{�3(Debt/GDP)it > 60th percentile} ·
1{�3log(Priceit ) > 33.3th percentile}. R-zone events are thus a subset of Y-zone
events, with the latter corresponding to the four cells in the lower-right-hand
corner of the matrices shown in Tables III, VIII, and IX. We construct the
Yellow zone separately for the business sector (Y -zoneBus

it ) and the household
sector (Y -zoneHH

it ). Comparing results for the Yellow zone in Panel B with those
for the Red zone in Panel A, across all four columns we see that adopting these
looser criteria for credit-market overheating significantly raises the TPR and,
conditional on a true positive, provides earlier warning of an incipient crisis.
For example, Y -zoneHH

it signals crises about two years earlier than R-zoneHH
it

on average. This increased sensitivity comes at the cost of a lower TNR and a
lower positive predictive value (PPV).

B. Mapping the Trade-Off between False Positive and False Negative Errors

In Figure 5, we systematically map out the empirical trade-off between false
positive and false negative errors that policymakers face. To do so, we vary the
cutoffs for labeling past credit and asset price growth as “high.” For each pos-
sible pair of cutoffs (cD, cP), we first recompute R-zoneit = 1{�3(Debt/GDP)it >

cD} · 1{�3log(Priceit ) > cP}. Using each candidate definition of R-zone, we next
compute the TPR, the TNR, and the PPV. In Panel A, we first plot the outer
boundary of the set of possible R-zone-style signals in (PPV, TPR) space. For
each value of TPR, we compute the highest possible PPV among the set of R-
zone-style signals that achieve at least this specified level of TNR. Similarly,
Panel B plots the outer boundary in (TNR, TPR) space, tracing out a curve that
we call the policy possibility frontier.24

24 The plot of TNR against TPR is monotonically decreasing. To see why, note that the total
number of observations in each column of the contingency table is fixed. As we reduce cD or cP,
loosening the criterion for the R-zone, we move observations from the bottom to the top row. Thus,
using a less stringent test must raise TPR and reduce TNR, tracing out a decreasing curve. How-
ever, the plot of PPV versus TNR can be locally increasing even though it is globally decreasing.
Consider a small reduction in either cD or cP. If this change only moves false negatives to true
positives, it will raise PPV. By contrast, if it only moves true negatives to false positives, it will
lower PPV. The total impact on PPV depends on the net of these two forces, which can be either
positive or negative.
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Figure 5. Empirical policy possibility frontier. Panel A presents the optimal combinations of
precision (the percentage of R-Zone followed by a crisis) and sensitivity (percentage of crises pre-
ceded by a R-Zone) attainable by varying the thresholds for entering the R-Zone. Panel B presents
the optimal combinations of specificity (percentage of noncrisis years not preceded by a R-Zone)
and sensitivity (percentage of crises preceded by a R-Zone) attainable by varying the thresholds
for entering the R-Zone. (Color figure can be viewed at wileyonlinelibrary.com)

Panel A plots the highest PPV on the vertical axis (the percentage of R-zone
events succeeded by a crisis) that is attainable for each level of TPR on the
horizontal axis (the percentage of crises preceded by an R-zone). Using our
baseline definition of the business R-zone (setting cD and cP to the 80th and
66th percentiles of the sample distribution), Panel A shows that we detect TPR
= 40% of crises and that PPV = 45.3% of R-zones are followed by a crisis. If
we require less extreme credit or asset price growth before switching on the
R-zone indicator, this raises the TPR but reduces the PPV. For example, if we
set the cutoffs so low that TPR = 80% of crises are preceded by business R-
zone events, only PPV = 21.4% of R-zones events are followed by a crisis. At
the other extreme, if we set the cutoffs so high that TPR = 20%, then PPV =
80% of R-zone events are followed by a crisis.

The middle figure in Panel A shows a similar trade-off for the house-
hold sector.25 The right-most figure in Panel A shows the gains in the PPV
for a given TPR that can be obtained by combining information from the
business and household sectors. In addition to considering R-zoneBus

it and

25 Since the production possibility frontier is the outer boundary of all feasible R-zone-like sig-
nals, our baseline definition of R-zone need not lie on the frontier. It turns out that our baseline
definition of the business R-zone lies on the frontier, but our baseline version of the household
R-zone lies just inside the frontier.

https://onlinelibrary.wiley.com
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R-zoneHH
it as we vary the cutoffs (cD,cP), we now also consider R-zoneEither

it =
max{R-zoneBus

it , R-zoneHH
it } and R-zoneBoth

it = R-zoneBus
it × R-zoneHH

it . The figure
shows that using R-zoneBoth

it yields the highest level of PPV when TPR is low.
At the same time, R-zoneEither

it performs best when TPR is high. In other words,
the figure shows that one can improve predictive efficacy by combining infor-
mation on the business and household sectors.

Panel B shows our empirical policy possibility frontier, plotting the highest
TNR (the percentage of noncrises that are not preceded by an R-zone event)
that is attainable for each TPR. This policy possibility frontier curve is a close
cousin of the receiver operating characteristic (ROC) curve that is often used
to assess the accuracy of a binary classification system.26 As we loosen the
criterion for entering the R-zone, reducing either cD or cP, this raises the TPR,
but reduces the TNR. Using our baseline definition of the business R-zone,
the left-most figure shows that TPR = 40% and TNR = 89.2%. However, if
we relax the cutoffs so TPR = 80%, then TNR = 52.2%. The middle figure
repeats this analysis for the household sector. The right-most figure shows
that combining information from the business and household sectors shifts the
policy possibility frontier outward.

C. Economic Outcomes Following False Negatives and False Alarms

Striking the appropriate trade-off between false negatives and false positives
hinges on the real economic outcomes in each of these cases. To shed some
preliminary light on these costs, we explore the crises that the R-zone fails to
signal—the false negatives—and the economic outcomes that follow the false
alarms that are generated by the R-zone indicator.

We begin by examining the crises the Red zone fails to signal. For each
of the 50 country-years in our sample in which BVX code a crisis as begin-
ning (Crisis-Starti,t = 1), Figure 6 plots the price growth and debt growth per-
centiles of the year closest to the R-zone out of the three years preceding the
crisis. Business and household R-zones are shown using different markers.
Subsequent three-year real GDP growth following the onset of the crisis is
indicated using different colors. The top right area of the graph, shaded in red,
shows the R-zone events for which price and credit growth are jointly elevated.
As we see in Table X, TPR = 32/50 = 64% of crises were either preceded
by a business R-zone or a household R-zone. Thus, the R-zone misses 36% of
crises.

Figure 6 shows that many of the Red zone’s “near misses” are associated with
how we define the R-zone. For example, if we were to instead use the Yellow

26 The ROC curve plots TPR on the vertical axis and 1 − TNR on the horizontal axis, whereas
we are plotting TNR against TPR in Panel B. Thus, by construction, the area under the ROC
(AROC) curve—a commonly used measure of the efficacy of a binary classification system—equals
the area under the curve (AUC) for our policy possibility frontier. In Figure 5, we report the AUC
for our empirical policy possibilities frontiers, which rise from 73.6% for R-zoneBus

it to 74.8% for
R-zoneHH

it and then 76.7% for R-zoneEither
it .
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Figure 6. Financial crises in and out of the red zone. The figure presents all crises and their
severity plotted against the debt and price growth percentiles of the year closest to the red zone in
the three years leading up to the crisis. The red zone is shaded area in the top right of the figure,
and we measure how close each country-year-sector is to the red zone with the Euclidian distance
of percentiles:

√
max(0.8 − debt growth percentile, 0)2 + max(2/3 − price growth percentile, 0)2.

We measure the severity of a crisis as the three-year real (log) GDP growth following the crisis.
(Color figure can be viewed at wileyonlinelibrary.com)

zone, which is shaded in yellow, adopting lower thresholds for past credit and
asset price growth, we would have caught nine additional crises, bringing the
true positive rate to TPR = 41/50 = 82%. With the exceptions of Spain in
1975 and Turkey in 2001, subsequent GDP growth was very low or even nega-
tive following these nine crises, suggesting that these false negatives may have
been costly and arguing in favor of adopting a less stringent test for responding
to credit-market overheating, all else equal.

Even our expanded Y-zone indicator misses nine financial crises. Of the nine
crises not preceded by a Y-zone event, seven followed shortly on the heels of
an earlier crisis, including Turkey in 1994, Japan in 1997 and 2001, three
European countries that were involved in the 2011 Eurozone crisis (Austria,
Denmark, and Portugal), and Portugal in 2014. It is perhaps not surprising
these “double-dip” crises were not preceded by elevated levels of credit and
asset price growth. It may therefore be worthwhile to look for a different set
of indicators that can be used to assess the risk of relapse following an initial
crisis. We leave this topic to future research.

Finally, in Table XI, we examine the economic outcomes following false
negatives, the R-zone events that were not followed by a crisis. We estimate

https://onlinelibrary.wiley.com
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regressions of the form

log
(
GDPi,t+h/GDPi,t

) = α
(h)
i + γ TP(h) · R-zonei,t × Crisisi,t+1 to t+3 + γ FP(h)

· R-zonei,t × (
1 − Crisisi,t+1 to t+3

) + εi,t+1 to t+h, (6)

for h = 1, 2, 3, and 4. The γ TP(h) coefficients trace out the change in the expected
path of real GDP growth conditional on a true positive, whereas the γ FP(h)

coefficients show the same change conditional on a false positive. We find that
γ TP(h) < 0, a result that is almost hardwired since we know that financial crises
lead to large declines in real GDP. However, our main interest lies with γ FP(h).
For the business R-zone, we find that γ FP(h) is positive but economically small:
γ FN(3)=1.3% (t = 1.0). For the household R-zone, γ FP(h) is negative but small:
γ FN(3) = −0.9% (t = −1.0). Thus, economic output during false positive episodes
is quite normal, hinting that the costs of false positives may be relatively small.

D. Are Crises Sufficiently Predictable to Warrant Early Action by
Policymakers?

Given the statistical trade-off between false positives and false negatives,
what should a policymaker tasked with promoting financial stability do? In
other words, given a policy possibility frontier, what point on that frontier
should a policymaker choose? Taking steps to avert crises runs the risk of slow-
ing the economy based on false alarms. The optimal threshold for taking early
action depends on the cost of acting based on a false alarm compared to the
cost of failing to act when the risk of a crisis is truly elevated.

In this subsection, we develop a simple framework to formalize this trade-
off.27 Using the policy possibility frontier that we estimate above, our analysis
suggests that policymakers should adopt a do-nothing strategy—not taking
preventative actions even if concerns about credit-market overheating become
acute—if they think the costs of false positives are extremely high relative to
the costs of false negatives.

With probability p the risk of a crisis is high and with probability 1 − p the
risk of a crisis is low. The policymaker does not observe the true level of risk but
has access to a continuum of informative but imperfect binary statistical tests
that she can use to guide a binary policy action that may reduce the likelihood
or severity of a future crisis. We assume that this policy action yields benefits
if the risk of a crisis is truly high, but is costly otherwise.28

27 Our framework adapts the textbook approach for choosing the optimal threshold in a binary
classification problem (see, for example, Pepe (2003) or Baker and Kramer (2007)) to a financial
stability setting. Drehmann and Juselius (2013) also apply this textbook approach to the problem
of deciding when to lean against the wind.

28 Our assumption that the policymaker can take only a single binary action is made purely for
simplicity. In a richer dynamic setting, a policymaker might take a series of incremental actions in
response to the informative, but imperfect signals she receives about the evolving level of systemic
financial risk. However, the basic trade-off would remain: the policymaker would need to balance



912 The Journal of Finance®

In a richer dynamic model, the set of optimal macroprudential policies would
naturally depend on both the predictive accuracy and the timing of the early
warning signals available to policymakers. For instance, reliable warning sig-
nals that offer sufficient lead time might allow policymakers to take preventa-
tive measures—for example, tightening monetary policy, increasing minimum
bank capital requirements, and reducing maximum loan-to-value ratios—to
lean against the wind of credit booms, and thereby reduce the buildup of sys-
temic risk ex ante. By contrast, warning signals that offer minimal lead time
might allow policymakers to take steps to reduce the expected severity of im-
pending crises—for example, easing monetary policy and forcing banks to re-
duce equity payouts or issue new equity capital. As noted in Section I, we
believe that our R-zone signal offers sufficient lead time to open the door to the
types of countercyclical, preventative measures referenced above.

If the policymaker chooses a statistical test with a TPR of τTPR ∈ [0, 1], the
test has a TNR given by τTNR = TTNR(τTPR). The plot of τTNR = TTNR(τTPR)
against τTPR is the policy possibility frontier. We assume that this frontier is
downward-sloping: T ′

TNR(τTPR) < 0, that is, the policymaker faces the usual
statistical trade-off between the TNR and TPR. We also assume that TTNR(0) =
1, TTNR(1) = 0, and T ′′

TNR(τTPR) < 0. Finally, since these tests rely on informa-
tive signals, TTNR(τTPR) > 1 − τTPR for all τTPR ∈ (0, 1).29

There are four possible outcomes:

� True negative: If the risk of a crisis is truly low and the test predicts low
risk, the policymaker does not take the preventative action and total real
economic output is YG > 0. If the policymaker chooses a test with a TPR
given by τTPR, the unconditional probability of a true negative is (1 − p) ×
TTNR(τTPR).

� False positive: If the risk of a crisis is truly low but the test predicts high
risk, the policymaker takes the action, leading output to fall to YG − CFP.
The cost of this false alarm, CFP > 0, would be large if one thinks unnec-
essary actions to lean against the wind have a large social cost when the
risk of a crisis is not truly high. The unconditional probability of a false
positive is (1 − p) × (1 − TTNR(τTPR)).

� True positive: If the risk of a crisis is high and the test predicts high risk,
the policymaker takes the action and real output is YB > 0. The probability
of a true positive is p × τTPR.

� False negative: If the risk of a crisis is truly elevated but the test predicts
low risk, the policymaker fails to take the preventative action and output
falls to YB − CFN . The cost of this false negative error, CFN > 0, would be
large if one thinks that the preventative action yields large benefits when

the costs of underescalation if she were to underestimate the true level of systemic risk against
the costs of overescalation if she were to overestimate risk.

29 The positive predictive value is the probability that risk is truly high conditional on the test
signalling high risk. We have PPV (τTPR ) = [pτTPR] ÷ [pτTPR + (1 − p)(1 − TTNR(τTPR ))] and one
can show that PPV ′(τTPR ) < 0.
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the risk of a crisis is truly elevated. The unconditional probability of a true
positive is p × τTPR.

We assume that the social payoff from output level Y is u(Y ), where u′(Y ) > 0
and u′′(Y ) ≤ 0.30

Putting everything together, the policymaker solves

maxτTPR∈[0,1]
{
p × [

τTPR × u (YB) + (1 − τTPR) × u
(
YB − CFN

)] + (1 − p)

× [
TTNR (τTPR) × u (YG) + (1 − TTNR (τTPR)) × u

(
YG − CFP

)]}
. (7)

The first-order condition implies that, at an interior optimum where τTPR ∈
(0, 1), we have

Slope of policy
possibility frontier

︷ ︸︸ ︷
T ′

TNR

(
τ ∗

TPR

) =

Slope of policy
indifference curves

︷ ︸︸ ︷

− p
1 − p

u(YB) − u
(
YB − CFN

)

u(YG) − u
(
YG − CFP

)=

Slope of policy
indifference curves
︷ ︸︸ ︷

− p
1 − p

CFN

CFP

u′(ȲB
)

u′(ȲG
) , (8)

where ȲB ∈ (YB − CFN,YB) and ȲG ∈ (YG − CFP,YG). Assuming an interior solu-
tion, we have ∂τ ∗

TPR/∂CFN > 0, ∂τ ∗
TPR/∂CFP < 0, and ∂τ ∗

TPR/∂ p > 0. If u′′(Y ) < 0,
we also have ∂τ ∗

TPR/∂YB < 0 and ∂τ ∗
TPR/∂YG > 0.

Figure 7 illustrates this trade-off graphically. The figure plots the policy pos-
sibility frontier, τTNR = TTNR (τTPR), in (τTNR, τTPR) space together with policy-
makers’ indifference curves. The optimal choice of τTPR occurs at the point τ ∗

TPR
where the policy possibility frontier is tangent to the indifference curves. Panel
A illustrates this trade-off for an initial position of the policy possibility fron-
tier. The flat, solid red line shows a case in which CFN/CFP is low—that is, false
alarms are quite costly relative to misses, leading to a low level of τ ∗

TPR. The
steep, dashed red line shows a case in which CFN/CFP is high—that is, misses
are quite costly relative to false alarms, leading to a high level of τ ∗

TPR. Panel
B illustrates how the trade-off changes when crises become more predictable,
leading to an outward shift in the policy possibility frontier. When CFN/CFP is
low, the policymaker’s indifference curves are relatively flat. As a result, an
outward shift in the policy possibility frontier raises the optimal level τ ∗

TPR.31

30 Instead of inducing more or less favorable realizations of future output, different combina-
tions of the true binary state—whether or not risk is truly high—and the binary policy action
could lead to more or less favorable probability distributions for the present value of future output.
Specifically, the expectation of u(Y ) conditional on a true positive would exceed that conditional
on a false negative; similarly, the expectation of u(Y ) conditional on a true negative would exceed
that conditional on a false positive. This is perhaps the most natural way to think about the choice
confronting a policymaker who is using an early warning signal to lean against the wind.

31 An outward shift in the policy possibility frontier has an ambiguous impact on τ ∗
TPR. Such

a shift must flatten the frontier for smaller τTPR and steepen the frontier for larger τTPR. Thus,
there is some cutoff τ̄ ∈ (0, 1) such that an outward shift in the frontier raises τ ∗

TPR when τ ∗
TPR < τ̄

and lowers τ ∗
TPR when τ ∗

TPR > τ̄ .
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Figure 7. Policy possibility frontier. This figure plots the policy possibility frontier, τTNR =
TTNR(τTPR ), in (τTPR, τTNR ) space together with policymakers’ linear indifference curves, which
take the form

Indifference-CurveTNR(τTPR ) = Const − p
1−p

u′ (ȲL )
u′ (ȲH )

cFN
cFP

× τTPR.

At the optimal value of τTPR, the slope of the policy possibility frontier is equal to the slope of the
indifference curve. Panel A illustrates these trade-offs for an initial position of the policy possi-
bility frontier. The solid red curve shows a case in which CFN/CFP is low, leading to a low level
of τ ∗

TPR. The dashed red curve shows a case in which CFN/CFP is high, leading to a high level of
τ ∗

TPR. Panel B illustrates how the trade-off changes when crises become more predictable, leading
to an outward shift in the policy possibility frontier. (Color figure can be viewed at wileyonlineli-
brary.com)

https://onlinelibrary.wiley.com
https://onlinelibrary.wiley.com
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If crises are completely unpredictable (i.e., if TTNR(τTPR) = 1 − τTPR), the
optimum must be at a corner, where policy is not state contingent. Specifi-
cally, if p or CFN/CFP is small enough, the policymaker never takes the action
(τ ∗

TPR = 0); otherwise, she always take the action (τ ∗
TPR = 1). As crises become

more predictable, the policy possibility frontier shifts out and these corner so-
lutions remain optimal only if her indifference curves are extremely flat (im-
plying τ ∗

TPR = 0) or extremely steep (implying τ ∗
TPR = 1). In other words, an

increase is the predictability of financial crises should lead a policymaker to
adopt state-contingent policies to lean against the wind.

The optimal level of τ ∗
TPR depends on the specific action under consideration

and on prevailing economic conditions that shape the costs of false negatives
and false positives.32 For example, a policymaker might decide to take mild
preventative actions (CFN/CFP is larger) based on a looser criterion such as
the Y-zone, and take stronger actions (CFN/CFP is smaller) based on a more
stringent criterion like the R-zone.33

For our purposes, the main question is whether crises are sufficiently
predictable—using past credit growth and past asset price growth alone—to
justify preemptive action in response to rising financial stability concerns. Al-
though the exact form of such an early policy intervention is beyond the scope
of this paper, we can address the simpler question of whether, based on our
evidence, a policymaker might reasonably argue that there are grounds for
never taking any preventative actions, that is, for always setting τ ∗

TPR = 0.
To address this question, we assume that the unconditional probability of an
incipient crisis is p = 4%, consistent with the annual probability of the on-
set of a crisis reported in Table I. We also assume that the policymaker is
risk-neutral, implying u′(ȲB)/u′ (ȲG) = 1. This assumption is conservative. It
would be more reasonable to assume that the policymaker is risk averse and
ȲB < ȲG, implying u′(ȲB)/u′(ȲG) > 1 and thus pushing toward a higher value
for τ ∗

TPR in equation (8).
Finally, we write CFN/CFP = (CCrisis /YG) × (cFN/cFP), where cFN is the frac-

tion of the costs of a financial crisis CCrisis that can be mitigated by taking
early preventative action and cFP is the fraction of noncrisis output YG that
is lost when the policymaker takes actions in response to a false alarm. Note
that cFN/cFP is the ratio of two macroeconomic “treatment effects.” Unfortu-
nately, we lack rigorous, model-free estimates of cFN/cFP for different policy

32 Suppose the economy is near full employment and inflation is near target. Then moderately
tightening monetary policy or moderately raising equity capital requirements for banks in re-
sponse to concerns about credit-market overheating might be a case in which CFN/CFP is large,
calling for a high value of τ ∗

TPR. However, if unemployment is currently elevated, this would tend
to raise CFP and reduce τ ∗

TPR.
33 From of a policymaking standpoint, a practical advantage of our approach is that our R-

zone and Y-zone indictors are simple transformations of familiar data series that are available in
real time and thus would be relatively straightforward to communicate to the public. Furthermore,
having relatively stable input signals may be advantageous when adjusting macrofinancial policies
over time (Drehmann and Juselius (2013)), so the fact that our R-zone and Y-zone indicators tend
to arrive in streaks may be valuable.
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actions. However, the literature does provide guidance about the magnitude of
CCrisis/YG, that is, the cost of a crisis as a percentage of precrisis GDP. Be-
ginning with Cerra and Saxena (2008), most studies find that CCrisis/YG is
quite large because financial crises typically lead to a permanent loss of fu-
ture output. Specifically, while output growth usually returns to its precrisis
trend following a crisis, the level of output does not return to its precrisis trend
line. The Basel Committee on Banking Supervision (2010, BCBS) undertakes
a meta-analysis of studies that estimate the discounted present value of crisis-
induced real output losses as a percentage of precrisis GDP. Averaging across
studies that allow for crises to have a permanent effect on GDP, they estimate
that the present value of output losses equal 145% of annual precrisis GDP. We
set CCrisis/YG = 1.5 for concreteness.34

Using these parameters and the estimated policy possibility frontier from
the right-most column of Figure 5, Panel B, which combines information from
the business and household sectors, Figure 8 plots τ ∗

TPR as we vary cFP/cFN . We
report the solution to35

T ′
TNR

(
τ ∗

TPR

) = − p
1 − p

× u′ (ȲB
)

u′ (ȲG
) × CCrisis

YG
× cFN

cFP
= −0.04

0.96
× 1 × 1.5 × cFN

cFP
.

(9)

For example, if a forceful early action to lean against the wind—such as,
significantly raising bank capital requirements in response to credit-market
overheating—lowers the expected severity of an incipient crisis by 30% but
reduces the level of GDP by 1 percentage point for two years if there is no cri-
sis, we would have cFN/cFP = 30%/2% = 15, implying an optimal sensitivity
of τ ∗

TPR = 68%. Figure 8 also shows the positive predicted value—the fraction
of R-zone signals that are followed by a crisis within three years—that corre-
sponds to this optimal TPR. Specifically, if cFN/cFP = 15, Figure 8 indicates
that policymakers should take early action once the probability of a crisis ar-
riving within three years rises above 31%. Based on the results for our original
R-zone definitions in Table X, Figure 8 suggests that a policymaker should
be willing to take actions at cFN/cFP = 15 once the economy enters either the
business or the household R-zone, which yields TPR = 64% and PPV = 36%.

Figure 8 further suggests that a do-nothing strategy can be justified only
for very small values of cFN/cFP. Based on our estimates, policymakers should

34 See table A1.1 in BCBS. BCBS suggests that these estimates are quite conservative since
they are usually obtained by assuming that the appropriate real discount rate for computing the
present value of crisis-induced real output losses exceeds the steady-state growth rate of real
output by a hefty 5 percentage points. However, to the extent that output is abnormally elevated
prior to financial crises, the approach in Cerra and Saxena (2008) would tend to overstate the cost
of crises.

35 To estimate T ′
TNR(τTPR ), we first estimate TTNR(τTPR ) parametrically using nonlinear least

squares. We assume that TTNR(τTPR ) = 1 − �( �−1(τTPR )−a
b ), where �(·) is the standard normal cu-

mulative distribution function. We obtain a = 0.95 and b = 0.85 with R2 = 99.96%. Using these
estimates, we then obtainT ′

TNR(τTPR ) = −(1/b) × [φ((�−1(τTPR ) − a)/b)] ÷ [φ(�−1(τTPR )].
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Figure 8. Model calibration. This figure shows the model solution for optimal test sensitivity
(τ ∗

TPR) as we vary cFP/cFN . Recall that cFP/cFN is the ratio of two macroeconomic treatment effects.
Specifically, conditional on the risk of a crisis truly being high, cFN is the expected percentage
increase in the present value of future real output given a policy action to lean against the wind
relative to the baseline level of output absent that policy action. Similarly, cFP gives the expected
percentage decline in the present value of real output from taking the same policy action when
risk is truly low. We assume p = 4%, u′(ȲB )/u′(ȲG ) = 1, CCrisis/YG = 1.5. Thus, for each value of
cFP/cFN , we report the solution to

Slope of policy possibility frontier
︷ ︸︸ ︷
T

′
TNR(τTPR ) =

Slope of policy indifference curves
︷ ︸︸ ︷

− p
1 − p

× u′(ȲB )
u′(ȲG )

× CCrisis

YG
× CFN

CFP
= − 0.04

0.96 × 1 × 1.5 × CFN
CFP

.

To estimate T
′
TNR(τTPR ), we first estimate TTPR(τTPR ) parametrically using nonlinear least

squares, generating a smoothed version of our empirical policy possibility frontier. We use the
empirical frontier from the right-most column of Table IV, Panel B, which combines informa-
tion from the business and household sectors. (Recall that our raw empirical policy possibil-
ity frontier plots the true negative rate—the fraction of noncrisis years that are not preceded
by a red zone event in the prior three years—as a function of the true positive rate—the
fraction of crisis years preceded by a red zone event in the prior three years.) More specifi-
cally, we assume that TTPR(τTPR ) = 1 − �((�−1(τTPR ) − a)/b), where �(·) is the standard nor-
mal cumulative distribution function. We obtain a = 0.95 and b = 0.85 with R2 = 99.96%. We
then obtain T

′
TNR(τTPR ) = −(1/b) × [φ((�−1(τTPR ) − a)/b)] ÷ [φ(�−1(τTPR ))]. Using this estimate

of T
′
TNR(τTPR ), we report the solution τ ∗

TPR as we vary cFP/cFN from 0 to 70. We also report the
positive predicted value PPV (τ ∗

TPR )—the fraction of red zone events that are followed by the on-
set of a crisis within three years—corresponding to the optimal test sensitivity. To do so, we use
nonlinear least squares to fit a truncated fourth-order polynomial to the empirical plot of PPV
versus TPR: PPV (τTPR ) = min{1, a + b · (τTPR ) + c · (τTPR )2 + d · (τTPR )3 + e · (τTPR )4} which gives
R2 = 99.92%. (Color figure can be viewed at wileyonlinelibrary.com)

set τ ∗
TPR ≤ 0.1 only if they believe that cFN/cFP is less than 1.1, a number that

seems almost implausibly small. For instance, a policymaker would need to
believe that the action of leaning against the wind discussed above, which we
assume would reduce GDP by 1 percentage point for two years if there is no

https://onlinelibrary.wiley.com
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crisis, would reduce the expected severity of an incipient crisis by only 2.2%. In
other words, policymakers should only adopt a do-nothing strategy if they hold
fairly extreme views about the costs of failing to respond to financial stability
threats as compared to the costs of false alarms.

V. Conclusion

Using two simple variables, past credit growth and past asset price growth,
we construct a danger zone, the R-zone, in which the probability of a financial
crisis over the next three years is roughly 40%. In 2006, the United States and
many other advanced economies were deep inside that danger zone, a clear
harbinger of the GFC that would erupt in 2008.

Does our finding that the conditional probability of a crisis occasionally rises
above 40% warrant the conclusion that crises are predictable? A champion of
unpredictability might say no. After all, even starting in the R-zone, which
occurs in only 6% and 10% of all country-years for the business and house-
hold sectors, respectively, it is far from certain that a crisis will occur. In this
regard, two points are in order. First, since financial crises typically lead to per-
manent reductions in real economic output (Cerra and Saxena (2008)), a 40%
conditional probability might be more than enough to warrant some precau-
tionary macrofinancial responses such as tightening monetary policy or raising
bank capital requirements. Second, we reached these conclusions with just two
country-level variables—past credit growth and asset price growth—because
we are using a large historical data set. Even simply adding the global ver-
sions of our R-zone indicators sharply increases predictability. Moreover, sev-
eral other variables appear to have incremental forecasting power for crises,
including credit spreads and the leverage of financial institutions (Richter,
Schularick, and Wachtel (2020)). A policymaker with access to such data would
presumably have a better estimate of the likelihood of a crisis.

Our conclusion is that financial crises are sufficiently predictable to justify
taking early action in response to credit-market overheating. Our evidence
supports the view that the economic system is vulnerable to predictable boom-
bust cycles driven by credit expansion and asset price growth. This view, and
the recent theoretical models that formalize it, make a case for prophylactic
policy interventions that lean against the wind. Indeed, the post-GFC era has
witnessed the advent of several macroprudential tools that are now being used
in precisely this manner, including the introduction of time-varying bank cap-
ital requirements under Basel III and the increased use of time-varying max-
imum loan-to-value standards.36 A little more policing, and a little less fire-
fighting, would do the world some good.

36 While there is a growing consensus that policymakers should use these new macroprudential
tools to lean against the wind, disagreement remains about whether monetary policy should be
tightened in response to credit market overheating. See Stein (2013, 2014), Adrian and Liang
(2018), and Gourio, Sim, and Kashyap (2018) for arguments that monetary policy should be used
in this way. See Svensson (2017) for the opposite view.
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