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ABSTRACT

We present an adaptive non-local means (NLM) denoising method
for a sequence of images captured by a multiview imaging system,
where direct extensions of existing single image NLM methods are
incapable of producing good results. Our proposed method consists
of three major components: (1) a robust joint-view distance met-
ric to measure the similarity of patches; (2) an adaptive procedure
derived from statistical properties of the estimates to determine the
optimal number of patches to be used; (3) a new NLM algorithm
to denoise using only a set of similar patches. Experimental results
show that the proposed method is robust to disparity estimation error,
out-performs existing algorithms in multiview settings, and performs
competitively in video settings.

Index Terms— Non-local means, adaptive filtering, multiview
denoising, patch-based denoising

1. INTRODUCTION

We consider the problem of denoising an image using multiple but
non-identical observations captured by a multiview system. Defin-
ing g(k) = f (k) + n(k) for k = 1, . . . ,K a sequence of K noisy
observations, where n(k) is a vector of i.i.d. Gaussian noise of
variance σ2, our goal is to recover f(1), . . . , f (K) ∈ R

N×1 from
g(1), . . . , g(K) ∈ R

N×1.
The method we consider in this paper is the NLM [1] filtering

approach. Letting p
(k)
i ∈ R

P×1 be a patch centered at the ith pixel
in the kth image, NLM computes the weights as

W
(kl)
ij = exp

{
−‖p(k)

i − p
(l)
j ‖2

h2

}
, (1)

and denoises the images as⎡⎢⎢⎣
f̂

(1)

...

f̂
(K)

⎤⎥⎥⎦ =

⎡⎢⎣D
(1)

. . .
D(K)

⎤⎥⎦
−1 ⎡⎢⎣W (11) . . . W (1K)

...
. . .

...
W (K1) . . . W (KK)

⎤⎥⎦
⎡⎢⎣g(1)

...
g(K)

⎤⎥⎦
Here, D(k) = diag([W (k1), . . . ,W (kK)]T1KN×1) is a diagonal
matrix for normalization. For notation simplicity and without loss of
generality, in the rest of the paper we consider denoising f(1) using
g(1), . . . , g(K).

One of the biggest issues in the above multiple-image NLM is
that the Euclidean distance metric ‖p(k)

i −p
(l)
j ‖2 does not capture the

true similarity between p
(k)
i and p

(l)
j . In other words, two patches
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could be different, but their Euclidean distance might be close be-
cause of noise. Therefore, to improve the performance of NLM, one
fundamental challenge is how to search for the right patches.

1.1. Overview of the Proposed Method

To tackle the problem, our first attempt is to improve the metric.
In multiview denoising problems, we consider the robust joint-view
distance [2] to measure the similarity. Given a patch p

(1)
i , we

first compute the correspondences (disparity maps) from view 1 to
views 2, . . . ,K using off-the-shelf algorithms such as block match-
ing [3], optical flow [4], or TV/L1 [5]. Denoting the disparities as
{q(1)i , . . . , q

(K)
i } for i = 1, . . . , N , we define the distance between

two patches p(1)
i and p

(1)
j as

D(p
(1)
i ,p

(1)
j )

def
=

K∑
k=1

∥∥∥∥p(k)

i+q
(k)
i

− p
(k)

j+q
(k)
j

∥∥∥∥2

. (2)

Replacing ‖p(1)
i − p

(1)
j ‖2 by D(p

(1)
i ,p

(1)
j ) could improve the

robustness of patch similarity, but as observed by Kervrann and
Boulanger [6], the presence of many dissimilar patches could still
cause unwanted bias in the denoising procedure. Therefore, our
second modification is to keep a set of m most similar patches so
that there are only m non-zero entries in each row of W (kl).

To obtain a set of m most similar patches (w.r.t. p(1)
i ), we com-

pute D(p
(1)
i ,p

(1)
j ) for all possible j’s and keep the m best matches.

We then define the set of m best matching patches in View 1:

Ω
(1)
i,m =

{
j | the indices of m smallest D(p

(1)
i ,p

(1)
j )

}
, (3)

and the sets of m best matching patches in other views:

Ω
(k)
i,m =

{
j + q

(k)
j | j ∈ Ω

(1)
i,m

}
, k = 2, . . . ,K. (4)

Note that Ω(k)
i,m ⊂ Ω

(k)
i,m+1. Restricting W

(kl)
ij to Ω

(k)
i,m yields the

following denoising algorithm:

f̂
(1)
i,m =

K∑
k=1

∑
j∈Ω

(k)
i,m
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where W̃ (1k)
ij

def
=W
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ij /

K∑
k=1
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j∈Ω

(k)
i,m

W
(1k)
ij .



It can be seen that the performance of the above denoising pro-
cedure in (5) depends on how m is chosen. Intuitively, m should not
be too small or too large, for otherwise insufficient patches or exces-
sive dissimilar patches will be included. Therefore, we propose an
adaptive scheme to choose the optimal m. Specifically, we increase
from m− 1 to m until one of the following criteria is met

• (Condition 1) Denoising Consistency:∣∣∣f̂ (1)
i,m − f̂

(1)
i,m′

∣∣∣ ≥ γ, (6)

for any m′ = 1, . . . , m−1, which requires that the deviation
between the current and the previous estimates to be small.

• (Condition 2) Intersection of Confidence Interval:

m⋂
t=1

[αi,t, βi,t] = ∅, (7)

which requires that the confidence intervals [α, β] of the cur-
rent and previous estimate intersect.

As we shall see, this adaptive scheme will give us a set of m most
similar patches that improve the denoising quality.

1.2. Related Works

The literature on single image denoising is rich. However, state-of-
the-art single image denoising methods such as NLM [1], BM3D [7],
LPG-PCA [8] and many other methods reported in [9] are insuffi-
cient for multiview denoising, as these methods assume that similar
patches exist at different locations within the image. Extensions of
these methods such as [10], [11] are also insufficient for multiview
denoising due to similar reasons.

Direct extension of single image denoising methods have been
proposed to handle video denoising. In [12], Buades et al. proposed
a video denoising method by allowing NLM to search for similar
patches in adjacent frames. Similar ideas are applicable to BM3D,
yielding the benchmark video denoising method VBM3D [13] and
BM4D [14]. One problem of these methods is that displacement
across different images is never explicitly used. While the authors of
NLM [12], VBM3D [13] and BM4D [14] claim this as an advantage,
Liu and Freeman [15] showed that reliable motion vectors are indeed
helpful.

Another problem of video NLM [12], VBM3D [13] and BM4D [14]
is that the number of patches increases as the number of images in-
creases. This is undesirable because there will be many small but
non-zero weights which could reduce the denoising result. There-
fore, Kervrann and Boulanger [6] proposed a method to adaptively
look for optimal spatial search window size. Later, in [16] they
applied similar ideas to videos and demonstrated outstanding per-
formance over other methods [17, 18, 19, 20, 21].

1.3. Contributions and Outline

Our proposed method utilizes the strength of the robust metric pro-
posed in [2], and the spatial adaptivity proposed by Kervrann and
Boulanger [6], and V. Katkovnik [22]. The key contributions of this
paper are:

• New Algorithm for Multiple Image Denoising: Our new
denoising scheme in (5) uses only similar patches defined in
(3) and (4). As will be discussed in Section 3, the new algo-
rithm out-performs existing methods.

• Adaptive Neighborhood Selection: We propose an adaptive
scheme to determine the optimal m. The optimal m allows
us to denoise the image with the right number of relevant
patches, as contrast to classical NLM where all patches are
used.

In the following sections, we discuss our proposed method in
Section 2 and show experimental results in Section 3. Conclusion is
given in Section 4.

2. PROPOSED METHOD

In this section we describe the proposed method. For clarity we
present the overall algorithm in Algorithm 1, and discuss the ideas
in the following subsections.

Algorithm 1 Proposed Algorithm

1: Input: g(1), . . . , g(K).

2: Output: f̂
(1)

.
3: Pre-denoise {g(k)} by single-view methods to obtain {g(k)}.
4: Run optical flows to obtain {q(1), . . . , q(k)}.
5: for all i pixels do
6: Compute D(p

(1)
i ,p

(1)
j ) using (2).

7: Compute the sets Ω(k)
i,m using (3) and (4).

8: Compute f̂ (1)
i,m using (5).

9: If f̂ (1)
i,m does not satisfy Condition 1 or 2, then increase m and

repeat Lines 8 – 9.
10: end for

2.1. Pre-processing and Optical Flow

In order to compute D(p
(1)
i ,p

(1)
j ), we first need to determine the

disparity maps q(1), . . . , q(K) ∈ R
N×2. In this paper, we use the

classical optical flow [4], with the MATLAB/C++ implementation
by Liu [23].

Running optical flow on g(k)’s directly is problematic, because
g(k)’s are noisy images. Therefore, we pre-filter g(k)’s to obtain
cleaner images before optical flow. The pre-filtering is done using
single-image NLM.

2.2. Bias and Variance for Multiview Image NLM

Our proposed adaptive scheme for finding optimal m requires the
knowledge of the bias and variance of f̂ (1)

i,m. To derive the bias and

variance of f̂ (1)
i,m, we substitute g

(1)
i = f

(1)
i + n

(1)
i into (5), and we

can show that

b
(1)
i,m

def
=Bias(f̂ (1)

i,m) =
K∑

k=1

∑
j∈Ω

(k)
i,m

W̃
(1k)
ij f

(1)
j ,

(
v
(1)
i,m

)2 def
=Var(f̂ (1)

i,m) =
K∑

k=1

∑
j∈Ω

(k)
i,m

(
W̃

(1k)
ij

)2

σ2.

We now discuss the conditions in Line 9 of Algorithm 1. For
notation simplicity we drop the super-script and let W̃ij = W̃

(1k)
ij ,

f̂j = f̂
(1)
j , bi,m = b

(1)
i,m, and vi,m = v

(1)
i,m.



2.3. Condition 1: Denoising Consistency

The intuition of the denoising consistency is that by increasing m−1

to m, the changes f̂i,m′ − f̂i,m for all m′ = 1, . . . , m−1 cannot be
too large. In other words, we want the algorithm to terminate when
the following probabilistic criterion is satisfied:

Pr
[∣∣∣f̂i,m′ − f̂i,m

∣∣∣ ≤ ε
]
≤ λ, m′ = 1, . . . ,m− 1, (8)

where ε is a threshold, and λ � 1 defines the probability (typically
≈ 0.01). The probability on the left hand side of (8) can be deter-
mined through the following proposition.

Proposition 1. The probability inequality Pr
[∣∣∣f̂i,m′ − f̂i,m

∣∣∣ ≤ ε
]
≤

λ holds if and only if∣∣∣f̂i,m′ − f̂i,m

∣∣∣ ≤ Q−1

(
1− λ

2

)
Δvi,m′ , (9)

where Q(·) is the Q-function of standard normal distribution, and

Δv2i,m′
def
= v2i,m − v2i,m′ .

Proof. First, we define Δf̂i,m′ = f̂i,m − f̂i,m′ . Consequently, the
corresponding bias and variance can be defined as

Δbi,m′
def
= bi,m − bi,m′ =

K∑
k=1

⎡⎢⎢⎣ ∑
j∈Ω

(k)
i,m

W̃i,jfj −
∑

j∈Ω
(k)

i,m′

W i,jfj

⎤⎥⎥⎦ ,

Δv2i,m′
def
= v2i,m − v2i,m′ =

K∑
k=1

⎡⎢⎢⎣ ∑
j∈Ω

(k)
i,m

σ2W̃ 2
i,j −

∑
j∈Ω

(k)

i,m′

σ2W
2
i,j

⎤⎥⎥⎦ ,

where W̃ is the normalized version of W (m non-zero entries), and
W is the normalized version of W (m′ non zero entries).

Since f̂i,m′ =
∑K

k=1

∑
j∈Ω

(k)

i,m′
W̃i,j(fj+nj), it can be shown

that f̂i,m′ ∼ N (bi,m′ , v2i,m′) and hence Δf̂i,m′ ∼ N (Δbi,m′ ,Δv2i,m′).
Substitute this into (9) yields

Pr
[∣∣∣Δf̂i,m′

∣∣∣ ≤ ε
]
= Pr

[
Δf̂i,m′ ≥ −ε

]
− Pr

[
Δf̂i,m′ ≥ ε

]
= Q

(
−−ε−Δbi,m′

Δvi,m

)
−Q

(
−ε−Δbi,m′

Δvi,m′

)
.

Assuming that bi,m = bi,m′ , we have Δbi,m′ = 0 and hence

Pr
[∣∣∣Δf̂i,m′

∣∣∣ ≤ ε
]
= 1− 2Q

(
ε

Δvi,m′

)
.

Finally, settingPr
[∣∣∣Δf̂i,m′

∣∣∣ ≤ ε
]
≤ λ yields 1−2Q

(
ε

Δvi,m′

)
≤

λ, which in turn requires that

ε ≤ Q−1

(
1− λ

2

)
Δvi,m′

def
= γ.

This implies that Pr
[∣∣∣Δf̂i,m′

∣∣∣ ≤ ε
]
≤ λ iff

∣∣∣Δf̂i,m′
∣∣∣ ≤ γ.

As a consequence of Proposition 1, the algorithm should termi-

nate if
∣∣∣Δf̂i,m′

∣∣∣ ≤ γ. Hence, the optimal m is the smallest integer

such that
∣∣∣Δf̂i,m′

∣∣∣ ≥ γ, i.e.,

m∗ = argmin
m

{∣∣∣f̂i,m − f̂i,m′
∣∣∣ ≥ γ, 1 ≤ m′ ≤ m

}
. (10)

2.4. Condition 2: Intersection of Confidence Interval

Our second condition is based on the intuition that m should be in-
creased as long as f̂i,m has similar confidence interval with f̂i,m′ for
m′ = 1, . . . ,m − 1. Since f̂i,m ∼ N (bi,m, v2i,m), the confidence

interval of f̂i,m is

[f̂i,m − τvi,m, f̂i,m + τvi,m].

where τ controls the likelihood that the true value fi lies in the in-
terval:

αi,m
def
= f̂i,m − τvi,m ≤ fi ≤ f̂i,m + τvi,m

def
=βi,m. (11)

Therefore, the smallest intersection before having no feasible solu-
tion determines the optimal m:

m∗ = argmin
m

{
m :

m⋂
t=1

[αi,t, βi,t] = ∅
}

. (12)

3. EXPERIMENTAL RESULTS

In this section we present the experimental results for multiview
image denoising and video denoising using Algorithm 1. Due
to limited space, additional results could be found at http:
//videoprocessing.ucsd.edu/˜eluo/.

3.1. Multi-view Image Denoising

We downloaded 4 sets of images from Middlebury Computer Vision
Page http://vision.middlebury.edu/stereo/. Each
set of images consists of 5 views, so that K = 5. In our experiments,
we add noise of variance σ = 20 (out of 255).

We compared our proposed algorithm with four existing meth-
ods, namely Video NLM [24], BM3D [7], Video BM3D [13] and
BM4D [14]. The results are shown in Table 1 and snapshots of the
images are shown in Figure 1.

Barn Cone Teddy Venus

Video NLM [24]
28.95 28.81 29.95 30.55

(0.8363) (0.8358) (0.8688) (0.8941)

BM3D [7]
28.97 28.90 30.18 30.51

(0.8442) (0.8443) (0.8844) (0.9038)

Video BM3D [13]
30.38 28.42 29.70 31.54

(0.8840) (0.8353) (0.8755) (0.9192)

BM4D [14]
28.70 27.93 29.28 29.96

(0.8368) (0.8127) (0.8575) (0.8920)

Ours - Cond 1
30.67 30.04 31.11 32.00

(0.9000) (0.8905) (0.9000) (0.9189)

Ours - Cond 2
30.48 29.91 31.05 31.91

(0.8946) (0.8850) (0.8992) (0.9192)
Ours - Cond 1 30.74 30.13 31.23 32.08
(true disparity) (0.9034) (0.8977) (0.9058) (0.9224)
Ours - Cond 2 30.54 29.98 31.14 31.98
(true disparity) (0.8977) (0.8915) (0.9042) (0.9224)

Table 1. PSNR and SSIM (value in the parenthesis) results using
Video NLM, BM3D, Video-BM3D, BM4D and the proposed meth-
ods for denoising images in Middlebury dataset.

The results suggest the following observations. First, the pro-
posed method (using either conditions) out-performs the competi-
tors by a big margin. Compared with NLM (which uses all patches



(a) Noisy σ = 20 (b) VBM3D 30.38dB (c) BM4D 28.70dB (d) Ours 30.67dB

Fig. 1. Multiview denoising using VBM3D, BM4D and the proposed method for the image “Barn”.

(a) Noisy σ = 20 (b) VBM3D 32.73dB (c) BM4D 31.07dB (d) Ours 32.84dB

Fig. 2. Multiview denoising using VBM3D, BM4D and the proposed method for the image “Facility Management”.

Video Sequences
BM3D VBM3D BM4D Ours

[7] [13] [14] Cond 1

Facility Management
31.48 32.73 31.07 32.84
(0.89) (0.91) (0.88) (0.92)

Jacob School
25.83 28.12 25.23 27.97
(0.84) (0.91) (0.81) (0.91)

Market Place
31.69 32.61 32.97 32.80
(0.93) (0.94) (0.94) (0.92)

SuperLoop - Big
30.81 30.79 30.13 31.45
(0.94) (0.93) (0.92) (0.93)

SuperLoop - Small
29.04 31.48 31.95 31.30
(0.89) (0.92) (0.93) (0.92)

Voigt Drive 1
29.81 31.32 31.69 31.19
(0.92) (0.94) (0.95) (0.93)

Voigt Drive 2
29.89 31.80 31.98 31.48
(0.91) (0.94) (0.94) (0.93)

Table 2. PSNR and SSIM values for video denoising.

in the neighborhood), the results indicate that a large number of dis-
similar patches, despite having small weights, could severely reduce
the denoising quality as a whole. Compared with BM4D (which
groups temporal patches at the same locations of consecutive frames
as similar patches), the results indicate that if similar patches cannot

be grouped accurately across views, additional patches would dete-
riorate the denoising performace.

3.2. Video Denoising

Our proposed method is primarily designed for multiview denoising
where displacement is large. When the displacement is small, our
proposed method still works. However, the marginal gain compared
to existing video denoising algorithms becomes smaller. Neverthe-
less, as indicated in Table 2 and Figure 2, the PSNR values of our
proposed method is competitive with existing video denoising algo-
rithms. Averaged over the 7 video sequences we tested, the PSNR
improvements of the proposed method over BM3D, VBM3D and
BM4D are +1.5dB, +0.05 and +0.57dB, respectively.

4. CONCLUSION

We present an adaptive non-local means denoising method for mul-
tiview images in which similar patches are carefully chosen accord-
ing to the local statistics of the estimates. Dissimilar patches are dis-
carded in order to achieve a trade-off between bias and variance. Ex-
perimental results show that the proposed method outperforms state-
of-the-art denoising algorithms in multiview denoising settings, and
performs competitively in video denoising settings.
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