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51 Introduction

Debates on monetary policy in the United States often focus on the level of
uemployment and. in particular, on whether the unemployment rate is ap-
proaching its natural rate. This is commonly taken to be the rate of unemploy-
ment at which inflation remains constant, the NAIRU (non-accelerating-
inflation-rate of unemployment). Unfortunately. the NAIRU is not directly ob-
servable, and so some combinations of economic and statistical reasoning must
beused to estimate it from observable data. The task of measuring the NAIRU
is further complicated by the general recognition that, plausibly, the NAIRU

has changed over the postwar period. perhaps as a consequence of changes in
labor markets.

Although there is a long history of construction of empirical estimates of
the NAIRU, measures of the precision of these estimates are strikingly absent
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from this literature; the only published estimates of standard errors of the
NAIRU of which we are aware are the recent limited results reported by Fuhrer
(1995) and King, Stock, and Watson (1995). In this paper, we therefore under-
take a systematic investigation of the precision of estimates of the NAIRU.
This is done using both conventional models, in which the NAIRU is treated
as constant over the sample period, and models that explicitly allow the
NAIRU to change over time. As a by-product, we obtain formal evidence on
whether the NAIRU has changed over the postwar period, and if so by how
much. We also investigate whether these changes in the NAIRU are linked to
labor market variables, such as demographic measures, which are suggested
by search models of unemployment as plausible theoretical determinants of
the natural rate.

To answer these questions, we consider two classes of models that implicitly
or explicitly define the NAIRU. In the first class, the NAIRU is defined so
that a stable Phillips-type relation exists between unexpected inflation and the
deviation of unemployment from the NAIRU. A variant of this approach intro-
duces labor market variables as determinants of the NAIRU within the Phillips
curve framework. These models for the NAIRU include those in the recent
empirical literature (Congressional Budget Office 1994; Weiner 1993; Tootell
1994; Fuhrer 1995; Eisner 1995; King, Stock, and Watson 1995; Gordon
1997), along with other candidates. In the second class, the NAIRU is defined
solely in terms of the univariate behavior of unemployment, with the assump-
tion that over time unemployment returns to its natural rate.

Our main finding is that the natural rate is measured quite imprecisely. For
example, we find that a typical estimate of the NAIRU in 1990 is 6.2%, with
a95% confidence interval for the NAIRU in 1990 being 5.1% to 7.7% (this is
the “Gaussian” confidence interval for the quarterly specification with a con-
stant NAIRU, reported in section 5.2). This confidence interval incorporates
uncertainty about the parameters, given a particular model of the NAIRU; be-
cause different models yield different point estimates and different confidence
intervals, if one informally incorporates uncertainty over models then the im-
precision with which the NAIRU is measured is arguably larger still. We find
this substantial imprecision whether the natural rate is measured as a constant,
as an unobserved random walk, or as a slowly changing function of time (im-
plemented here alternatively as a cubic spline in time or as a constant with
discrete jumps or breaks). This finding of imprecision is also robust to using
alternative series for unemployment and inflation, to including additional
supply-shift variables in the Phillips curve (following Gordon 1992, 1990), to
using monthly or quarterly data, to using labor market variables to model the
NAIRU, and to using various measures for expected inflation.

Because we find this imprecision for the models that are conventional in the
literature for the measurement of the NAIRU (as well as for the unconventional
models that we consider), these results raise serious questions about the role
that estimates of the NAIRU should play in discussions of monetary policy.
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The paper is organized as follows. Section 5.2 lays out our main findings in
the context of a Phillips relation estimated \\nh monthly data, with various
specifications for the NAIRU. Section 5.3 provides details on the econometric
methodology and describes additional statistical and economic models for the
NAIRU. In the statistical models, the NAIRU is determined implicitly by the
time-series properties of the macroeconomic variables: in the economic mod-
¢ls, labor market variables are investigated as possible empirical determinants
of the NAIRU. Section 5.4 discusses some further econometric issues associ-
ated with computation of the confidence intervals, and includes a Monte Carlo
comparison of two alternative approaches to the construction of confidence
intervals in this problem. A full set of empirical results are given in section 5.5.
Section 5.6 concludes.!

32 The Phi}iips Relation and Conventional Estimates of the NAIRU

The leading framework for estimating the NAIRU arises from defining it to
be the value of unemployment that is consistent with a stable expectations—
aigmented Phillips relation. Ignoring lagged effects for the moment, the ex-
pectations-augmented Phillips relation considered is

() omm =B, — W+ yX, oy,

where u, is the unemployment rate, 7, is the rate of inflation, =¢ is expected
inflation, @ is the NAIRU, and v, is an error term. The additional regressors X,
in equation 1 are included in some of the empirical specifications. These re-
gressors are intended to control for supply shocks, in particular the Nixon-era
price controls L"lnd shocks to the prices of food and energy, which some have
argued would shift the intercept of the Phillips curve (cf. Gordon 1990).
Empirical implementation of equation 1 requires a series for inflationary
expectations. Following Gordon (1990), the Congressional Budget Office
(1994), Weiner (1993), Tootell (1994), Fuhrer (1995), and Eisner (1995), in
this section we restrict attention to the “random walk™ model for inflationary
expectations, that is, T = W,_,, 80 W — 7 = Am; alternative measures of
expected inflation are examined in section 5 5. (Note that, when lags of m, —
¢ are included on the right-hand side of equation 1, this is equivalent to speci-
fying the Phillips relation in the levels of inflation and imposing the restriction
that the sum of the coefficients on the lags add to one.) Equation 1 becomes

) , Aw, = B(u,_, — @) + vyX, + v,

Empirical evidence on the expectations-augmented Phillips curve (equation
2), excluding supply shocks, is presented in figure 5.1, in which the year-to-

1. Subsequent to the writing of this paper, we performed similar calculations on updated data,
including models with other measures of inflation including various measures of core inflation.
These are reported in Staiger, Stock, and Watson (1997). The qualitative conclusions reported in
this chapter do not change, although the specific numerical values differ.
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Fig. 5.1 Year-to-year change in CPI inflation versus total unemployment in the
previous year, annual data for the United States, 1955-94

year change in CPlinflation is plotted against the lag of the annual unemploy-
ment rate, for annual U.S. data from 1955 to 1994. Two key features are appar-
ent from this figure. First, there is clear evidence of a negative relation: lower
uncmployment is associated with higher inflation. At least at this level of ag-
gregation, the figure suggests that this relation holds in a more or less linear
way throughout the range in which unemployment and inflation have fluctuated
over the past four decades. Thus unemployment is a valuable predictor of
changes in tuture inflation. Second, there appears to be considerable ambiguity
about the precise value of the NAIRU, which in this bivariate relation would
be the point at which a line drawn through these observations intersects the
unemplovment axis. Over these four decades, a value of unemployment in the
range of five to seven is roughly equally likely to have been associated with a
subsequent increase ininflation as with a subsequent decrease. For example,
mn the thirteen years in which unemployment was between 5 and 6%, eight
sears subsequently had an increase in inflation, while in the six years in which
uncmplovment was between 6 and 7%, three years saw a subsequent increase
i ainflation: these percentages, 61%% and 50%, respectively, are qualitatively
close and do not differ at any conventional level of statistical significance.
Although this graphical analysis suggests that the NAIRU will be difficult
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to measure pfecisely, this approach omits important subtleties, such as the ef-
fects of additional lags and supply shocks. Importantly, it does not provide
rigorous statements of statistical precision. To address these concerns, it is con-
ventional to perform regression analysis of the Phillips relation. The model
(equation 1) neglects lagged effects and plausible serial correlation in the error
term, which might arise, for example, from serially correlated measurements
error in-inflation. Accordingly, in this section we consider regression esti-
mates of -

. CAm = B, — W)+ (DAT,_, + yDX, + ¢,

where Lis the lag operator, B(L), 8(L), and y(L) are lag polynomials, and g, is
a serially uncorrelated error term.

Table 5.1 reports estimated Phillips relations of the form 3, using data on the
CPI and total unemployment for the United States, 1955-94. The regressions
include two variables controlling for supply shocks. NIXON is a step function
taken from Gordon (1990), designed to capture effects of imposing and elimi-
nating Nixon-era price controls. PFE_CPI is a measure of the contribution of
food and energy supply shocks constructed according to King and Watson
(1994, note 18), specifically, the difference between food and energy inflation
and overall CPl inflation; here it is deviated from its mean over the regression
penod so  that by construction it has zero net effect on the measurement of the
NAIRU and it enters the specifications with one quarter’s worth of lags. Each
regression in table 5.1 includes one year’s worth of lags of unemployment and
changes in inflation. The first three regressions were performed on monthly
data, and the final regression is based on quarterly data.

These regressions are consistent with others in the literature. The sum of
coefficients on lagged unemployment are negative and statistically significant.
The additional lags of unemployment and the change in inflation both enter
significantly, and the variable for the food and energy supply shock is signifi-
cant (although NIXON is not).

When the NAIRU is treated as constant over the sample, as it is in regression
a in table 5.1, it can be estimated directly from the coefficients of the un-
restn’cted régression including an intercept. Specifically, because B(L)(¢,_, —

= B(Lyu,_; — B(L)@, where B(1) = X2 1B (where p is the order of the lag
polynom1al B(L)) 7 can be estimated as % = —p/B(l) where |i is the esti-
mated mtercept from the unrestricted regression

@ Aw = w+ BLu,_, + SL)Aw,_, + y(L)X, + ¢,
. u = ~B(u.

For speciﬁcaﬁhh aintable 5.1, this yields an estimate of the NAIRU of 6.20%,

a value w1thm the range of plausible values based on the discussion of figure
5.1

The fact that the NAIRU is computed as a nonlinear function of the regres-
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200
Table 5.1 Estimated Models of the NAIRU
(a) (b) (©) (d)
Frequency monthly monthly monthly quarterly
55:1-94:12 55:1-94:12 55:1-94:12 55:1-94:1V
Number of lags (1, A} (12,12) (12, 12) (12, 12) 4.4
NAIRU model constant spline, 3 2 breaks, constant
knots estimated at
73:8 and
80:4
BeH -.217 —.413 —.384 ~.242
(standard error) (.085) (.136) (.127) (.083)
p-values of F-tests of
Lags of unemployment <.001 <.001 <.001 <.001
Lags of inflation <.001 <.001 <.001 <.001
PrFE _CPL .002 .003 .003 .002
NIXON > 1 >.1 >.1 >
R 43] 429 443 391
Etimates of NAIRU and 95% contidence intervals
1970:1 6.20 5.36 5.12 6.20
(4.74, 8.31) (4.10, 8.05) (4.07, 6.34) (5.05,7.70)
[5.16, 7.24] [4.26, 6.46] [4.24, 6.00] [5.28,7.12)
1980:1 6.20 7.32 8.81 6.20
(4.74, 8.31) (5.29, 8.77) (7.22, 12.80) (5.05,7.70)
[5.16, 7.24] [6.16, 8.48] [6.85, 10.77] [5.28,7.12]
19901 6.20 6.22 6.18 6.20
(4.74, 8.31) (4.17,8.91) (4.25,7.19) (5.05,7.70)
15.16, 7.24] [4.87,7.57] [5.16, 7.20] [5.28,7.12]

Notes: NAIRU is estimated from the regression
A, = B (v, | — )+ SL)AT,_ | + y(L)X, + &,

using the CPLinflation rate and the Total Civilian Unemployment rate. Gaussian confidence inter-
vals for the NAIRU are reported in parentheses. Delta-method confidence intervals (based on a
heteroshedasticity-robust covariance matrix) are reported in brackets. In all specifications, one
quarter’s worth of lags (and no contemporaneous value) of PFE_CPI was included, and NIXON
enters contemporancously. The spline and break models and the construction of the associated
contidence intervals are described in section 5.3.

sion cocefiicients introduces a bit of a complication into the computation of a
contidence interval for the NAIRU. However, such a confidence interval is
readily constructed by considering the related problem of testing the hypothe-
sis that the NAIRU takes on a specific value, say 7,. Suppose that the null
hypothests ts correct, and further suppose that the errors g, are independent
identically distributed (iid) normal and that the regressors in equation 4 are
strictly exogenous. Because under the null hypothesis w= 1, the intercept in 4
Is nonzero, an exact test of the null hypothesis against the two-sided alternative
can be obtained by comparing the sum of squared residuals under the null
(SSRtie, b computed from equation 3, with u, — 7, as a regressor, to the un-
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F ., Statistic 7~

. NAIRU

Fig. 5.2 : F-statistic testing of the hypothesis # = u,, with u,, plotted on the
horizontal axis, for specification a in table 5.1

VoL

restricted:sum of squared residuals from equation 4 (SSR(1)), using the F-
statistic, &

(5) Rt = [SSR(#,) — SSR(DV[SSR(E)/d.f.].

Where d, f is degrees of freedom in the unrestricted specification (equation 4).
U_nder the stated assumptions, this statistic has an exact F, ,, distribution.
Figure'5.2 plots Fl70 against 7, for various values of 7, along with the 5%
critical value. For example, for %,=7, the F-statistic is not significant, so the
hypothesis that the NAIRU is 7% cannot be rejected using this specification.
On the other hand, the hypothesis that the NAIRU is 10% can be rejected at
the 5% level.
The duality between confidence intervals and hypothesis testing permits us
to use figure 5.2 to construct a 95% confidence interval for . A 95% confi-
dence set for @ is the set of values of % that, when treated as the null, cannot
be rejected at the 5% level. Thus, a 95% confidence interval is the set of 7 for
< which F, 1s less than the 5% critical value. Under the classical assumptions of
, exogenous regressors and Gaussian errors, the hypothesis test based on F, is
exact (its finite sample rejection rate under the null is exactly the specified




202 Douglas Staiger, James H. Stock, and Mark W. Watson

significance level). Because of these properties, we will refer to confidence
intervals constructed using this approach as “Gaussian.”?

For figure 5.2, this approach yields a 95% confidence interval of (4.7%,
8.3%) for the NAIRU in 1990. The confidence interval is wide, but this is
perhaps unsurprising in light of the wide range of plausible estimates of the
NAIRU in figure 5.1. Indeed, there is striking agreement between the plausible
range based on informal inspection of figure 5.1 and the interval estimated
using the formal techniques embodied in figure 5.2. Although there is a statis-
tically significant negative relationship between unemployment and future
changes in inflation, the observed data do not fall tightly along this relation-
ship, and the data simply do not contain enough information to provide precise
estimates of the point around which this relationship is centered, the NAIRU.

Another approach to the construction of confidence intervals is to use the
so-called delta method, which involves making a first-order Taylor series ap-
proximation to the nonlinear function — ./ B(l) and then using the formula for
the asymptotic variance of this linearized function. In section 5.4, we compare
the Gaussian confidence intervals and the delta-method confidence intervals in
a Monte Carlo experiment, with a design based on a typical empirical Phillips
relation. We find that the Gaussian intervals both have better finite-sample cov-
erage rates(that is, their coverage rates are closer to the desired 95%) and have
better finite-sample accuracy. For this reason, we place primary weight on the
Gaussian intervals. However, because the delta method is the usual textbook
approach for constructing asymptotic standard errors, for completeness in table
5.1 we also present delta-method confidence intervals (in brackets). Generally
speaking, the delta-method confidence intervals are tighter than the Gaussian
confidence intervals. For example, in specification a, the spread of the
Gaussian interval is 3.6 percentage points, while the spread of the delta-
method interval is 2.1 percentage points. Based on the Monte Carlo results, a
plausible explanation for these shorter intervals is that their finite-sample cov-
erage rates are less than the purported 95%. Indeed, 90% Gaussian confidence
intervals for the specifications in table 5.1 are similar to the 95% delta-method
intervals. For example, the 90% Gaussian interval for table 5.1 column a is
(5.14, 7.57), while the 95% delta-method interval is (5.16, 7.24). Despite the
differences between the Gaussian and delta-method confidence intervals, the
main qualitative conclusion, that the confidence intervals are quite wide, ob-
tains using either approach.

Quite plausibly, the NAIRU has not been constant over time, and specifica-
tions b and c¢ in table 5.1 investigate two models for a time-varying NAIRU. In
specification b, NAIRU is modeled using a cubic spline with three knot points,
while in specification c it is allowed to take on three constant values over the

2. Our Gaussian intervals are the regression extension of Fieller's method (1954) for computing
exact confidence intervals for the ratio of the means of two jointly normal random variables. We
thank Tom Rothenberg for pointing out this reference to us.
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50

Year

Fig. 5.3 Constant estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-method confidence interval (short dashes), and unemployment
Notes: w7 = m,_,, monthly, January 1955-December 1994 (table 5.1, model a).

sample, that is, to be a constant with two break points. (The econometric de-
tails of these specifications and the computation of associated confidence inter-
vals for the NAIRU are discussed in section 5.3.) Interestingly, the point esti-
mate of the NAIRU for 90:1 based on these three approaches is quite similar,
approximately 6.2 percentage points. Although the confidence intervals differ,
they all provide the same qualitative conclusion that the NAIRU is imprecisely
estimated. The tightest of the three Gaussian confidence intervals for 90:1 is
based on the two-break model and is (4.3, 7.2), a spread of 2.9 percentage
points of unemployment.

The unemployment rate, the estimated NAIRU, and the 95% confidence in-
terval for the NAIRU are plotted in figures 5.3, 5.4, and 5.5 for specifications
a,b, and c in table 5.1. Although the point estimates and confidence intervals
produced by the spline and break models differ for some dates, the two sets of
estimates are"”generally similar and yield the same qualitative conclusions.
Both models estimate the NAIRU to have been higher during the late 1970s
and early 1980s than before or after, and suggest that the NAIRU in the 1990s
is slightly higher.than it was in the 1960s. Throughout the historical period,
the NAIRU is imprecisely estimated using either model, although the precision
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Fig. 5.4 Spline estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-method confidence interval (short dashes), and unemployment
Notes: . monthly, January 1955-December 1994 (table 5.1, model b).

during the 1960s appears to be somewhat better than the precision during
later periods.

Recent work using Canadian data has demonstrated that point estimates of
the NAIRU (or, similarly, potential output) can be sensitive to seemingly mod-
est changes in specification of the estimating equations (Setterfield, Gordon,
and Osberg 1992: van Norden 1995). Therefore, a critical question is whether
the main conclusion of this analysis, that the NAIRU is imprecisely estimated,
is sensitive to changes in the specifications in table 5.1

One such alternative specification is given in column d in table 5.1, which
reports the constant NAIRU model estimated using quarterly data. In general,
the monthly and quarterly models are quite similar, and the estimated NAIRU
is 0.201in both models. The Gaussian confidence intervals are somewhat tighter
for the quarterly model, with a spread of 2.6 percentage points of unemploy-
ment compared with 3.1 percentage points for the monthly model. Looking
ahead to the empirical results in section 5.5, this somewhat lower spread is
perhaps more typical of the confidence intervals that obtain from other speci-
tications. As was the case using monthly data, the main qualitative conclusion
from this quarterly specification is that the NAIRU is imprecisely estimated.
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Fig. 5.5 Two-break estimate of NAIRU, 95% Gaussian confidence interval
(long dashes), delta-method confidence interval (short dashes), and
unemployment

Notes: w¢ = w,_,, monthly, January 1955-December 1994 (table 5.1, model c).

[
Y

The main task of the remainder of this paper is to investigate more thor-
oughly the Tobustness of the conclusion that the NAIRU is imprecisely mea-
sured, by examining alternative specifications. These include alternative mea-
sures of inflation and unemployment, alternative supply-shock variables,
different frequencies of observation, the use of other measures of inflationary
expectations (including survey measures of expected inflation), and other sta-
tistical and economic models for the NAIRU. Before presenting those results,
however, we first discuss econometric issues involved in these extensions.

5.3 Alternative Models and Econometric Issues

This section provides more precise descriptions of the various models of the
NAIRU considered in the empirical analysis and the associated econometric
issues. In addition to models based on Phillips-type relations, we also consider
models based on univariate properties of the unemployment rate.
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531 Estimates of the NAIRU Based on the Phillips Curve

The tirst set of models is based on the generalized Phillips relation,

(0) m, — o= B, —1,_y)
+ 3(L)w,_, — 7))+ y)X, t &,

To estimate equation 6, an auxiliary model or data source is needed to con-
struct a proxy of inflationary expectations. In addition, statistical and/or eco-
nomic assumptions are needed to identify the NAIRU when it is permitted to
vary over time: these assumptions are discussed in subsequent subsections,
Three alternative approaches are used to model inflationary expectations:

(7a) T -t oam, (*AR(1) expectations™),

(7h) o ot all)ym, (“Recursive AR(p) expectations™),
and

(7¢) 7 — consensus or median forecast survey,

where AR denotes autoregressive and the survey forecasts refer to real-time
forecasts as collected by contemporancous surveys of economists and forecast-
ers. Twa surveys of forecasters are used, the Survey of Professional Forecasters
(SPEF) now maintained by the Federal Reserve Bank of Philadelphia (pre-
viously collected as the American Statistical Association and National Bureau
of Economic Rescarch [ASA-NBER| survey), and the Livingston survey, also
now maintained by the Federal Reserve Bank of Philadelphia.

The premise of the AR(1) expectations model is that inflation is a highly
persistent series: & unit root i the monthly consumer price index (CPI) cannot
be rejected at the 105 level using the augmented Dickey-Fuller (1979) test.
Thus inflationary expectations might plausibly be set to capture the long-run
movements in inflation. Because the unit root cannot be rejected, a simple ap-
proach is to set «c-- 1. However, other values for the largest autoregressive rool
cannot be rejected, and in the empirical implementation we consider the end
points of 4 Y04 equal-tailed confidence interval for the largest autoregressive
root in inflation and the value of the median-unbiased estimator of this largest
root following the method of Stock (1991). Three methods of determining p
are used: setting g -0 estimating p over the full sample tor fixed a; and esti-
mating precursively for tixed «cto simulate real-time expectations formation.

The recursive ARCp) expectations are formed by tirst estimating a pth order
autoregression for intlation and using the predicted values as ¢, This is in-
plemented by recursive least squares estimation of the AR(p), which simulates
the real-time forecasts that would be produced under the autoregressive as-
\ll”][‘(l(‘ll.

The SPF forecast is the median value of forecasts from a pancel of profes-
stonal forecasters, which were originally collected in real time as a joint proj-
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ect of the ASA and the NBER. These data are available quarterly from the first
quarter of 1968 for the GNP (subsequently GDP) deflator and constitute a true
real-time forecastﬂof inflation. The data used here are the forecast of GDP
inflation over the quarter following the survey date. The SPF/ASA-NBER sur-
vey is described in more detail in Zarnowitz and Braun (1993).

The L1vmgston survey forecast is the mean from a semiannual forecast of
the CPL. The specific forecast series used here is the mean forecast of the infla-
tion rate over the six months following the survey date.

532 Statistical Models of the NAIRU

Four alternative statistical models for the NAIRU are investigated.

() #=1u for allt (“Constant NAIRU™)

) % =¢'S, . (“Spline NAIRU”)

@) u=mu 1f t, <tr=1, i=1...,1 (“Break NAIRU™)
@d) u#, =1u,_, + m,n, /D NQO, Na?), Ene =0,

allyy 7+ (“TVP NAIRU”),

where TVP means time- -varying parameter.

The constant NAIRU model assumes that the NAIRU does not change over
the sample period. The remaining models permit the NAIRU to vary over time.
These models use no additional economic variables to identify the NAIRU
(models that do thié are introduced in the next section), and so additional statis-
tical assumptions are required to determine the NAIRU. The spline, break, and
TVP models represent different sets of statistical assumptions with a similar
motivation, specifically, that the NAIRU potentially varies over time, but that
this variation is smooth and in particular these movements are unrelated to the
errors €, in the Ph1111ps relation (equation 3).

In the spline model, the NAIRU is approximated by a cubic spline in time,
written as ¢'S,, where S, is a vector of deterministic functions of time. (Includ-
ing the constant, tﬁe dimension of S, is the number of knots plus 4.) The knot
points of the splme are determined so that each spline segment is equidistant
up to integer constramts Accordingly, equation 6 can be rewritten

©)  w-w= =BP'S,, + B, T YDX,
4+ d(L)(m,, — W) — BHLG'AS,, + &

where B*(L)= ¥r, B} L, with * = —3Xr_. B, and where B(L) and y(L) are
defined above. If thé NAIRU changes slowly, then the term B*(L)d'AS,_, will
be small (3*(L) has finite order), and so to avoid nonlinear optimization over
the parameters, it is convenient to treat this term as negligible. This approxima-
tion yields the estf{tlation equation

(10) m == 'S, + BLu,_,
o+ (D)X, + (L) (w, ., — w_) t+oe,
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where &= — 3(1)b. Equation 10 is gstimuted by ordinary least squares (OLS),
and NAIRU is estimated as —~d'S,/B(1).

In the break model, the NAIRU is treated as taking on one of several discrete
vitlues, depending on the date. Given the break dates {1}, the estimation of the
break model is similar to that of the spline model. Let B, = (B,,, ..., B,) bea
wet of dummy variables, where B,=1 if r,_, <t=t, and B, =0 otherwise. Then
under the break model, the NAIRU can be written as u=\'B, where N isan /-
vector of unknown coefficients. Given the break dates {1}, the coefficients are
estimated using the specification 10 with 'S, | replaced by A'B,_; (s0 A=
~B(1)A). The breaks {1} may cither be fixed a priori or estimated. In specifica-
tions in which they are fixed, we choose the breaks to divide the sample
equadly. In specitications in which they are estimated, they are chosen to mini-
mize the sum of squared residuals from the regression 10 with N'B,_, replacing
$b'S, . subject to the restriction that no break occur within a fraction 7 of an-
other break or the start or end of the regression period. In the empirical work,
7 i set to 7%, corresponding to approximately three years in our full data set.
When there is more than one break, the computation of the exact minimizer of
this sum of squares becomes burdensome, so we adopt a sequential estimation
algorithm in which one break is estimated, then this break date is fixed and a
second break is estimated and so forth. Recently, Bai (1995) has shown that
this algorithm yields consistent estimators of the break dates.

The TVP model is of the type proposed by Cooley and Prescott (19734,
1973, 1976), Rosenberg (1972, 1973), and Sarris (1973), although here the
time variation is restricted to a single parameter, whereas in the standard TVP
maode] all coefticients are permtitted to vary over time. Estimation of the TVP
model parameters and the NAIRU proceeds by maximum likelihood using the
Kalman filter. (A related exercise is contained in Kuttner [1994), where the
TVE framework is used 1o estimate potential output.) Standard errors of coef-
fictents in the TVP model are computed assuming that (4, — 1, w, — ;) are
jointly stationary, the same assumption as for the spline model. The standard
errors reported for the NAIRU are the square root of the sum of the Kalman
smoother estimate of the variance of the state and the delta-method estimate
of the variance of the estimate of the state (Ansley and Kohn 1986). Gordon
(1997 estimates the NAIRU using the TVP model in specifications similar to
those examined here. but does not provide confidence intervals for those esti-

mates,
.33 Maodels of the NAIRU Based on Theories of the Labor Market

An alternanive 1o these statistical models is to model the NAIRU as a func-
ton of observable Llabor market variables. Search models of the labor market
have proved usetul in explaining the cyclical components of unemployment
and provide o reasonable basis tor the existence of a short-run Phillips curve
isee, for example, Bertolaand Caballero 1993; Blanchard and Diamond 1989,
1900, Davis and Haltivwanger 1992: and Lavard, Nickell, and Jackman 1991).
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While most of the work with search models focuses on understanding cyclical
variation, these models also provide a conceptual framework for modeling the
NAIRU, which can be viewed as the model’s steady-state unemployment rate.

For our purposes, the key theoretical and empirical insight of the recent
search literature is that cyclical variation in unemployment is largely driven by
variation in inflow rates (job destruction) while longer-term trends in unem-
ployment are largely driven by changes in exit hazards from unemployment
(or equivalently, unemployment duration). Thus, unemployment exit hazards
and the underlying factors that theoretically should influence these hazards
may provide useful information for explaining the NAIRU.

We calculate the fraction of those recently unemployed who remain unem-
ployed (one minus the exit hazard) as the number of persons unemployed five
to fourteen weeks in a given month divided by the number of new entrants
into unemployment over the prior two months. To proxy for changes in search
intensity and reservation wages among the unemployed, we calculate the frac-
tion of the civilian labor force that is teen, female, and nonwhite. We also
consider three institutional features of the labor market that have been hypothe-
sized to affect search intensity and reservation wages: the nominal minimum
wage, the unemployment insurance replacement rate (e.g., the ratio of average
weekly benefits to average weekly wage), and the percentage of the civilian
labor force that are union members.

This leads to modeling the NAIRU as

(1) ' %,=W(WZ  (“Labor Market NAIRU”),

where Z is a vector of labor market variables. With the assumption that the
variance of AZ, is small, the derivation of equation 10 applies here as well,
with Z, replacing S,. Under the assumption that Z, is uncorrelated with &, in a
suitably redefined version of 10, then W(L) can be estimated by OLS.

5.3.4 Estimates of the NAIRU Based Solely on Unemployment

If expectations of inflation are unbiased and if the supply-shock variables
X, have mean zero or are absent, then the mean unemployment rate will equal
the NAIRU. Alternatively, one can simply posit without reference to a Phillips
curve that, over medium to long horizons, the unemployment rate reverts to its
natural rate. In either case, the implication is that univariate data on unemploy-
ment can be used to extract an estimate of the NAIRU as a local mean of the
series. For example, this view is implicit in estimates of the NAIRU based on
linear interpolation of the unemployment rate between comparable points of
the business cycle.

Our empirical implementation of the univariate approach starts with the aut-
oregressive model, u, — %, = B(L)(u,_, — %,_,) + &, where 4, follows one of
the models 8a—8c. For the spline model 8b, applying the derivation of equation
10 to the univariate model then yields
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(12) = 0'S,_ + B, , + &,

where b= —(1+3( 1))d. Estimation of equation 12 is by OLS, and the NAIRU
is estimated as —J)'S, Ja +f3(])). Estimation of the constant NAIRU model
is a special case with S, | = 1. Estimation of the break model proceeds by
replacing 'S, , with X'B, |, as described following equation 10, with the

modification that here A= —(1+(1 )))\

5.4 Confidence Intervals for the NAIRU: Econometric Issues

We brietly digress to discuss additional issues in the computation of confi-
dence intervals based on the models of the NAIRU other than the TVP model.
The approach described in section 5.2 for computing confidence intervals must
be moditied when the NAIRU is allowed to vary over time. To be concrete,
consider the spline NAIRU model 10, rewritten as

(13y 7 o= o= B, — $'S, )+ BEL)A,
+ (L)X, + 8(L)(m, | —m )+ &,

where B =X . B, Suppose interest is in tcs(ing the null hypothesis relat-
ing to NAIRU at a fixed time v = 1, @, = A, . Without loss of generality,.
suppose that the constant appears as the firsl spline regressor, so that S,_, =
(1.S., ). where S, denotes the additional spline regressors. Then the space
spanned by regressors {8} is equivalent to the space spanned by {S}, where
S, S, 8., Desoin particular there is a unique ¢ such that b'S, =
J»'.S' let & be pe uulmnul as («b,, (b ) conformably with .S .- By construc-

tion, .\, . (L0 sod, = d'S, | =, Then equation 13 Lan be rewritten

(14 7w Bh, =@, )+ bS,,  + BRL)AY,,

Wy Wy 1 T

Foy(LX, + o(Lym, , — )t e,

where d - 31 )J),

Because the hypothesis 7 = @, |, iImposes no restrictions on $.. B(1), or
the other coctticients, equation 14 can be used to construct an F-statistic test-
ing 2., 1., by comparing the restricted sum of squared residuals from 14
to the unrestricted sum of squared restduals, obtained by estimating 14 includ-
g an tercept. Evidently, contidence intervals for i, | can be constructed by
invertimg this test statistic, as discussed in section 5.2,

This procedure requires constructing separate regressors {8} for each date
of inferest. However, the special structure of the linear transformation used to
construct {8} and standard regression matrix algebra deliver expressions that
mahe this computationally etticient.

As mentioned in section 5.2, under the classical assumptions of exogenous
regressors and Gaussian errors, the Gaunssian confidence intervals have exact
coverage rates. In the application at hand, however, the errors are presumably
not normally distributed, and the regressors. while predetermined. are not
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strictly exogenous (for example, they include lagged dependent variables).
Thus the formal _]usllﬁcatlon for using these confidence intervals here relies on
the asymptotic rather than the finite sample theory.

An alternative, more conventional approach is to compute confidence inter-
vals based on the delta method, which is an asymptotic normal approximation.
However i=— u/B(l) is the ratio of random variables, and such ratios are well
known to have skewed and heavy-tailed distributions in finite samples. To the
extent that the estimated coefficients have a distribution that is well approxi-
mated as jointly normal, then this ratio will have a doubly noncentral Cauchy
distribution with dependent numerator and denominator. When B(1) is impre-
cisely estimated, normallty can provide a poor approximation to the distribu-
tion of this ratio. In this'event, confidence intervals computed using the delta
method may have coverage rates that are substantially different than the nomi-
nal asymptotic coverage rate.

The Gaussian and delta-method tests of the hypothesis #,=#, , have the same
local asymptotic power against the alternativer, =%, , + d / ﬁ where dis acon-
stant. Which test to use for the construction of conﬁdence intervals therefore
depends on their finite sample properties. With fixed regressors and iid normal
errors, the Gau551an test is uniformly most powerful invariant. However, the
1egressors include lagged endogenous variables, and the errors are plausibly
nonnormally distributed, at least because of truncation error in the estimation
of inflation. Thus, whlle the finite sample theory supporting the Gaussian inter-
vals and the questlonable nature of the first-order linearization that underlies
the delta-method intervals both point toward preferring the Gaussian test, the
exact distribution theory does not strictly apply in this application. Conse-
quently, neither the asymptotic nor the exact finite sample theory provides a
formal basis for selecting between the two intervals.

We therefore performed a Monte Carlo experiment to compare the finite
sample coverage rates and accuracy for the two confidence intervals, which is
equivalent to combaring the size and power of the tests upon which the confi-
dence intervals are based. The design is empirically based and is intended to
be representative of, if simpler than, the empirical models considered here. A
first-order vector autoregression in u, and A, (total unemployment and the
CPI) was estimated using eighty biannual observations from the first half of
1955 to the second half of 1994. In both equations, u,_, enters significantly
using the standard f-test at the 5% significance level, but the coefficient m,_, 1S
insignificant at the 10% level. To simplify the experiment, we therefore im-
posed these two zero restrictions. Upon reestimation under these restrictions,
we obtained

el
(15a) © . u,=.566 + .906u,_, + g,
and

(15b) CTw Am = B, + ey
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where (fi. p(1)) = (1.608, —0.260).
The data for the Monte Carlo experiment were generated accordmg to equa-
tion 15 for various values of (w,B(1)). Two methods were used to generate
the pseudorandom errors. In the first, the bivariate errors from the 1955-94
regression were randomly sampled with replacement and used to generate the
artiticial draws., When . and (1) take on the values estimated using the
1955-94 regression, this corresponds to the bootstrap. In the second {g,} was
drawn trom an iid bivariate normal with covariance matrix. set to the sample
covariance matrix of the restricted VAR residuals. v
The values of (., B) for which the performance of the procedures is investi-
pated are the point estimates for the biannual 1955-94 sample {1.608,
—(.26()), which correspond to an estimate of the NAIRU of 6.18, and three
selected values that Jie on the boundary of the usual 80% confidence ellipse for
(jx. f3) estimated from these eighty observations, specifically, (0.261, —0.026),
(0.394, —0.070), and (2.202, —0.404), which correspond to" values of the
NAIRU of 10.04, 5.63, and 5.45. i
Monte Carlo coverage rates of the two procedures are summarized in appen-
dJix table SA.1. The Monte Carlo coverage rate of the Gaussian interval is gen-
erally close to its nominal confidence level. In contrast, the coverage rate of
the 95% delta-method confidence interval ranges from 64% to 99%, depending
on pand B(1). Generally speaking, the deviations from normality of the delta-
method r-statistic are, unsurprisingly, greatest when B(1) is smallest in absolute
value. Evidently the coverage rate of the delta-method confidence interval is
poorly controlled over empirically relevant portions of the parameter space.
In finite samples, one of the intervals might be tighter in some sense than
the other, and if the delta-method intervals were substantially tighter in finite
camples, then some researchers might prefer the delta-method intervals to the
Gaussian intervals despite the poor coverage rates in some regions of the pa-
rameter space. We therefore investigated the tightness of the confidence inter-
vitls. or more precisely, their accuracy. The accuracy of a confidence interval
is one minus its probability of covering the true parameter, so it suffices to
compare the power of tests upon which the delta-method and Gaussian confi-
dence intervals are based. Because the tests do not have the same rejection
rates under the null, we compare size-adjusted as well as size-unadjusted (raw)
powers of the tests, The size-unadjusted power is computed using asymptotic
critical values; the size-adjusted power is computed using the finite-sample
critical value for which. for this data-generating process, the test has rejection
rate 3% under the null. The power was assessed by holding B(1) constant at
01.26 and varving i (cquivalently, ). The results are summarized in appendix
table 3A2. In brief. for alternatives near the null, the delta-method and
Giaussian tests have comparable size-adjusted power. However, f6r more dis-
tant alternatives, the Gaussian test has substantially greater power than the

delta-method test.
In summary. in this experiment the Gaussian intervals were found to have



(panuiuod)

leL 0l [39°01 [zeol
(YN) (VN) (YN (€01'D) sypoys Addns ou
VN 81'9 €69 SI9  S610—- (60" =VdAaL  (@IT) = ZIp6-10:€S
l6c0l o1l o1l
(€TLove)  (06€1°069 (06€1°069) (010
068 7209 ot'8 o8 PIE0- polewnso ‘syearq 7 (ZI7l)  ISE0AI0) (Z)YY SAISIOA auoN
[zs0l oo} [syol
(6I'L°sTy)  (08T1TTL)  GHE9°L0H)  (LT10)
99°¢ 81'9 188 s p8E0- porewnsa ‘syeaxq g (21Tl T = auoN
[L£0] [z 0l [¥e0l
10000 (169'86t)  (Lb8°L0L)  (289°80°S)  (091'0)
L8€ €6° YL 9LS  ISL0— siowy ¢ ‘ounds  (Z1'7)  1589010) (Z])YV PAISINGAI avoN
(6901 Y] l950]
(ssv'0)  (U68LIY)  (LL86TS)  (So8‘0l'y)  (9€1°0)
960 79 wiL 9€'S €Iy 0-— sjouy ¢ ‘durids (Tren Ta = SuUON
{os°0l [os0] fosol
©S80c)  (0S8°08S)  (0S8°089)  (£60°0)
VN 19 179 w9 1bT0— WEISUod  (gIgl)  ISEI910) (Z])YV SAISINDI auoN
(€50l [esol fgs°0]
(1¢'8 ‘vL'Y) (g8 vLd) aegvLy)  (S80°0)

VN 079 079 079 LITO- wmsuod (1Tl Ve =an auoN
NAIVN 1:0661 1:0861 1:0L61 {1 NAIVN (-1 ) AL JO UOTIRWIO ase)) aseg
1ueIsuo) O SIUBUIULINA( sSeTJo# WOJJ S3OUAII
10183~ J(JPAIIIUL QOUIPYUOD 366

uefssnen) NYIVN JO sjewnsyg pajos[as

MATVN 34} PUB .2t Jo SPPO dAneUIdN]Y 10) (1) pue QYIVN Y} Jo sajewysi pajadfas

- 'S 9lqEL



sasauuasred woage SanpeA-L g,
POYIdW vIfap 10§ 2 S1YIRIQ Ut s1011a pirpumg,

.AU/..JZ_:.J\:,F_ —: AT S1011D —J.:qﬂ:_:mq

‘uawAojdwoup) IOM-1IV ‘14D ueqin SWA-IV woyy & (61 12quad(1-6661 Amnuer) Ljguow st ases RALES gy

[st0l [+t0] lot ol
0000 (8¢9 '9z) (St'8 ‘82'9) U¥9°90t)  (£9z°0)
19°¢ 9r°g €€°L (s €60~ salgeues aymew-toqy @D se200) (T 1)yy astsanoas A BYTIRS
losol lst0] [+€0]
(981°0) (9t°9'30'+) (€0'8'¢9¢) (6r's ‘+7¢) (0970)
11 [3Y £6°9 96t 688°0— SAQELRS 1aNIRW-10GR] wren R clte-10sy
[cg0] {c80) (t60l
(VN) (VN) (VN)  (9610) sY0us Spddns ou
VN t1'9 6Lt t6'9 88C°0- (CI'=N)dAL cren ISEIUOL TV dsisinoag o loys
[s9°0] 0970 [99°0)
(WVN) (VN) (WNY  (stron sYous {pddns oy
VN 8t9 SL9 LY [gTo- (€O =1 dAL ron WERUOP(C 1YV av1sanaag Ito toyy
loc 1] [t1°1] [een]
(VN) (¥N) (VN) (I XG)] SYas pdidns ¢
VN £09 L 09 8P - (S =X1dAL ron =

Chro oy

JLTAIVN 1°0661 [:086] 1:0L6l Sy VN -2 Ao uoneun g My g
JueIuo )y - JosuruRuIN () SR o g UUDTRERURIRIT

JO WAL~y AIPAL 20uapy UL ¢

UBISNDITO) YTV o SATWING POy
tpon

H‘l. .o_._:—



215  How Precise Are Estimates of the Natural Rate of Unemployment?

poth less distortions in coverage rates and greater accuracy than the delta-
method confidence intervals. For this reason, when interpreting the empirical
results, we place primary emphasis on the Gaussian intervals,

55 Empirical Results for the Postwar United States

This section examines a variety of alternative specifications of the Phillips
curve in an attempt to assess the robustness of the main finding in section
5.2, the imprecision of estimates of the NAIRU. As in section 5.2, the base
speciﬁcations use monthly data for the United States, and regressions are run
over.the period January 1955-December 1994, with earlier observations as
initial conditions. Unless explicitly stated otherwise, all regressions control for
the Nixon price controls and one quarter’s worth of lags of shocks to food
and energy prices (PFE_CPI). Throughout, inflation is measured as period-to-
period growth at an annual rate.

Results for several baseline monthly models, using the all-items CPI for
urban consumers and the total unemployment rate, are presented in table 5.2.
The table provides results from each of the five models of the NAIRU given in
equations & and 11. The first column provides information on any changes
from the base specification. The second column describes the model for infla-
tion expectations; in table 5.2, estimates are reported for models in which in-
flationary expectations are equal to lagged inflation or, alternatively, equalto a
recursive AR(12) forecast. The third column gives the number of lags of infla-
tion and unemployment used in the models (twelve of each for these baseline
specifications), and the next column describes the NAIRU specification. The
final five columns of the table summarize the estimation results. The column
labeled B(1) shows the estimated sum of coefficients for the lags of unemploy-
ment entering the Phillips relation. The next three columns present estimates
of the NAIRU in January 1970, January 1980, and January 1990 with 95%
Gaussian confidence intervals and delta-method standard errors. The final col-
umn of the table presents the F-statistic testing the null hypothesis that the
NAIRU is constant. (This was computed for the spline, break, and labor market
models only. Evidence on time variation in the TVP model is discussed below.)

The confidence intervals in table 5.2 are comparable to those discussed in
section 5.2. For example, the tightest estimate of the NAIRU in January 1990
among the models reported in table 5.2 is 5.93 with a 95% Gaussian confidence
interval of (4.98, 6.91). In this case, the NAIRU is modeled as a cubic spline
and inflationary expectations come from a recursive AR(12) forecast. The
NAIRU estimates are fairly similar across the specifications, and the point
estimates across the different specifications fall within each confidence inter-
val in the table. The models that allow for a time-varying NAIRU generally
suggest that the NAIRU was approximately 1-2 percentage points higher in
1980 than it was in 1970 or 1990. However, due to the imprecision in estimat-
ing the NAIRU, typically only the models with recursive AR(12) forecasts of



216

Douglas Staiger, James H. Stock, and Mark W. Watson

mitlation reject the nudl of a constant NAIRU. (P-values for the F-tests are not
reported tor the break model with estimated breaks because the statistics do
not hinve standard £ distributions under the null of no breaks.)

An important factor contributing to the imprecision in the estimates of the
NAIRU s that (3010 is generally estimated to be small. If B(1)=0, then unem-
ployment enters the Phillips relation only in first differences; the level of the
unemployment rate does notenter the cquation. In this case, the NAIRU is not
wentihied from the Phillips relations. Although the hypothesis that B(1)=0can
be rejected at conventional levels for most of the models reported in table 5.2.
the rejection is not overwhelming for many of the specifications. In other
words, the estitmates for most specifications are consistent with small values
of (3 1), which would lead to imprecise estimates of the NAIRU. It is notewor-
thy that the specitications with the largest estimates of (1) also report the
amdlest contidence intervals for the NATRU. This is a general property of the
afternative specifications reported in the subsequent tables.

We investizate the robustness of the estimates to alternative inflation and
uncmploy ment series in table 5.3, In this table, we consider models using in-
fation computed using the CP1excluding food and energy, and the unemploy-
ment tate tor prime-aged males (age 25-54), or alternatively, the married-male
unemploviment rate. For simplicity, only results for constant NAIRU and spline
NAIRE models are reported, and models in which inflationary expectations
ae ether 7 7, , or are derived from a recursive AR(12) forecast. Once
again, the most striking fact seen in these specifications is the large confidence
intersals tor all estimates of the NAIRU. In fact, the basic findings do not
appeat to be particularly sensitive to the choice of the inflation or unemploy-
ment series exeept, of course, the NAIRU is estimated to be lower in models
usiny prime aged-male and especially married-male unemployment. As in ta-
hle 8.2, models using the recursive AR(12) inflation forecast tend to estimate
the Lirpest values of By and the tightest confidence intervals for the NAIRU.

The sensitivity of the estimates to the specification of inflationary expecta-
tons s amvestigated i table 5.4, Again, only constant NAIRU and spline
NAIRU models are considered. The various specitications report alternative
methods of forming inflationary expectations. In forming AR(1) expectations,
we used o median unbiased estimate of 0.984 for the largest autoregressive
toot of imtlation, and the endpoints of the 90% confidence interval of (0.963,
ooy Inaddinon, table S544 also reports estimates based on levels of inflation
and estimates based on the univariate (unemployment-only) approach of sec-
ton S 3 A the carlier tables, there is a striking similarity in the estimates
and standard errors across models. For example, the univariate estimates of the
NAIRU based only onunemployment are not very different (and no more pre-
viver than the Phalhips cunve estimates with spline NAIRU from table 5.2, Simi-
Lerls the NATRT results are not much aftected by alternative methods of form-
ey antlabonany expectanions, The one exception is when the model is
cstimated m levels of mflaton, rather than deviations from expectations. How-
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71 How Precise Are Estimates of the Natural Rate of Unemployment?

ever, the spline estimates of the NAIRU with inflation in lev els are implausibly
luge: nearly 11% in January 1980 and well over 7% in January 1990. The
estimates from this specification are, we suspect, biased by the near unit root
ininflation.

The sensitivity of the results to the choice of lag length is investigated in
fable 5.5. The ﬁyst three rows present models that include contemporaneous
uemployment ip three baseline specifications. For these baseline specifica-
tions. we also report alternative estimates when lags are chosen by the Bayesian
information criterion (BIC). The results are not'sensitive to these changes. It is
worth nothing that the lag lengths selected by BIC are generally shorter than a
year, occasionally much shorter.

Table 5.6 investigates the scmili\'il\' of the results to a variety of other speci-
fication changes. As in tables 5.3 and 5.5, we focus on baseline specifications
for the NAIRU and mﬂanomlrv L\pulanons The first eight rows of the table
report results for models with more and less flexible specifications of spline
NAIRU and breal\ NAIRU. The next three rows report models that do not
coutrol for supply shocks. The final three rows report results for models that
use the log of the unemployment rate in place of unemployment in levels (al-
though NAIRU is reported in levels in the table). This final alteration permits
considering a lov linear Phillips relation. Comparing these results to those of
table 5.2, it is apparent that the results are not particularly sensitive to any of
these specification changes. For example, the specifications in table 5.6 that
use spline NAIRU and recursive AR(12) forecasts of inflation give estimates
and confidence intervals for the NAIRU that are all quite similar to each other
and also to the cpmpamble results in table 5.2

One possibility is that the imprecision in the NAIRU estimates are a conse-
quence of using noisy monthly data, and that the estimates will be more precise
when temporally aggregated data are used. Table 5.7 therefore reports selected
models using quarterly data, and documents that the lack of precision in the
NAIRU estimates is not a consequence of using monthly data. The first eight
specifications in table 5.7 correspond to baseline specifications reported in ta-
ble 5.2 using monthly data, and the estimates of the NAIRU and its confidence
interval are littleichangcd (although confidence intervals are slightly smaller
using quarterly data). The next three specifications present models using infla-
tion constructed from the GDP deflator (which is not available at the monthly
level). These models yield similar estimates of the NAIRU but confidence in-
tervals that are }ioticeably larger. The final three specifications use inflation
tonstructed from the fixed-weight personal consumption expenditure (PCE)
deflator (one of the series used by the Congressional Budget Office [1994] and
by Eisner [1995] in their estimation of the NAIRU). These specifications also
Yield results that are quite similar to the baseline models.

Table 5.8 investigates the sensitivity of the estimates to specifying infla-
tionary expectations as ether Livingston or SPF forecasts. Models using the
Livingston forecast are estimated using semiannual observations that conform
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228 Douglas Staiger, James H. Stock, and Mark W. Watson

with the timing of the Livingston forecasts (taken in June and December),
while models using the SPF forecasts use the GDP deflator and limit the sam-
ple to tirst quarter 1971 to fourth quarter 1994 (or in some cases first quarter
1973 to fourth quarter 1994) because the SPF forecasts began only in fourth
quarter 1968. For each forecast, we present both constant NAIRU and spline
NAIRU models for baseline specifications (with one year of lags) and models
in which lags are chosen by BIC. The estimates of the NAIRU over the entire
sample for both these series are notably higher than for other methods of ex-
pectations formation. This is a consequence of the survey participants’ under-
estimating inflation on average over the history of the surveys. Otherwise the
estimates are generally similar to earlier tables. The exception is the rather
tight confidence intervals based on the SPF forecast in the spline model with
one year of lags.

Tuble 5.9 further investigates the performance of models of the NAIRU
based on labor market variables. For our base specifications, we report results
when the NAIRU is modeled using various subsets of the labor market van-
ables discussed in section 5.3.3. It is apparent that no combination of these
Jabor market variables yields precise estimates of the NAIRU. The most pre-
cise Gaussian confidence interval for the NAIRU in January 1990 is (4.26,
6.38), which is for a specification that uses all of the labor market variables. In
the models using monthly data, the only determinant of the NAIRU that is
individually significant is the unemployment exit hazard, and it has the ex-
pected negative relationship with the NAIRU. In the models using quarterly
data, the only determinant of the NAIRU that is individually significant is the
fraction of the labor force in their teens. A larger fraction of teens is associated
with a higher NAIRU, as would be expected. As a group, the demographic
variables tend to be the most significant predictors of the NAIRU, primarily
in models with recursive forecasts of inflation. On balance, the labor market
variables appear to enter the model as expected, but fail to provide estimates
of the NAIRU any more precise than do the statistical models.

The one set of specifications in which it is possible to obtain tight confidence
intervals is that which includes long lags of inflation. Several such specifica-
tions are reported in table 5.10. To facilitate a comparison with delta-method
standard errors reported by Fuhrer (1995) and King, Stock, and Watson (1995),
i this table the delta-method standard error is reported in brackets. The first
specitication is essentially the specification in Fuhrer (1995) and Tootell
(1994) (they use only one quarterly lag of unemployment); the delta-method
standard error o1 0.37 in table 5.10 is similar to the delta-method standard error
reported by Fuhrer (1995) of 0.33. (The specifications in table 5.10 are for
quarterly data, but tight confidence intervals can also be obtained using thirty-
sy lags of A, with monthly data.) However, the more reliable Gaussian con-
idence intervals remain relatively large. Furthermore, the Akaike information
criterion (AIC) and BIC choose the substantially shorter lags (2, 3), for which
the delta-method standard error is (.84, Moreover, a conventional F-test of the
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significance of the additional nine lags of inflation in the first specification has
ap-value of .49. Thus the statistical support for the long-lag specification ap-
pears to us to be thin.

Similar or tighter confidence intervals obtain when three years of lags are
ued with the spine NAIRU models. For example, when 7 is constructed by
recursive AR(4) for the spline model, the delta-method standard error for the
NAIRU in the first quarter of 1990 is less than 0.3, although once again the
Gaussian confidence interval remains relatively large. However, the additional
lags in the (2,12) and AIC specifications are statistically insignificant at the
5% level, relative to the BIC-chosen lags of (2,1), for which the delta-method
standard error is 0.53.

The tightest confidence intervals occur for long-lag specifications using the
SPF forecast for 7. (Because these models are estimated over a shorter time
span, the maximum number of lags is set to two years for the AIC and BIC
specifications with the SPF forecast) The AIC specification with spline
NAIRU has a delta-method standard error of 0.13 in the first quarter of 1990,
and the Gaussian confidence interval is similarly tight. Unlike the other long-
lag specifications, these additional lags are significant at the 5% (but not at the
1%) significance level, relative to the BIC-chosen lags. Note that the point
estimate of B(1) in these long-lag specifications with SPF inflation expecta-
tions is substantially larger than for the other specifications. In our view, the
apparently tight estimates for the NAIRU in these specifications reflect over-
fitting the model, given the relatively short time span.

Our main conclusion from these long-lag results is that, for selected combi-
nations of unemployment series and inflationary expectations, it is possible to
estimate apparently tight confidence intervals for the NAIRU when long lags
of inflation and a flexible NAIRU model are used. However, the additional
lags necessary to obtain these tight intervals are not selected by the BIC and
indeed are not statistically significant, with a single exception. The statist.ical
evidence for using these long lags is therefore lacking, and the associated tight
intervals therefore are plausibly statistical artifacts that are a consequence of
overfitting. :

Time series of estimates of the NAIRU and associated (pointwise) conﬁ-
dence intervals are presented in figures 5.6-5.10 for selected alternative speci-
fications. The TVP estimate of the NAIRU and its confidence interval are plot-
ted in figure 5.6 for the case A=.15, with inflationary expectations formed as
m¢ = 7_,. For the TVP model, the highest value of the like.lihoc.)d occurs at
\=0, corresponding to a constant NAIRU. However, this estimation problem
is similar to the pfoblem of estimating a moving average root when the root 18
close to one, and the maximum likelihood estimator (MLE) can have a mass$
point at zero when the true value is small but nonzero.

Figures 5.3-5.10 provide an opportunity to compare the fieha'meth"d a“fj
Gaussian confidence intervals. The delta-method confidence intervals are t)fpl-
cally tighter. Genérally, however, the two sets of confidence intervals have sim-
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Yeor

Fig. 5.6 ‘TVP estimate of NAIRU (thick line), 95% delta-method confidence
interval {dashes), and unemployment rate (thin line)
Notes: A 015, w0+ w, . monthly, January 1953—December 1944,

ilar qualitative features. In many cases, the confidence intervals contain most
observed values of unemployment. An exception to this is the confidence inter-
vals based on the Livingston and SPF forecast. For example, according to the
Livingston estimates, unemployment was outside the 95% confidence band.
and indeed far (over 2 percentage points) below the point estimate of the
NAIRU. for most of the fifteen years from 1965 to 1980 fig. 5.10). Mechani-
cally, the explanation for this is that during this period the Livingston forecast
systematically underpredicted inflation. This consistent misestimation of even
the average level of inflation raises questions about the reliability of this fore-
cast as a basis tor the NAIRU calculations. In particular, this casts further
doubt on the relatively precise estimates found in table 5.10 using the SPF
survey,

These results confirm the finding in table 5.1 that the NAIRU is measured
quite imprecisely. This conclusion is insensitive to model specification. It is
not solely a consequence of the NAIRU being nearly unidentitied when B(1)
is near zero, because comparable confidence intervals obtain when the NAIRU
is estimated using the univariate unemployment model. Because of the nonlin-
carity of the estimator of the NAIRU., delta-method confidence intervals may
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- |

55 60 65 70 75 80 85 30
Year

Fig. 5.7 Spline estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-methed confidence interval (short dashes), and unemployment
Notes: m¢ = ,_, monthly, January 1955-December 1994, (12,12) lags, CP1, prime-age-male un-
employment. s

have poor coverage rates, and we have therefore relied on Gaussian confidence
intervals instead. Although the empirical Gaussian confidence intervals are
typically wider than delta-method confidence intervals, as can be seen from
the figures, the géneral conclusions-are little changed by using delta-method
intervals instead. - «

.
5.6 Discussion and Conclusions

There are at least three different types of uncertainty that produce impreci-
sion of the estimates of the NAIRU. The first is the uncertainty arising from
not knowing the parameters of the model at hand. All the confidence intervals
presented in this paper incorporate this source of imprecision, and the Monte
Carlo results in section'5.4 suggest that the Gaussian confidence intervals pro-
vide reliable and accurate measures of this imprecision.

A second source of uncertainty arises from the possibly stochastic nature of
the NAIRU, and only.the TVP confidence intervals include this additional
source. Consider for example the break model of the NAIRU. In the implemen-
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n0

Year

Fig. 5.8 Spline estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-method confidence interval (short dashes), and unemployment
Notes: m¢ = m,_, monthly, January 1962-December 1994, (12,12) lags, CPI excluding food and
energy, married-male unemployment.

tation here, the breaks are treated as occurring nonrandomly and, once they
have occurred, are treated as if they are known with certainty. An extension of
this model, which is arguably more plausible on a priori grounds, would be
that the NAIRU switches stochastically among several regimes, and that at a
given date it is unknown which regime the NAIRU is in. While the point esti-
mates of the NAIRU in this regime-switching model might not be particularly
different from those for the deterministic break model, the confidence intervals
presumably would be, because the stochastic-regime model intervals would
incorporate the additional uncertainty of not knowing the current regime. The
TVP model incorporates this additional source of uncertainty because the
NAIRU is explicitly treated as unobserved and following a stochastic path.
From our perspective, it is desirable to incorporate both sources of uncertainty
in construction of confidence intervals. However, incorporating the second
source of uncertainty increases the computational burden dramatically, so it
would have been impractical to estimate the large number of models reported
here using an explicitly stochastic model of the NAIRU. As a consequence, the
confidence intervals for the NAIRU for the spline and break models arguably
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! 1 1 L 1 1 1 1

35 60 65 70 75 80 85 90

Year

Fig. 5.9 Spline estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-method confidence interval (short dashes), and unemployment

Notes: w; = Survey of Professional Forecasters, quarterly, first quarter 1973~fourth quarter 1994,
BIC lags, GDP deflator, total unemployment.

understate the actual imprecision that arises from unpredictable movements in
the NAIRU itself. «

A third source of uncertainty arises from the choice of specification (in text-
book terminology, not knowing which of the models is “true”). To the extent
that imprecision of estimates of the NAIRU has been mentioned in the litera-
ture, it has ten_déd to be this type of uncertainty, as quantified by a range of
point estimates from alternative, arguably equally plausible specifications.
None of the confidence intervals presented in this paper formally incorporate
this uncertainty. However, a comparison of the point estimates and confidence
intervals in tables5.3-5.10 for plausible alternative specifications indicates
that informally incorporating this additional source further increases the uncer-
tainty surrounding the actual value of the NAIRU.

A central conclusion from this analysis is that a wide range of values of the
NAIRU are consistent with the empirical evidence. However, the unemploy-
ment rate and changes in the unemployment rate are useful predictors of future
changes in inflation. While these two results might seem contradictory, they
need not be; in principal, changes in unemployment could be strongly related
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Year

Fig. 5.10  Spline estimate of NAIRU, 95% Gaussian confidence interval (long
dashes), delta-method confidence interval (short dashes), and unemployment
Notes: 7 - Livingston survey, semiannual, first half 1955-second half 1994, BIC lags, CPI, to-
tal unemployment.

to future changes of inflation, but the level of unemployment could enter with
a negligibly small coefficient. In most of the specifications here, this slope,
B(1). is small (in the range —0.25 to —0.45) and imprecisely measured, al-
though it is statistically significantly different from zero. This corresponds to
the fesson from figure 5.1 that the value of unemployment corresponding to a
stable rate of inflation is imprecisely measured, even though an increase in
unemployment will on average be associated with a decline in future rates of
inflation.

It should be cautioned that the conclusion of imprecision relates to conven-
tional methods of estimating the NAIRU and to several time-varying exten-
sions. Although we have examined a large range of specifications and found
this conclusion robust, future research might produce new, more precise meth-
ods of estimating the NAIRU.

An obvious next step is the analysis of monetary policy rules in light of
these tindings. We do not undertake a thorough investigation here but offer
some initial thoughts on the matter. Recent work on monetary policy in the
presence of measurement error (for example Kuttner 1992; Cecchetti 1995) is
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consistent with placing less weight on poorly measured targets. In this Spirit,
atrigger strategy, in which monetary policy takes a neutral stance until unem-
ployment hits the natural rate and then responds vigorously, is unlikely to pro-
duce the desired outcomes because the trigger point (the natural rate) is poorly
estimated. Clearly, under a trigger strategy it matters whether the NAIRU is
five or seven percentage points. In contrast, a rule in which monetary policy
responds not to the level of the unemployment rate but to recent changes in
unemployment without reference to the NAIRU (and perhaps to a measure
of the deviation of inflation from a target rate of inflation) is immune to the
imprecision of measurement that is highlighted in this paper. An interesting
question is the construction of formal policy rules that account for the impreci-
sion of estimation of the NAIRU.

Appendix’ _‘
Results of Monte Carlo Experiment Comparing Delta-
Method and Gaussian Confidence Intervals

Table 5A.1 7 Finite Sample Coverage Rates of Delta-Method and Gaussian
"' "Confidence Intervals

Quantiles of Delta-Method

t-Statistic Monte Carlo Coverage Rages
Delta Method Gaussian
B(1) u , 010 0.50 0.90 90% 95% 90% 95%

A. Errors Drawn from the Empirical Distribution

-0.26 —0.01 0.82 0.98 0.99 0.89 0.94
-0.03 —1.21 0.03 0.58 0.64 0.89 0.94
-0.07 0.09 1.04 0.96 0.98 0.88 0.94
-0.40 ~-0.04 1.16 0.96 0.98 0.88 0.94
B. Gaussian Errors
-0.26 0.00 0.84 0.98 0.99 0.88 0.94
-0.03 —-1.19 0.03 0.59 0.64 0.89 0.94
-0.07 0.09 1.01 0.96 0.98 0.09 0.94
-0.40 —0.05 1.13 0.96 0.99 0.89 0.94

Notes: Data generated using a restricted VAR(1) as described in the text. Based on 10,000 Monte
Carlo replications, with eighty observations (plus sixty startup draws).

Fae
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Table 5A.2 Finite-Sample Power of Delta-Method and Gaussian Confidence Tests,
Probability of Rejecting the Null Hypothesis i, 6.18
Size Unadjusted Size Adjusted
(asymptotic critical values) (adjusted critical values)
Delta Method Gaussian Delta Method Gaussian

u 10% 5% 10% 5% 10% 5% 10% 5%
2.00 0.56 0.46 1.00 0.99 0.74 0.66 1.00 0.99
3.00 0.55 0.43 0.98 0.97 0.73 0.65 0.98 0.97
4.00 0.47 0.34 0.90 0.84 0.70 0.60 0.89 0.83
5.00 0.22 0.13 0.53 0.41 0.48 0.35 0.50 0.38
6.00 0.03 0.01 0.12 0.07 0.12 0.06 0.11 0.06
6.18 0.02 0.01 0.11 0.06 0.10 0.05 0.10 0.05
7.00 0.08 0.04 0.35 0.24 0.28 0.16 0.32 0.21
8.00 0.32 0.19 0.84 0.75 0.62 0.48 0.82 0.73
9.00 0.47 0.33 0.98 0.97 0.71 0.61 0.98 0.96
10.00 0.51 0.39 1.00 0.99 0.72 0.63 1.00 0.99

Notes: Data generated using a restricted VAR(1) with B(1) = —(.26, as described in the text. The column
headers 10% and 5% refer to the nominal level of the test (this is 100% minus the nominal confidence
level of the associated confidence interval). The size-unadjusted results are the rejection rates computed
using the asymptotic critical value from the x? distribution. The size-adjusted results are computed using
the finite-sample critical value taken from the Monte Carlo distribution of the test statistic computed
under the null # = 6.18. Based on 10,000 Monte Carlo replications, with eighty observations (plus sixty

startup draws).
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Comment Alan B. Krueger

The twin facts that the U.S. unemployment rate has been below 6%-—which
many economists and macro textbooks consider the natural rate of unemploy-
ment— for over fourteen straight months, while the inflation rate has remained
comfortably below 3% with little sign of acceleration for three years, have set
off a debate on whether the natural rate has declined. This paper moves this
debate forward, about as far forward as the time-series data would permit.

The paper raises an important question: How well can we measure the natu-
ral rate? Surprisingly, hardly any paper in the previous literature has estimated
the standard error of the natural rate. To fill this void, Staiger, Stock, and Wat-
son estimate a wide variety of models that are common in the literature—
indeed, the total number of parameters they estimate exceeds the total number
of monthly observations in their sample. Because the natural rate in an
inflation-unemployment Phillips curve is a nonlinear function of the estimated
parameters, calculating the standard error of the natural rate is not entirely
straightforward. Staiger, Stock, and Watson use two methods for calculating
the standard error and confidence interval for the natural rate: the delta method
and a “Gaussian” procedure. Their Monte Carlo results tend to favor the
Gaussian method, which tends to yield larger confidence intervals. It is unusual
to find a paper that devotes more attention to the standard errors of the esti-
mates than to the estimates themselves; it is even more unusual to be interested
in a paper for precisely that reason.

Their findings are sobering. For two reasons, the data are incapable of distin-
guishing between a wide range of estimates of the natural rate. First, a variety
of plausible models yield widely differing estimates of the natural rate at a
point in time (e.g., models with varying assumptions about expectations, or
models that include varying explanatory variables). For example, the point es-
timates of the natural rate in table 5.2 range from 5.4 to 6.4% in 1990. Second,
as the authors stress, the standard errors of the estimated natural rates are quite
large—a typical 95% confidence interval runs from 5 to 8%. Staiger, Stock,
and Watson conclude that this range is too wide to make monetary policy on
without explicitly taking into account measurement error. This conclusion is

Alan B, Krueger is the Bendheim Professor of Economics and Public Affairs at Princeton Uni-
versity and a research associate of the National Bureau of Economic Research.
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