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We use recent rescarch ou estimation and testing in the prescuce of unit roots to argee that Hall’s
(1978) - ana #-tests of whetber consumption is predicted by lagged income, or by lags of
consumption bevond the first, sre asymptotically valid. A Monte Carlo experiment suggests that
the asymptotic - and F-distributions provide a good approsimation to the actual finite-sample
distributicn.

1. Introduction

Are regression tests of the permanent-income model of consumption valid-
when consumptien and incomse have unit roots? Recent research on =stimation
and testing in the presence of unit roots has emphasived that standard
procedures are often asymptotically valid even with stochasticaily growing
regressors. In this paper, we use these developmentis to show that Hall’s (1978)
- and F-tesis of whethor consumptior is predicted by ‘agped income, or by
additional lags of conswmption beycud the first, are legitimate under some
standard assumptions - wout the firsi differences of consu.nption and income.

This resuit might at first sccm surprising, since in their study of Flavin’s
(1981) test i the peimoanent income model Mankiw and Shapiro (1985)
presented dramstic ¢ . e that “if income is indeed a andom walk, then the
stancard testing proceds o is greatly biased toward fincing ex.aas separtivity’
of consumption to <« urent income (p. 165\ This cudenc s of uourse
Lobisisteitt with vae results of many other siudies thar shov hat standard
vrocedures may by severely biased ia the presoues of umt woots {e.g., uller
¢1976), Nelscn and Kang (1981)]

*We thank Ben Bernauke, Larry Christiann, Mils Gonirios, N (pregoss Mankin,
Plosser, an anonymcus referee and participanis in a seminar at e bmvvm ¢ of Baciesicr for
helpful commentis :ad discussions, and the National Science Fourslztion for fiancial suppott.
This paper was written while Stoc. was a Natic. al Fellow at the Hocver Institution,
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Sier sovd oncadure: 203 aot, however, always misleading when the regres-
3T5 s . TuL L0018, S; 13, Stock and Watson (1986) and West (1986) show
{ovee wig wonectc WUary regressors the usual testing procedures are
aaympt... 2l valid if ¢ regression cam be rewrit’zn so that the coefficients of
Wt opast c¢ 02 tPtiona. - ZEro mean regressor:. ¥a particular, if consumption
ain ineowy cre Ciffere: 3-stationar - and cowtegraied - as is argued em-
picaiziy o0 T pbed (187) and Eugle ano Granger (1987), and as the
PETRes - e me wodel implies - dal’s (1978) regression can be rewritten
ok “uﬁ @y . The -wesence or . sence of a time trend is not relevant to this
S Sioek ond Watson 1986)] The essential distinction between
s (; /T8, ard Maukiw and Sk ipiro’s (1985) regressions is that while Hall
uded » iny #f consumption as a regressor, Mawkiw and Shapiro (1985) did

‘23 s=rrrgly minor discrepancy means that Hall’s regression can be

VR

: ‘m e: necessary fashion, Mankiw and Shap.ro’s cannot. This im-
ceman’ o1 e emphasizes the general proposition that integration and
con’sl sxtion. preperties of the regressors matter for the distribution of test
sfadisdos, w'e :yake this argument precise in section 2.

0f “ewess, <22 finite-sample performance of these tests might differ substan-
: 2z predicted by asymptotic theory. To investigate this possibility,
n "~ we eport the results of some Monte Carlo experiments based on a
cvine'giates m- del of consumption and income. The support for the asymp-
ke o Jlramatic: in a sample of size 100, ¢- and F-tests based on the
» asymintotic critical values are found to reject in 4% to 7% of the

We cautiiot he reader that we are not sug,.siivg that standard prcwdures
we alw.ys valid in the presence of unit roots. The arguments concerning
non-ste odars cistributions in Mankiw and Shapiro (1985), for example, are
appro.ridts 1 many circumstances. Rather, we are explaining that standard
testing, procy jures are appropriate in many other cizcumstances. Determining
whes e us.al asymptotic: apply requires a careful examination of the
integr:-tion, :rend and cointegration properties of the regressors.

2. The model and tests

V¥e adopt Flavin's (1981) interpretation of the permanent-income model.
Consumption (C,) equals permanent income, the annuity value of the sum of
human wealth (k,) and non-human wealth (w,):

C=rw+r(1+r)"'h,

ol -
h=E X (0+r)"y,, (M

i=0

we=0+r}w_ +5_,-C.,.
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In (1), » is the real interest rate, j, is labor income, and E, denotes
expectations conditional on the consumer’s information set (assumed to be
equivalent to linear projections). Thus consumption is proportional to the sum
of human wealth - the expected present value of future labor income — and
accumulated savings.

Flavin {1981) showed that (1) implies that the chang_ in consumptwn equals
the unpredxctable change in the annuity value of labor income, ie., that
AC,=C,— C,_,=r(h,—E,_,h,)=¢, This leads to Hall's (1978) famous con-
clusxon tha; son'sumpucn follows a random walk: C,=C,_, +¢,, where E,_,¢,
=0.

Current savings can also be obtained from (1). Let ¥? be disposable
income, ¥ =y, + rw,. Substituting the expression for human wealth into the
first expression in (1),

B Ytd_CtEyt'*'mt_C!

=-r(l «I—r‘)ﬁ1 E: ¢ '*")—j(Etij_y')
P @

20 s
== Z E:(l +’)ﬂJAy:+j'

=1

Thus current savings is the negative of the expected presen: discounted
value of changes in future labor income, as emphasized by Campbell (1985).
This implies that C, and ¥? are cointegrated in the sense of Granger (1983)
and Engle and Granger (1987). Following Nelson and Plosser (1982) and
Maniziw and Shapiro (1985), suppose first that y, has a unit root with possibly
non-zero drift — the case considered in our Monte Carlo experiments — so that
Ay, is stationary with possibly non-zero unconditional mean a. Then (2)
implies that Y? — C, =« + u,, where x = —r~'a and u, is stationary with mean
zero and finite variance. That is, ¥ and C, individually have unit roots, but
Y3~ C, is stationary.! Alternatively, suppose that y, is stationary with a
non-zero mean; again, (2) implies ¥? and C, are cointegrateC. Although so far
Y2 and C, have been assumed to have zero drift, we generalize this to let
EAY" EAC, = p, so that Y - C, is stationary.

‘vianlnw and Shapiro ( 1985) follow Flavin (1981) and consider testing the
random-walk prediction using detrended data. One of their tests is the r-test of
« =0 in tae regression

AC,=p+aY +8t+e,. 3)

! More precisely, if Ay, hasaﬁmtespecmldeamy,thmdwvmonbeﬁnﬂcxprcssmnm
(3) will be finite, so that ¥3 — C, will be stationary. Engle and Granger (1987) provide empirical
evidence that mlpa'—capm non-durables consumption and income are ¢vintegrated.
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Mankiw and Shapiro (1985) assume that income is 2 prre rindom walk with
drift and that the consumer uses only past income to forecast future income.
Since in this framework Y¢= C,+ x, the test (3) is equivalent to regressing C,
on C,_,, a constant and a time trend and iesting whether th¢ coefficient on
lagged consumption is one, where C, is a random walk under the null.?2 The
theoretical and Monte Carlo results in Fuller (1976) and the Moate Carlo
results in Mankiw and Shapiro {1985) show that there is a strong tendency
towards incorrectly rejecting the null hypothesis that # =0 in (3). Indeed,
Mankiw and Shapiro (1985, table 2) find that if the usual 5 percent critical
value for a ¢-test is used in a sample of size 100, the null is rejected 61 percent
of the time. As illustrated in Banerjee et al. (1986), the poor finite-sample
performance is indicative of non-standard asymptotic behavior of the s-statis-
ticon 7.

Neither Fuller’s (1976} nor Mankiw and Shapiro’s (1985) analysis, however,
is relevant to the regressions of the form reported by Hall (1978),

C,=[L+BC,_1+YI'IY,d_1+ te +‘3pyxd—p+€n (4)
in which #,= -+ =#,=0, and, in general, C,+«+ Y/, under the null

hypothesis. Although either (3) or (4) can be used to test the random-walk
hypothesis, the statistical properties of the test statistics based on the two
regressions are different indeed. The key statisticai difference between the
regressions (3) and (4) is that, even though income ha: a unit roct, the
coefiicients on income in (4) can all be written as coefficients on mean zero
stationary variables, whereas in (3) this is impossible. It is impcssible for (3)
sizce no linear combination of a time trend and a variable with a unit rcot is
stationary. By contrast, the right-hand side of (4) can be rearranged to yield

C=(p+mx+--- +mi)+ (B rm+ - +7,)C_,
+1r1(Y“_1—C,_1-x)+ +WP(Y,"_’-C,_1—K)+5,, (5)
or
C=m+¢C_1+6,(Y,-C_;—~x)
+ e +0P(Y,"_‘,—C,_l—x)+e,, 5
where m=p+ak+ --- +mx,¢=(B+m+ --- +=,) and 6, =, Since the

Actually, Mankiw and Shapiro (1985, p. 169) assume that consumption and income are
detrended in initial regressions, aad that AC, is then regressed against Y9. As they note in their
footnote 4, however, this is numr-rically equivalent to estimating the trend simultancously, as in
ou eq. (3).
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OLS estimators of {6} in (5’) are algebraically identical to the OLS estima-
tors of {a,} in (4), the null hypothesis could be tested using either regression.

The fact that (4) can be rewritten as (5) means that some standard resulls
hold (given, of course, some standard assumptions about AC, and AY?). When
time is excluded as a regressor and consumption and income have non-zero
drift, Theorem 1 of Sims, Stock and Watson (1986) and Theorem 3.1 of West
(1986) imply that the OLS estimators of {#,} are jointly asymptotically
normally distributed, converging at the rate T'/2, Theorem 2 of Sims, Stock
and Watson (1986) and Theorem 3.4 of West (1986) imply that 7 or F-tests
examining any or all of these estimated coefficients have the usual asymptotic
distributions. The theorems in West (1986) show that these results hold even if
¢, is conditionally heteroskedastic.’ The theorems in Sims, Stock and Watson
(1986) show that these results hold even if a time trend is included on the
right-hand side of (4), and corsumption and income have zero drift. The key
condition is that it is possible t: rewrite the equation so that the coefficients of
interest are on mean zero siztionary variables.* The asymptotic normal
distribution follows becanse the stationary and mean zero regressors {¥, -
C,_y—«}, i=1,..., p, are asympiotically uncorrelated with the other re-
gressors in (57). Thas {4} have the usual joint asymptotic normal distribution,
and converge at the usnal T7Y2 rate.’

It is useful to contrast the asymptotic distribution of the coefficients on
lagged income with that of the coefficients on lagged stock prices, which Hall
(1978) also used to tes: the unpredictability of consumption changes. Suppose
that stock prices have a unit root, but that consumption and stock prices are
not coiniegrated.® Ther Hall’s (1978) F-tests of the predictability of consump-

3In such a case, it is appropriate to use the standard Hansen (1982) and Newey and West (1987)
adjustment for conditioral heteroskedasticity. West (1986) also shows that the standard formules
would apply if the disturbance ¢, were autocorrelated, or if one were estimating (4) by two-stage
least squares or Hensen’s (1982) two-step, two-stage least squares (although neither of these is 8
relevar:t possibility, in the present example).

“There is no unique way to rewrite {#;} as coefficients on mean zero, stationary variables. For
examgle, an alternative approach would be to write p — 1 of these as coefficients on (A2, — p),
i=1,...,p—1. Howrer this is unimportant: the transformation is needed only to show the
existeace of such & rewriting, and sesis based on all snch transformed regression models will be

SSece Fuller (1976) and Sims (1978) for a similar conclusion in the estimation of a univariate
AR( p) process with a ynit root. It may be useful to note that if consumption has no drift or a
time trend is present, ¢ coaverges to its limiting distribution at rate 7 and A and ¢ are not
asymptotically normal. Simi'arly, # in (3) converges to its limiting non-normal distribution at rate
7. Conversely, if consumption has a dsift and no time trend is present, ¢ converges at rate 7°/2
and 5 and é are asymptotically normal. Incidentally, the fact that ¢ converges more rapidly than
(9.} means that in asymptotic hypothesis tests that involve both ¢ and {#,},  can be treated as
known with certainty. This is a useful fact in some contexts {see Sims, Stock and Watson (1986)],
though not in the present example.

SFor real, non-durables services and consumption, and the real S and P 500 stock price index,
per capita, 1950:1~1984:4, the nulfl hypothesis of no cointegration is not rejected at even the 20
percent level by either the Engle and Granger (1987) augmented Dickey~Fuller test or the Stock
and Watson (1986) ¢7(2,1) test.
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tion using p lags of stock prices are not valid. However, since any p — 1 of the
coefficients on lagged stock prices can be rewr:tten as coefficients on mean
zero stationary variables (lagged changes of the stock price minus their
means), tests based on any p — 1 of the p estimated coefficients on stock prices
are valid. In particulss, if ;> 1, the usual r-test on each of these coefficients,
considered individually, provides a valid basis for testing the prediciability of
consumption.

We close this section by providing some intuition for the result that
imposing the true restriction 8=1 in (4) so sharply changes the asymptotic
analysis. To be concrete, suppose that only one lag of income is included as a
regressor ( p = 1), and imagine for the moment that consumption and income
are stationary. Then imposing a true coefficient on C,_,; (which would be less
than one) would in general improve the efficiency of th: estimate of the
coefficient on Y2 ; the greater the correlation between Y%, and C,_,, the
greater the gain from imposing the restriction. In the case at hand, Y2, and
C,_, are cointegrated, so that they are perfectly correlated in the sense that the
R? of a regression of consumption on income will converge to one. The
efficiency gained asymptotically from imposing f=1 in (4) reflects this
asymptotic perfect multicollinearity, with the coefficieni on Y2, in the con-
strained case converging to a ‘unit roots’ distribution at the rate T rather than
T2

3. Monte Carlo results

Might these asymptotic results provide a useful guide in practice? We
investigated this question using Monte Carlo experiments of the model (1). Let
changes in labor income consist of two independent white-noise components,
e,, and e,,, so that the non-deterministic portion of the process for labor
income evolves according to y,=y,_; + ¢;,+ e,,. Suppose that the consumer
knows the first component contemporaneously bu: knows the second compo-
nent one period in advance, so that the consumer’s information set is
{e1— €211 172 0}. Itis straightforward to show that, under the model (1),

AYrd =4 + ell+ (1 + ')_ieZH (6)
Aq=“+elr+(l+r)-le2l+l' )

We have added the drift 3 t0 account for a possible deterministic component
of income and consumption growth. Thus C, and Y¢ have unit roots, but
C,— Y8=(1+r)"'e,,,, is stationary.
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Tablel
£-tests involving a single lag of income.®
Percent rejections
Empirical quantiles for #-statistics using asymptotic
forH,:z=0 itical values
Modi 4y ati
B Py 0025 005 050 095 9975 10% 5%
A G=p+BG_  +9Y5 +e,
T=50 00 -002 -207 -178 -~012 153 185 0102 0,054
03 002 -18 -158 008 18 208 0111 0051
06 004 185 ~150 017 187 220 0113 0062
10 004 1719 ~148 020 18 221 0112 0.054
30 04 177 146 020 184 219 0109 0.054
T=100 00 -001 203 -173 -007 158 139 90102 0.050
03 001 -—-183 -1.51 009 179 210 O 0051
06 001 -190 152 010 175 200 013 0051
10 003 177 -144 017 171 202 009 0.045
30 002 -180 -147 013 175 211 00% 0.051
T=co na 000 196 -165 000 1165 19 0100 8.050
B)CG=p+8:+8C_,+7Y, +¢,
T=50 00 -005 -224 -19%4 027 137 17 0113 0.062
T=100 00 -003 -213 -18 ~-019 147 176 0106 0053
=0 na. 000 -196 —165 000 165 19 0.100 0.050

*Distributions for 7= 50 and T = 100 calculated from Monte Carlo simulation of 5000 draws
on egs. (6) and (7) [AY  =p+ e, + (1 +7)” !Gzndq"l““‘n‘*'a*') leyer) with (e, 22,)
~ N(0,0.51,) and »=0.0125, so that o, =0.997. The T= oo kines report the asymptotic values.

The Monte Carlo simulations were performed using income and consump-
tion series generated by (6) and (7) with (e, e,,) ~ N(0,0.5,) (where I,
denotes the 2 X 2 identity matrix) and with Mankiw and Shapiro’s (1985)
value for r (1.25 percent per period). Out of concern that the small-sample
distributions of the tests might be sensitive to the size of the drift [see Evans
and Savin (1984)}, the experiments were repeated for p =0, 0.3, 0.6, 1.0, and
3.0; the 0.6 drift matches the rativ of the mean change in quarterly real
per-capita disposable income to its standard deviation from 1959:1 to 1983:4,
the value used by Mankiw and Shapiro (1985). Regressions of the form (4)
with p=1 and p =4 were estimated, both excluding and including time as a
regressor. The experiments were repeated 5000 times using 7= 50 and T= 100
observations, respectively, representing the final observations of 55 and 105
draws of consumption and income.

Table 1 contains the results of the t-tests based on the p =1 regressions. A
comparison of the asymptotic and Monte Carlo quantiles when time is

"When a time trend is included, we report results only for u~=0, since the results using
detrended data do not depend on the size of the drift.
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Table 2
F-tests involving four lags of income.®
Percent rejections
Empirical quantiles for F-statistics using asymptotic
forHy: {7, =0},i=1,...,4 critical values

B 0.05 0.10 0.50 0.90 0.95 10% 3%

A C=p+BG_ +n T +n T+ Wi+l vy,
T=50 00 0.19 0.27 0.85 204 2.58 0.116 0.066
03 018 0.26 0.86 209 2.68 0.123 0.071
0.6 019 0.28 0.88 213 267 0131 0.072
10 0.19 028 0.87 207 270 0122 0.070
10 G.iy 0 .29 216 2 0.131 0.076
T=100 0.0 017 0.25 0.81 199 244 0.108 0.058
0.3 G.18 0.27 0.85 202 253 0.123 0071
0.6 0.13 0.27 0.84 202 251 0.112 0062
i0 0.17 0.25 0.84 2.00 248 0.109 0.059
30 019 027 0.83 204 2.54 0114 0.062
T=o00 na 018 0.27 0.84 195 237 0.100 0.050

@B CG=p+3t+8C_ +a VL + ;Y + o Tl 40T 4,
T=50 0.0 0.19 029 0.91 220 272 0.136 0.077
T=100 0.0 0.18 027 0.83 205 254 0.120 0.064
T=c na 018 0.27 0.84 195 237 0.100 0.050
=See note to table 1.

exciuded from the regression (panel A) indicates that the #-statistic exhibits a
slight negative shift when there is no drift; with a positive drift the distribution
is shifted slightly to the right. The shift in the distribution is more marked
when time is included as a regressor (e.g., with 7= 100 the 5 percent Monte
Carlo percentile is —1.82, while the asymptotic value is —1.65).7 This shift
diminishes as the sample size grows. Moreover, in all the cases in table 1, the
two-sided #-test rejections fall between 9.0 percent and 11.3 percent using the
asymptotic 10 percent critical value, supporting the use of the asymptotic
theory.

The results for F-tests based on regressions with four lags of income are
reported in table 2. As in the case of the r-tests, the tendency to reject too
often is slight, the worst case at the 10 percent level being a rejection of 13.6
percent using detrended data with T= 50. When the sample size is increased
to 100, this rejection fraction drops to 12.0. Finally, differences in the size of
the drift evidently have little effect on the size of the F-tests,

We close this section with some evidence on Mankiw and Shapiro’s (1985)
suggestion that spurious excess semsitivity to income in the regression (3)
should be attributed to small-sample consumption-income correlations in-
4duced by incorrectly detrending a random walk. It appears instead that the
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Tabie 3
Tests with AC, as the dependent variable.®
P .
Empirical quantiles for ¢-statistics using asymptotic
, forHye=0 critical valoes
Median
P # 0.025 0.05 050 095 0975 10% 5%
(A AG=p+eY2, +¢,

7=100 00 ~004 321 -28 -159 019 052 0458 0331
0.3 -0.00 -2.95 -234 ~056 115 151 0132 0.076

0.6 -000 -240 176 -025 148 185 0103 0.053

1.0 -000 -222 -162 -015 163 199 0095 0.060

30 000 -202 -163 005 171 207 0106 0063

T=o00 na. 0.00 -1.96 -1.65 000 165 19 0100 0.050

@ AC=p+n T + o+ n YR 45 Y 4y

T=100 00 041 057 142 270 302 0273 0273 0.150
0.3 0.20 0.35 1.00 206 248 0131 0131 0.059

06 Q1% 032 0.95 199 228 0105 0105 0.040

10 018 031 093 198 231 014 0104 -0.045

30 021 0.28 0.87 208 252 0131 0131 0060

T=00 na 0.18 027 084 195 237 0100 0010 0.050

"See noie to table 1. The entries for quantiles and percent rejections on the T oo line do not
apply when g =0, as explained in the text.

spurious sensitivity is mainly due to the shift in the asymptotic distribution of
the estimator of # in (3) from a normal to Fuller'’s (1976) ‘unit roots’
distribution. This may be seen in tests of Hy:my= --- =#,=0 in the
regression

AC=p+mYi 4+ - +0 Y2 e, (8)

-p
with p=1 or p =4 We generated 5000 Monte Carlo samples of size 105 (so
T =100), and tested H,, using the usual asymptotic s~ and F-critical values.
The resalts are in table 3. The effect of even a small drift is to shift the upper
tail of the distribution of the r-statistic substantially to the right. However, for
p=0.6 (approximately the standardized shift in U.S. disposable income),
substantially mors mass remains in the left tail than is predicted by the
asymptotic normal approximation. Nonetheless, the percent rejections for the
F- and two-sided ¢-tests are satisfactory for all non-zero drifts considered; they
are, of course, quite unsatisfactory for p=0.3

“The fact that # is less biased in panel A of table 3 than in panel A of table 1 is cousistent with
the more rapid convergence of # when the unit root in C, is imposed. Sce the discussion at the
end of section 2.
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4. Conclusions

These results suggest three conciusions. First, while it is premature to
conclude that the qualitative results in this paper are applicable to other
regressions in which the right-hand-side varizbles are all integrated or coin-
tegrated,” the asymptotic distribution theory provides a remarkably good
guide to the small sample properties of the test statistics in the simple model
of consumption studied here.

Second, while ‘spuriously deirending’ an integrated process can ofien lead
to highly biascd inference [Nelson and Kang (1981)], this is not the case for
the test statistics studied here. The methodological lesson of this exercise is
that it is important tc examine, either theoreiically or empirically, the joint
integration properties of the regressors in question as a step towards obtaining
asymptotically justifiable inferences.

Third, Hall’s (1978) tests involving lags of income are asymptotically valid
in the context of the model presented in this paper. This conclusion does not,
however, mean that there is little evidence against the permanent-income
model. Such evidence can be found in a difference-stationary or cointegrated
eovironment {e.g., Campbell (1985}, Nelson (1987), Watson (1986), and West
(1988)] and in the individual i-statistics for the stock-price regressions in
Hall’s (1978) original paper.

~
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