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This online appendix provides various proofs and complements. Its main
part is section C which gives other applications of the framework, and a
behavioral version of: dynamic portfolio choice, linear-quadratic problems,
precautionary savings, dynamic investment in general equilibrium, addictive
behavior, Ricardian equivalence, a discussion of whether the active decision of
a consumer is about consumption or savings, the measurement of intertemporal
elasticities of substitution when consumers are partially inattentive to the
interest rate, and a model with a source-dependent marginal propensity to
consume.

Appendix A: Complements
A.1. Tools to Expand a Simple Model Into a More Complex one

Calculating the marginal impact of a new variable: Vg, V, 5. Here I develop
the method to derive the Taylor expansion of a richer model, when starting from
a simpler one. The methods are entirely paper and pencil.®®

The state variables evolve according to:

w' = F*(w,x,a), ' = F* (w,z,a)

where the ’ denote next-period variables. Also, x is stable around O:

F* (w,0,a) = 0.
Consider the fully rational model:

V" (w,z) = maxu (w,z,a) + PEV" (FY (w,z,a), F* (w,z,a)) (A1)

We start with a simpler model, where x is always 0: x = 0, Fe' = 0, i.e.

Ve (w) = max u (w,0,a) + BEV? (F“’, (w,0, a))

68. They draw from the techniques surveyed by Judd (1998) (Chapter 14), who has a more
computer-based perspective. Section F.9 extends this to continuous time.
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We use the notation, for a function f(w,a),
Dyf =0uf + (aaf) 8wad (w) (A2>

which is the total derivative with respect to w, e.g. the full impact of a change
in w, including the impact it has on a change in the action a.%?
Bellman method.

LEMMA A.A.1. The impact of a change x on the value function and its
derivative s, respectively:

_ug + BV FY (w,x,a)

B 1—pFz

Voo Dyug + 8Dy [FY (w,0,a) V!, (w',0)] + V], FZ,
W 1 — BEZD w'

Ve

(A.3)

(A.4)

where all derivatives are evaluated at (a,z) = (a (w),0).

Proof. The proof yields the general method of calculation. We shut down
uncertainty and differentiate the rational Bellman equation (A.1), first with
respect to the new variable x (using the envelope theorem):

Vi (w, 1) = uy + BV, F¥ + BV, FT

which yields the announced expression for V,. Then we take the total derivative
w.r.t. w:

Vis,e (W, 2) = Dty + 8Dy [Vay FY (w,x,a)] + BFS Vs oo Dy + BV, Dy F

SO

Dyug + BDy [FY (w,0,a) V., (w',0)] + BV, Dy F¥

Vie (0,0) = 1— BFEZDyuw’

O

LEMMA A.A.2. Assume the local autonomy condition (32), F¥ = 0, and
consider some value function V (w,x). Then, the impact of a change x on the
optimal action is (around x =0):

ay = -V 10, (A.5)

69. The notations are a bit awkward when variables are multidimensional, and can be
made clearer by using tensors. To keep things elementary, I don’t explicitly use tensors
here.
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with ¥ (a,z) = uq + BV, FY, and

Uy = Ugq + BFPV, w,Fw + BV’,F“’ (A.6)

evaluated at (a,z) = (a (w) ,O). They depend only on the transition functions
and the derivatives of the simpler baseline value function V@ (w').

Proof. The first order condition for a is ¥ (a,z) = 0 with
U (a,2) = uq + BV, FY + BV, F¥

The rest follows by the implicit function theorem: terms in V., drop out because
F(‘f’ = 0 at the default action. [

When the local autonomy condition (32) doesn’t hold, a term V., appears.
Then, the situation is more complex, and requires solving for a fixed point, in
the form of a matrix Ricatti equation.

Feynman-Kac method. In some cases, it is useful to do the same via a
Feynman-Kac type of approach.”® Here we view x; as exogenous, i.e. assume
x¢41 = F® (24). Calling w the initial condition for wealth, the Lagrangian is:

o0
L= Zﬁtu(wtaxtuat)
=0
o0
+ Zﬁt(ﬁ) (—wi + F** (w1, 71, a¢-1)) + ¢ (—wo +w)

where ¢}’ = V,, (w;) are the Lagrange multipliers. At the optimum, the agent
solves V' (w) = max(q, L. This implies that L,, = L,,, = 0. The envelope
theorem gives:

wt)tzo

Voo = Lg, = B [um (we, 24, a¢) + Ba  FHH (wta%atﬂ

o that, using the total derivative notation (A.2),

:Et,’wo /Bt Dwo Dwt [um (wtpxtya? (wt))|rt=0
|z

+BVy (wt+1) F2 (wy, 24, af (wt>)|zt:o]

or in short

t
ZEt,’LU(] /6

Dwt [ b4 gyt wa“} (A.8)

W41

70. I call it “Feynman-Kac” because this approach deals particularly well with stochastic
problems.
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Application. In the consumption problem with SR = 1, let us derive
again at the impact of a one-time change of interest rate 7; from Lemma

7. Under the default model ¢; = ¢g and w; = wg. So Biﬁg =1, ugy, =0,

Y
Vil (wy) = o' () = (%) , and given F"t+1 = (14 r4) (wy — ¢t) + 7,

L Twi Y we =Y wy
R R R
using the notation w; :=w; — g for the beginning of period wealth. Using (A.8)
gives:
Twer1 +7\ ) w; 1 Twi +7\ |
Vay,wg = B' Du, lﬁ (R> w|Twele (TR )
1 T Dw 1 T
_ —y—1 t+1 — -7\ _ —y—1 —
= e (R i ) = g (v o)
as under the default model ¢; = ¢p. As time-0 consumption satisfies uc, = Vi,
we have uc0p,co = Op, Vi, , and

Fﬁft“:wt—ct:wt

0, Vi
t WO
Op,c0 = —
uCC
1 —-1 T
_ ®r=l (—vFwo + o)
— —
—v¢;

(o)
= # (%(wo—g)—wco).

which gives again Lemma 7 (the income part being easy as always).
A.2. Extension: Proportional Thinking and Scale-Free «
Here are some notes for a practical use of the model.

A.2.1. Using the model without k. First, one could imagine directly measuring
m. For instance, take the basic life-cycle model of Section 2. Suppose we had
data on retirement saving, one could measure the m; of say high-educated
people vs less educated people, at different points in time t. That would be
interesting. This way, we could back out the correct attention function, or see
its determinants over time — a useful research enterprise.

Second, suppose that we keep k as a more basic parameter, and measure
k it — for one given type of decision. For instance, in the life-cycle model, one
could study just one variable, consumption, fitting a « for it, say over a lifetime.

One important difficulty is that s is not “scale-free” — it depends on the
units of utility. To remedy that problem, I discussed earlier a “scale-free x”
(Gabaix (2014)), which I state and generalize here.
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A.2.2. Scale-free k and Proportional Thinking.

Scale-free parametrization with a one-dimensional action. Suppose first
that there is just a one-dimensional action. The following formulation is easy
to microfoundation, and proves sensible and convenient:"!

K= (Rah)2 |Uaa (ad (x,md))| (A.9)

where K is a unitless parameter, which might portable from one situation to
the next (Rabin (2013) advocates such portability of parameters). Here af is
the “natural” or “typical scale” of the action. In music, § means the “natural”
pitch of a note, so perhaps it’s a mnemonic symbol for the “natural scale” of
variable).

What is a natural scale? In many cases, this is reasonably clear. If the action
is a purchase ¢, in dollar of good k, then af = ¢?. If the action is a transform
f (cx) of that purchase, then ai = |f’ (cg) | c,i. As a result, if we consider log
consumption, the natural scale is ai =1."7

Formulation (A.9) implies that attention to dimension ¢ is:

_ 4 ( Elon]
m; = A ( (Rah)Q )

In turns, we obtain a rule (with A = A;): “Keep only dimensions of reality that
matter for more than & of the typical scale a? of the decision” .

For instance, a reasonable parameter might be & = 5%. People then
eliminate all considerations that matter for less than 5% of the decision,
whether it is for a small decision (e.g., buying at the supermarket) or a big
decision (e.g., buying a car).

Some evidence consistent with that is presented by Samuelson and
Zeckhauser (1988), who show similar percentage price dispersion between cheap
and expensive goods, and by Tversky and Kahneman (1981) : people consider
a $5 discount more worthy of an extra shopping trip if it is for a $15 calculator
than for a $125 jacket. Bordalo et al. (2013) and Bushong et al. (2021) have
emphasized the importance of this proportional thinking.

I conjecture that this feature is a good benchmark which would be
interesting to evaluate empirically (I do not claim it will work perfectly, but T

73

71. Section F.5 provides a microfoundation, which I outline here. Mental effort creates
trembling in the action, with a standard deviation oo = v/2Ral (329 (my)) 1/2 proportional
to the typical scale of the action (as in much of psychophysics, e.g. in the Weber-
Fechner law), and increasing in mental activity m. The resulting utility losses are then
_7111@(1062‘ =k, g (m;) with the value of x in (A.9).

72. In addition, if a is presented as belong to a natural range a € [a,a] (as in many lab
experiments): then we can take a = % (Ja + a| + |a@ — a|), which reflects the absolute value of
the midpoint, and the width of the range. In other contexts, we can take a? = var (a” (a:))l/Q.

73. T use mf = A(=E[am;Uaatm;] /K), from (10).
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conjecture that it will hold more likely than the polar opposite prediction that
people would be 100 times more precise for a good that costs 100 times more).

Scale-free parametrization with many actions. We can generalize the idea
above to many actions. To do that, formally, I use a variant of sparse max,
which specifies a different attention for each type of action (formally, for each
coordinate of the action vector).™

DEFINITION A.l. (Sparse maz: scale-free with action-specific attention).
When it is scale-free, with action-specific attention, the sparse max
SE v (a,z,m) is defined as follows.

Smax,
Step 1: For each dimension %k of the action, the attention vector mF =
(mf)zzln is given by:
. 1 2 _ 2
mt=arg min >[5 (ah,) (1=mo)*+ (5" g (ma)] - (A10)
’ i

Step 2: The k—th dimension of the action (a}) is the optimal under the model
m*, given the other dimensions of actions (a*,) .

a} € argmaxv ((ax,a’ ), z,mk). (A.11)

A

Practically, Definition A.1 yields an explicit formula for attention:

E [(agﬂ

k
m; = A A12
(Rak:s)® (412
and a first order condition for action is, for each k:7°
Vg, (a*,x,mk) =0 (A.13)

In conclusion: based on the psychological evidence on proportional thinking,
it seems plausible that the above formulation will calibrate reasonable well, with
one scale-free parameter &, which I conjecture to be around & = 5% — if people
omit factors that matter by less than 5%.

For concreteness, here is an example. Suppose that there are two actions,

1
1 ’
_ = k k k...
v(a,z) = ~3 kilw (a E b; xl>

a', a?, and:

74. See Gabaix (2014) (Section XV.D of the online appendix)

75. If several actions are possible (which is not a generic situation) then for instance we
take one closest to the default action by some metric.
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where w”* > 0 is a scale, b¥ is a vector. Then, the attention-augmented utility
. 2 .
function is v (a, z,m) = —% Zzzl wk (ak -> bfmixi) . The basic sparse max

yields:
1 1o 2 o
P = -E m; Yaalm;| — | = - b; )
s = A (Elam,vustn] 1) = A L2 ()7,

and aF = Zl bfmixi. In contrast, the scaled sparse max of Definition A.1 gives:

E\2 2
m=A (—E [afn_vakakafn.] 1) =A %%
’ R (ak8)” K

and a® = 3", b¥mka; for k = 1,2. Here, the attention is independent of w*: for
action k, the agent makes sure to include all considerations i that makes him
change his decision by more than & times the typical scale a®.

A.3. Complements: Life-cycle model with T periods

Here are some more precisions to see how the intuitive procedure of Section 2
is an outcome of the general formalism. The action is consumption ¢; and the
state vector is

2zt = (wy, x,t)

Note that a* := (T — L)y is the objective value, so zg = (wg,z*,0). But it is
useful to consider x a variable.

The objective laws of motion are expressed in F* (c,z)®. So, the rational
agent at time ¢ solves ¢j = argmax, v (¢, 2;), with v defined in (3): v (c, 2¢) =
u(e) + V" (wy +9y—c,z,t+1).

For the behavioral agent, the attention-augmented law of motion is
F?(z¢,m) := F? (w, mx, t) before retirement (for t < L): only x is misperceived.
After retirement, I assume correct perception, F?(z;,m) = F?(2).”" The
proxy value function is V? = V" (equation (2)). Then, Definition 2 gives:

¢ = argsmaxv (¢, z¢, m) with v (e, z¢,m) = v (c,w, mz, t) (A.14)

When we apply the sparse max of Definition 1. Step 1 gives the value of m;
in (6). Step 2 gives the value of ¢; in (6).

76. Formally,
x
T—-L

FY(c,zt) =we + 5+ li>1 —ct, F%(¢,2¢) =z, Ft(c,zt) =t+ 1.

77. Formally, there is an element of arbitriness: one could conceive a partial misperception
of time ¢, or misperception income after retirement. A medium-run open question is a way
to endogenize such “intuitively reasonable” choices. Still, the model produces a lot of
reasonable behavior “on its own” |, e.g. in Figure 1.
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Appendix B: Proofs

Sections C to G contain most proofs.
Proof of Lemma 2. The rational reaction function satisfies: a” (z) = a +

> bizi + A (x) for a function A (z) = O <||x\|2) So, da/dxz; = b; and:

o1, —Lfa ) =, Lo
M =7 70'1”(9&/05[71' - ,O'i'bi

We shall use the notation A(z) := A ((mjz;),_, ), which also satisfies

Az)=0 (||x|\2) The sparse reaction function is:

a® (x) = argmax u (@, mjxy, ..., myTy)
a

=a® (mizy,....,myxy)

—a’+ Zb-m*xi +A((mizi)iy )
=a +Zb7‘( b
~at Yor ( )%H@—a Y ( ‘)xz+0(|x||)

Proof of Proposition 7. Suppose first that the problem is deterministic.
Given attention m,., m,, the agent’s problem is identical to the rational agent’s
problem, in a world in which the true interest rate is 7 + m.,7¢, and true
income is § 4+ myy;, and the transition function is the one perceived by the

)xﬁ—)\( )

agent. Hence, calling cj (wo, (7r, @T)T>0> the rational consumption given flows

5 (wo, (f’T,g)T)T>O) = ¢ (wo, (mrf’T,mygT)Tm). Using the Taylor expansion
in Lemma 7 gives the result. When the problem is stochastic, as in the proof
of Lemma 7, we take the certain equivalent at each period.

Proof of Proposition 10. If ¢ > ¢" we have ¢y = ﬁ < # = ¢,
hence ¢ = mypo < o < ¢". If ? > ¢ then " = r_f(pd < %, so that

Y =mgpy < pg < rip, and ¢ (r+ ¢) < &. Given that £ = ¢" (r + ¢"), that
implies p < ¢".

By (60) ¢ < " implies that fluctuations in capital var (Kt) are more
volatile in the sparse economy. Given Y; = f(K;) + 0K;, we have Yt =
(f' (K) +9) K,. So the same properties holds for GDP fluctuations Y; as
capital Kt, as the two are proportional.

For consumption have Cy = (r + ¢) Ky, s0 0¢ = (r +¢)ox = (1 + ¢) N
from (60). The latter function is increasing in ¢ for ¢ > r. Hence, oc
is higher in the sparse economy (7" < @ < ¢"). Next, L =Y, -C =
(f'(K) 46— (r+¢) K = (5 - ) Ky, 50 07, = |6 — plox =
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U-shaped function of ¢ with minimum at ¢ = 4. So, if ¢" < J, investment is
more volatile in the sparse economy.

Proof of Proposition 11. In continuous-time limit, the second derivative of
the value normalized function

v(c) = [u(c)dt+ BV (ke +yr — (1 +rdt) codt, Kyqq) — V (ke Ky)] /dt

iS Vee = U, this is a quite general phenomenon. Applying (10) with cx = ¢,
we obtain:

i ((elsiok ) g (Inelsiet) g (68) g 2

" |uee] o

2¢K By z
2
using (60), 0% = g—;. Using ¢ = pom g = pomax (1 — %“’,0), s0 ¢ = 5%
P0

Appendix C: Some Other Applications

To make sure that the model is widely applicable, T developed a behavioral
version of a few other important machines of dynamic economics.

C.1. Dynamic Portfolio Choice

I now study a Merton (1971) problem with dynamic portfolio choice. The
agent’s utility is: E ﬁ fooo e P3cl=7ds|, and his wealth w; evolves according
to:

dwy = (—ct + rwy) dt + w0y (medt + 0dZy)

where 7 is the equity premium and 6; the allocation to equities.

I start by describing the rational problem, and then the behavioral solution.
Tcall ¢y = % the TES. Although for simplicity I use a CRRA utility function, I
try to write the expressions in a way that involves both v and 1, a way that
would generalize correctly to Epstein-Zin utility, where the two notions are
disentangled.

C.1.1. Taylor expansions of the value function: rational case. We examine
the problem in the rational case first, with a reminder of notions of portfolio
choice. In a deterministic context with interest rate r;, the SDF is simply
My = e Jo rads Next, suppose that there is a stochastic opportunity set:
set of assets with risk premium m; and covariance matrix ;. In a static
maximization, the optimal portfolio of the certainty equivalent is a return:
Ry (0) = r¢ + 0wy — 360,540, so that the (static) optimal portfolio choice is
0, = argmaxy R (0), i.e. 0, = %Zt_ 7, and the certainty equivalent is finally:
Rt = Inaxyp, Rt (Ht)

1
Rt =71+ %At (Cl)
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where
At = 7'('22;171',5 (02)

the “squared Sharpe ratio” of the investment opportunity set. Suppose that the
process is driven by a Brownian motion B, (which may be multidimensional)
- if the price of risk is A; (so that Ay = ||)\t|\2), the stochastic discount factor
can be represented as:

e[ [ (e d)anas)] e

The value function is as follows.

LEMMA C.1. (Value function, traditional case) Suppose that the interest rate
re and and the price of risk Ay are deterministic, and that the agent is the
traditional rational agent. The value function derivative is

Vw (wtvl‘t> = (:utwt)iry

and the optimal policy is to consume ¢; = ppwy (py is the MPC to consume out
of wealth), where:

0o 1—9
/ 671/),05 <Mt+s) ds
0 M;

1
Rt =7+ 7At.
2y

=E, [/oo e~ J{ Wput(1—¥)Ru)du 3y
0

pi ' =E

where

is the certainty equivalent of expected portfolio returns (comprising stocks and
bonds), with Ay = || A ||2 is the square Sharpe ratio of the investment opportunity
set.

When the opportunity set is constant, we have Ry = R, and py = p. with

poe =Pp+ (1 —9) Ry (C4)

When it is not constant, we have, up to second order terms:

pe =1p+ (1 —1) Ry (C.5)

where Ry = 1, V' is the average future portfolio returns, and V,? is the present
value of future portfolio returns.

VR =R, {/ e MR ds (C.6)
t

Here R; is the future average return of the portfolio (including stocks and
bonds). Hence, the marginal propensity to consume is a weighted average (with
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weights ¢ and 1 — ) of the pure rate of time preference p and the average future
return of the portfolio.

Lemma C.1 summarizes and somewhat generalizes well-known notions,
particularly from the work of Campbell and Viceira (2002). It indicates that
what matters is the risk-adjusted rate of return of the portfolio, R;: it is the
safe short-term rate r;, plus the square Sharpe ratio A;, divided by two times
the risk aversion. The future average return R; is key to capture the (leading
order of) the value function. Related ideas are found in Basak and Chabakauri
(2010) andMalamud and Vilkov (2018)).

To structure the problem, suppose that the vector of asset returns dry
(where dr;; is the return of asset ) :

dr = (r + ms + 7y) dt + 0dZ,
T = "X

where X; is a vector of factors, following an AR(1):"®

dXy = —0X,dt + o~ dZ,
and f is a matrix of weights. We call
2" X = cov (dF,dX}) /dt = oo™

the matrix of covariance, i.e. E:]’-X = cov (dr,dX ) /dt. We define 6, =
%E*_lm as the portfolio choice in the model with constant variance and
expected returns.

Then, the portfolio return is

1 A _ R 1 _ .
Ru= g (mct 0) 57 (4 ) = om0 e 4+ 0l + 0 (16007

=R, + 0,7
=R, +0.f'X, =R, + VX,

i.e. the return is augmented by @, 7#;, with
b= f0,.

Then, the present value of returns (C.6) is

R. _
Vi = 25 b (ud + @) X (C.7)

*

where [ is the identity matrix of the X’s dimension.

78. Or X could be a linearity-generating twisted-AR(1), so that the derivations below can
be exact (Gabaix (2009)).
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For instance, if X; is one-dimensional, then bX; = Rt = R; — R, and

Rt = R* + #:Jj_@Rt-

s A
= s + (1 — R C.8
Ht = ( 7/))M*+¢) t ( )

Hence, we obtain a tractable representation of the value function to the
leading order.

C.1.2. The hedging demand. We can calculate the hedging demand.
LeEmMA C.2. (Hedging demand, rational) The stock demand is
1
6‘t = 52;1 (7Tt + Ht) (09)

where Hy is the hedging demand premium, equal to (up to second order terms):
Hy = (1 —7) cov (d;, dV,) (C.10)

i.e. Hy is (1 —~y) times the covariance between asset i’s return (dr;) and the
present value of future returns V,; (equation C.6).
In the AR(1) framework above,

Hy=(1—7) "X (uI+d) 0. (C.11)

Suppose that returns mean-revert, i.e. cov (dﬂt,d%> < 0. So, if ¥ < 1,
then investors load more on stocks because of the hedging demand.
We next state the modification of the value function.

LEMMA C.3. (Value function with hedging demand, rational) In the hedging
demand context, we have:

pe =vp+ (1= ) (Re +0'Hy) (C.12)

where Ry = .V, is the expected present value of returns, and Hy is the hedging
demand term; they are explicit in (C.7) and (C.11).

The intuition for (C.9) is that H;; is a risk-adjusted risk premium of asset
i. This intuition carries over to (C.12). Compared to (C.5), the expression for
w (X¢) offers one more term, the term (1 — 1)) 6’ H,.
A tractable case. The equity premium m; = T + 7; has a variable part 7,
which follows
d7ty = —pRTydt — x0dZ} + o dZ?

where the return is diy = (ry + m¢) dt + O’dZtl. The parameter y; > 0 indicates
that equity returns mean-revert: good returns today lead to lower returns
tomorrow. That will create a hedging demand term.

We call 0, = % the standard, myopic demand for stocks.
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C.1.8. The sparse agent’s investment and consumption. We can calculate the
sparse agent’s demand. Recall that ¢y = 1/v is the IES. We state again the
proposition.

PROPOSITION C.1. (Behavioral dynamic portfolio choice) The fraction of

wealth allocated to equities is, with 6, == #,

T H,
0; =0, +1 (7”2,,.;) +7 <t2,f-€0>
o o

while consumption is ¢ = piw; with

Hox ~
ﬁe*ﬂ't; Hc/w) +T ((1 - w> H*Htv Hc/w)

Mf:/i*+7'((1—¢)u*

where Hy is the hedging demand term (C.13)

1 2

H, = (1— Y= _(1-~)6,
= (1= ) cov (dre, dV) = (1= )00

Proof. We first calculate the rational values. In that case

A, s~
Ry =7+ —+0. T
' 2y pse + @ '
R 1 9
Hy=(1—7)cov |dry,d| — = —(1—7)0, C.13
t = ( 20) ( t (M*)) ( ) u*+<1>0 Xt ( )
so that .
Ty + 71 + Hy
0; = 5
~yo

In addition

o = op - (L= ) (R + 0LH,) = o+ (1— ) (e* e oy e;m)

As in Proposition 2, with ex-post attention, the BR agent just truncates
those terms.

O

Proposition C.1 predicts the choice of a sparse agent. When « = 0, it is the
policy of a fully rational agent, e.g. as inCampbell and Viceira (2002). When
k > 0, it is the policy of a sparse agent. When « is larger, portfolio choice
becomes insensitive to the change in the equity premium, 7;, and the agent
thinks less about the mean-reversion of asset, the By terms.

In addition, the agents’ consumption function pays little attention to the
mean-reversion of assets.

C.1.4. Proofs for the Merton portfolio problem.
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Proof of Lemma C.1. Here we present a proof sketch, in part because those
notions are well-known. We record the values with a time-discounting of Dy,
with D; = e~ % in the infinite horizon, but D; could be different to capture
finite-time horizon effects. For instance, with a finite horizon of T, and a
terminal weight b on the last consumption, then D; = ae™"* 1< + b6 (t — T).

First, in the SDF approach, the problem is

maxE/ Dtci_vdt s.t. E/ Mycidt = wo
0 0

This leads to D¢;? = k'M; and ¢, = kDY M; ¥ for constant k,k’. The
constant is determined by the budget constraint , wg = E fooo Micidt =
KE [7° kDY M} ™. This leads to a utility derivative V,, = (uowo) ", with

po' =E [/OO D;"Mtl_wdt] (C.14)
0
When M, follows (C.3), routine calculations show that
Mal -E {/OO foei(lfw) I Rududt:|
0
We next proceed to a Taylor expansion:

’ual =K {/OO Dzbe*(lfw) f(f(R*+Ru)dudt:|
0

o) t
_ Y —(—)Rat (1 _ (1 _ 2
E { /O DYe (1 (1— ) /O Rudu> dt]

With an infinite horizon, D; = e~*! and

ol =E [/Ooo e Hst <1 —(1—19) /OtRudu) dt}

1 o0 t N
= — —(1-9)E / e”*t/ Rududt]
o t=0 0

-t ool

1 [ [ I U P
= — —(1-9¢)E —e MU Ry,du
Mo LJo M
1 1 LA
= — —(1-19) —ZE e P Ry du
o M 0
1 1 .
:;_(1_@/72(1%0—1%*) with Ry — R,
t
=F [/ ,u*e_“*“f{udu}
0
1

_ . 2
Tt G w @Ry oM
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Then,

po = s + (1 —1p) (Ro — Rx)
=p+ (1 —¢) R+ (1 —9) (Ro — Ry)
=9Yp+(1—19) Ro

When the consumer has a finite horizon and only cares about date T
consumption, then Dy =6 (t — T), and

o0 t
/ial —-F {/ D;be—(l—zl))R*t (1 —(1- zp)/ Rudu> dt]
0 0

T A~
/ R, du
0

/tT Rydu ) (C.15)

so again p, is related to the present value of future portfolio returns.

O

Proof of Lemma C.2. In semi-discrete notation the asset demand at time ¢
comes from

=e T 7T (1 — o) E

so the MPC is 0 but we have

pit = e @D (1 ~(1-E

max By [V (w (1 + redt + 0dry) , Xy + dXy)]
where, with m; = 7, + f' X4,
Ei [dVi] =B [V (w (1 + rpdt 4 0d7) , X 4 dXy) =V (w, Xy)]
= Vow (re +0'm) dt + Vi xw (0'dry, d X))
+ Vipww?6'S,0dt + %Tr (VxxE6X) dt

= Vw [0 (e + ) — 20/ Sup] o+ ST (Vi S¥X)

where v
0'H, = VLX (0d7y, dX,)

w

is the hedging demand premium term. This implies
|
9 = *Et (7Tt —+ Ht)
Y
To calculate Hy more fully, recall that V,, = pu(X;)” " w™7, so that InV,, =
—vu (X¢) — yInw, and

VwX 1256
=1 =—01-9 =1-9
v o ( )u* ( )u*




with
Rx

/’l’*
Note that R, = r+ o-mS " my with 7, = 7. + 71y, s0, with Ry = r +

Yy,

=V (1l + ®p) "

1
2y

1
Ri=Ry+ 7Y 7, = R, + 0.7
gl

hence
b= 6 (C.17)
Hence,
VwX B - r,X
0'H, = 7 (0d7y, dX;) = ;91 (drit, BjdX;) = 0:5;;" B;
so that

D/
H, =YY" B= (I1—7) ET’XR—X =(1—=7)cov <d77,th>
Hos *

= (1=7) 2" (1 + D)
Proof of Lemma C.3. Suppose
dr = (r+m + fX3) dt + odZ,

and that agents have a constant MPC p, :

DO ) dt 4 0dF = (r— 4 O+ 0'F'X,) di + 00dZ,
we
= (g9- +0'f'X;) dt + 0odZ,
d
T (g + V' Xy) dt + 00dZ,
Wy

with b = f0 and
G =7+ 0T — Ly

We want to calculate (assuming the policy ¢; = p.we, which leads only to
second order losses)

1 0o Ml—’y 0o
U=E L_/ epsciﬁyds] =7_ E [/ epswiwds}
T Jo v 0

Calling



We calculate

dmt_ / Y 2 /
o =~ (1 =) (g + VX = 2 10017) i+ (1= 7)oz,

=(—a+ (1 —VXy)dt+ (1 —~)00dZ,

a=p—(1-7) (9.~ 5 6]

= p—(1=7) (r+0m — o= 2 00]*) = p— (1= 7) (R — )
:M*

We calculate linearly generating (LG moments. We assume dX; = —PX,dt +
oXdZ, + 0 (||Xt||2):

E {dmf} Jdt = —py + (1 =) V' X,

t

= (1= )0 (dFe, dX0) + (—p — ®) Xe + O (I1X])7)
so the LG generator (Gabaix (2009)) is
W= Hox 1=V
—(1=Z%"0  p+@

Hence, the present value is V = (1,0)w™! - (1, X})
We use the formula for the inversion of the block matrix:

(A B>_1: ((A—BD—IC)1 —(A—BD_lC)lBD—1>
Cc D * *

where * are terms we will not use. We have
(L0 = (£ L=V (e + @) )
-1
f= (u* — (=) (e + @) EX’TG)

V=7 (1+(1—7) b (fa +<I>)*1Xt) (C.18)
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1—v wi—’y

The value function has the Taylor expansion: V (wg, X¢) = v (Xy) g | 50—

1=y
14+ (1= (e + @) ' X
v (X)) = A=)V (e +9) " X,
s
Mosx = s — (1 - 7)2 v (M*I + (I))_l DR’
1—7)? 1 -
= s — (7?}[29 using (C.11), H; = (1 — w) 2 X (I + @) b
(1-%)
= p — (L =) H{0
Rewrite
_ 1+K ., .
V=0v(X)pl "= mﬂi 7 with
K=(1-V(n+®)7"' X,
L=—(1—~)H,0
V=(u4C)""=p" (1-u'0)
=" (1+ K —p ')
Hence,

. 1 _ ~1
ut—u*:C:—%K+;L:(1—¢)b’u*(u*+@) 1Xt+7(1—7)H£9

= (1 =) U pin (e + @) " Xy + (1 — ) H}O

1 -1 1
I / !
w=—-L=—(1—~)H 0= (1—)H9

y v ( ) t 1/] t

Intuition: the extra present value of returns is
Ry — R, C 1 1 _1 x
= =0 (e + @) Xy — 0 (1 =) —b (s + @) 02"

o o ( ) Xe—v( )u* ( )

_ 1
=V (ue + @) <Xt +(1-=7) *HZT’X)
7
C.2. Linear-Quadratic models

Many economic problems can be conveniently expressed as linear-quadratic
(LQ) models (Ljungqvist and Sargent (2012)). We show here how to
systematically derive a BR version of those models.

We again write z = (w,x), where w is the set of variables known under
the default model, and z is the set of variables that are not considered in the
default model. Utility is:

w3 () (5 02 ()

70



and the law of motion is:
2 =F*(z,a) =T%2+TZa

where U and I' are constant matrices. The rational value function is also LQ

Vi(z) = f%z’szz =5 (w’waw + 20 Voo + ' Vyp)
Under the default model V,,,, is known, and
ad (w) = Ayw
for A, a constant. Our goal is to find V,,,, which affects the value function. To

do so, we apply from A.1 :

LEMMA C.4. In the linear-quadratic problem, the cross-partial derivative of
the value function is

-1
Ve = Vew = [1 - ﬁ (wa/> : Fg } [wa + UzaAw + BF;Uwa (wa/)] .

where Dy,w’ =T% +T%A,,. The impact on the action is a = Ayw + Az, where
Ay, is the default value, and

Ay =010, (C.19)
where
\I]a = Uaa + 5F;UwaF}f
\IJ.Z = Uxa + 5szFZU

This illustrates that the value function can be written:

1 -1
Vi(z)= —§z’V2zz = 7w’waw +w'Vyex + O (||x||2)

with matrix V,,, as expressed in closed form above.
Hence, the BR value function is simply:

1 -1
Vo (z,m) = —iz'VzZz = 7w'waw + W' Ve M (m) x4+ O <||x\|2)

for the diagonal attention matrix M (m) = diag (my,).

PROPOSITION C.2. (Behavioral version of linear-quadratic problems) In a
linear-quadratic problem, the optimal attention is

My, =A (Awi\IlaAwiU?/n) (C.20)
and the optimal sparse action is
a=A,w+ A Mzx

where M = diag (my,). Here we use the notations of Lemma C.4.
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C.3. Precautionary saving

The consumer may save more when the future is uncertain, a phenomenon
known as “precautionary savings.” This is easy to obtain in this BR model.
Suppose that the income process is §¢41 = pyyt + €41, for € a mean-0 variable.
Then, the rational value function does not obtain in closed form, unless we
assume very specific functional forms (CARA utility, Gaussian noise). What to
do then?

Let us first derive the rational policy.”

LEMMA C.5. (Rational policy with precautionary saving) With stochastic
income shocks, the rational value function is

V(wt,yt,o—i):gEu (Tw+ﬂ+r - )+o(a?)

R R Rt
T>1

Yr

RTft
T>1

L (5 var (Z R%;)) to(?)

T>t

S L
=—ul—=w —
U\ RYTY TR

w ()

where I' = — (o) (cd = %wt + gj) is the coefficient of absolute risk aversion.
For instance, with an AR(1) process:

7 g T rN2var(ef,)
“= - (R)

2 (R— Py)2

" RR-— py 2
Then, the agent may, or may not, take the noise into account.
Proof. First, observe that he two RHS are identical, up to o (03) terms.
To see the second statement, let us take more successively more complex
problems. First, for small noise, we have, as in Arrow-Prat:

(C.21)

Eu(X)=u <E[X] - gvar(X)> + o (var (X))

. _ u//(o)
with I' = OR

Second, suppose that ;4.1 = pijr + €7, ;. We are looking for an expansion of
the type V(w,g},ag) =V(w+ A, g0 =Ve <w+A+ g ), for some A. We

R—py
have

V (w+ A, ) = maxu (c) + BE [V (R(w—c) +y + A E[frs1] +¢f14)]

79. See Wang et al. (2016) and Achdou et al. (2022) for recent analytical progress on this
issue.
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so, taking the Taylor expansion of 7311 around E:y;41
1
d g _ py/d d
VoA =pViA+ §ﬁVyyvar (e7.4)

so, using § = %

d,0 =
and as TV = =Y,

F\2 T 1
A=-— (E) 7mvar (ef1) -
Next, for a more general process with state vector z, we have, by the same
reasoning,
17 E[e.Vie,]
2R Vd
Now, it is not trivial to get V... Indeed, we have V (w, z) = V¢ (w +b- 2) +
O (2:2), but that expression gives only part of V,,. The “certainty equivalent”
approach works well for income shocks, but not for uncertainty about interest
rates, say.[J
A sparse agent will, in contrast, do

R oo T (f)zvar (Efﬂ)
m — s
R

Gt = My — —— 2 —
"R E—py ’2 (R~ py)”°

with some inattention to risk M. Hence, he will create a too small buffer of
savings, compared to a rational agent.

ProprosiTION C.3. A sparse agent saves too little against idiosyncratic shocks,
compared to a rational agent.

C.4. Investment Problems
Suppose that the agent needs to solve:
V (Ko) = mIax/e_pt (m (K)) = G (1) dt s.t. Ky = —6K; + 1,

where 7 (K) is the profit rate, G(I) = I + ¢g(I) is the cost of investment,
inclusive of adjustment cost I. Capital depreciates at a rate 9.
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How will the agent proceed? We apply the generalized k/K procedure of
section F.8, using (X, a) = (K,I). As u(K,I) =n (K)— g (I) we have
u(k,K,I)=n(K)+7x (K)(k—K)—g(I)
and F (k, K,I) = —0k + I, so that
ky = —0ky + I,

Hence, the agent simply solves a model with linear profitability of capital:
V (ko, Ko) = rnlax/e_pt (mic (Ko) ki — G (1)) dt s.t. oy = —0ky + Iy
Hence, optimal investment satisfies

o0
G’ (Iy) = Vi (ko, Ko) = ES/ e~ (POl (Ky) dt
0
i.e. on the RHS with have the subjective expectation of marginal profits.

At the steady state, with K; = K,, the optimum is characterized by
G'(I.) = mx (K.) /(p+ ) with I, = 0K, — as in the traditional model. As
in the general procedure, I assume that the agent perceives a linear mean-
reversion of the state variable: K; = —®K,, for some perceived speed .

Outside the steady state,

j fooo 6_(p+6)t7i'KK (K*)I?tdt
0 pr—

leZ (I*)
- _ /Oo 67(p+6)tfe—<1>tf?odt
0
¢ X
-~ K
p+o+0 7
_ 1 7?1\(|t:()
G (L) p+ o+ @
with & i= =) > 0 and 7k = 7k K. Here,
- 1 TK [t=0

I =
TG L) pto+ o
means that the agent’s investment reacts to current (marginal) profitability
7?1\(|t:0, with a dampening indexed by ®, which needs not be the “rational”
amount of dampening. For instance, if ® is low, the agent will overreact to
current profitability. This shows, I hope, that the procedure is reasonable
psychologically.

The investment policy I; = & m]{t implies that the true law of motion
of capital is

. . ¢
K, — 6K, -1, —— S VK
¢ 0K ¢ (5 T+5+<I>> K
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so that the true speed of mean-reversion is

§

P =+ —>——.
+r+5+®

Under rational expectations, ® = ®", so that a fixed point needs to be
solved for. In the more general model here, the agent perceives a speed of
mean-reversion of profitability ®, and reacts accordingly. De facto, he sets
G" Iy = Es [ e Piwgdt, with T = T K, ie. sets investment according
to the perceived changes in future profitability of capital.

C.5. The Becker-Murphy model of Rational Addiction

The Becker and Murphy (1988) model of rational addiction is a peak of the
use of rationality in economics. We will give a behavioral version of it. We shall
see that the qualitative evidence in favor of the model (the fact that future
increase in prices lower consumption today) are also consistent with this BR
version - it shows that agent are at least partially rational (as in the present
model), not that they are fully rational (as assumed by Becker-Murphy). This
distinction is important: if people are BR enough, they’d be better off under a
high tax, or a ban, of the addictive substance — while the optimal tax is 0 in
the Becker-Murphy model. This analysis is in the spirit of Gruber and Ké&szegi
(2001), who study a hyperbolic discounting addict, rather than a boundedly
rational one in the sense of this paper.
We call ¢ the consumption and z the level of addition. Utility function is

2

u(c,x):f%(cffo) — Bx

Addition x; evolves as
Tip1 = pre + hey.

The BR agent has in mind the model
Ti41 = psxt + h/SCt.

We posit that in the default model the agent does not perceive any addiction
dynamics: he perceives addition as being constant.

pl=1, h? = 0.
When the agent has partial attention m to inattention dynamics, we have
xi41 = (1 —m)x +m (pxy + hey)

S0
p° = (1—m)+mp, h* =mh

Let us now study the BR dynamics.
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Warm-up: 2 period model. As before, it is helpful to study a 2-period model,
with t = 1,2.

Behavior at the last period, t = 2. The agent should and does consume his
optimal consumption

¢ (z) = argmaxu (c,z) =z + A
C
We define the resulting utility as @ (x)

a(z) = mcaxu(c, x)=u (cd (z),z) = —Bu.

To, the time-1 value function is

Vi) =a(z). (C.22)
Behavior at period 1, t = 1. Given perceived dynamics, the problem is

smaxv (¢, z,m)
cm

v(e,z,m) =u(c,x)+ BV (p° (m)x + h*(m)c)
which gives:
0 =u.+ BR°V' (p°z + h°c)
=-—c+xz+A—-SBh’B
c=x+A-ph°B (C.23)

An interesting variant is to impose ¢ > 0. Then, first period consumption is
>01iff A—h*B > 0. So, if h*B < A < hB, then the rational agent consumes

0, while the very behavioral agent consumes a positive amount and becomes
addicted.

The optimal attention is m = A (Uccc?n//i) =A (—’LLCCBQhQ//Q).
Infinite horizon model. The value function satisfies
Vix)= smax u (c,x) + BV (p® (m)xz + h® (m)c)
The FOC is
ue (¢, @) + BV’ (p* (m)  + h* (m) ) h* (m) =0
i.e. the agent takes into account only part of the addiction costs, as h® (m) < h.

As a result, the agent is more addicted in the steady state. The greater the
myopia, the greater the optimal tax.
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ProposiTioN C.4. In the Becker-Murphy model with boundedly rational
agents, the consumption c given the stock of addiction x is

c(x)=x+ A+ Bb(m)m"h
using m = (mh,mv); the value function is

V(z,m)=a(m)+b(m)z

and a(m) is in the proof. When using the
1%

where b(m) = — 5t i)

plain (as opposed to iterated) sparse mazx, m

mh = A (1 (W)Z)

= 0 and attention to addition is
k \1-0
Proof of Proposition C.4. We’re looking for a solution of the form:

V(z) = a+ bz, for a,b to be determined. The FOC is: u. + fV,h* = 0, i.e.
—(c—xz—A)+ Bbh® =0 and

c=x+ A+ Bb°h?

u(c(x),z) = (Bb°h*)* — Bx

1
2
The self-consistency condition is

V(z) =u(c(x),z)+ BV (px + hc)

ie.
-1
a+br=— (Bb°h*)* — Bz + Bla+b(px + h(z + A+ Bb°h%))]

This gives

-B

b =
1-8p
hA + Bbhh® — LB (b°h°)°

1-p
When the agent perceives p’ = 1 —m" +m"p and ' = m"h when forming
the value function, we have the same expressions,
B -B B -B
S 1=B( ) 1=B0+mY (p+h—1))
hA + Bb* (m) hh® — 18 (b° (m) h®)*

a(m)=p
1-p

To determine optimal attention m, observe that in the 1-step smax, at the
beginning, m" = 0, so the perceived value function is

b* (m)

V(z,m" =0)=u(c(z),z)+ BV (z,m" =0)
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SO
1% — ) — 3 (Bb°R® ‘_B
(l',mV—O)—u(i(x) .%')_ 2( : ) T

This implies: b° = —%, and

c=x+ A+ 8b° (mV :O)hm
8B
= A———h
T+ 1-5 m
so that the impact of thinking more about h, while keeping the future value
function constant is

2
om

Hence, optimal attention is:

(LY ) a2 ()

C.6. Ricardian Equivalence: Reaction to taxes over time

BBh

_ s vV _ _
=pBb (m —O)h— 5

For simplicity, I use continuous time. The interest rate is » = —In 3. The
government needs to collect a present value of G/r. This could be done by
taxing the population (of size normalized to 1) by H = Ge™T, starting at a
period T.8% Hence, the path of taxes is 0 for t < T, and H for t > T.

What is a consumer’s response at time ¢t < T? If the consumer is perfectly
attentive, then he should start saving at time 0. However, a sparse agent
might not pay attention to those future taxes increases and start cutting on
consumption only later, perhaps, just when the tax cuts are enacted.

Let us analyze this more in detail. At T, the tax H is enacted, so that
for t > T, the agent is aware of it. This yields consumption deviation from the
default value: ¢; = rw; — H.

Before the enactment of taxes (¢t < T), will the consumer think of the tax
H? That tax lowers the present value of his income by He "(T=% so the
consumer’s response is

Ct=TWt — T (He_T(T_t),ﬁ)

Hence, the consumer will not think about the tax increase H when He "(T—1) <
k. Call s € [0,T) the first moment when he thinks about them (if it exists, i.e.
if H > k), otherwise we set s =T

The next Proposition details the dynamics.

80. If taxes are collected later, then to guarantee the same present value, they need to be
larger by a factor T
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FiGure C.1. Reaction of consumption and wealth to an increase of future taxes, for
different level of k. Notes. At time 0, it is announced that taxes will be paid start at time
T = 10. This Figure plots the change in consumption and wealth. The solid line is the
prediction of the rational model (i.e.x = 0), the other lines the reaction for different value
of k (k = 0.01 (blue, dotted), x = 0.025 (red, dashed-dotted), x = .1 (green, dashed)).
The very BR agents does not react at first, but starts reacting when he is closer to 7T'.
He reacts even more when taxes are in effect. As he delayed his savings, he needs to cut
more on consumption when taxes start. Units are percentage points of previous steady
state consumption. The amount is G = 2% of permanent income.

ProposiTION C.5. (Myopic behavior and failure of Ricardian equivalence)
Suppose that tazes will go up at time T. While a rational agent would cut
consumption at time 0, a sparse agent cuts consumption later, at a time
§ = max (O,min (T, % In =& )) His consumption path is

W
0 fort<s
& = _He—’”(T_s)+m(1—r(t—S)) fors<t<T
rivp — H fort>T

with @ = 2 (1 —e7"T=9)) — (T —5).

Let us take an example illustrated in Figure C.1, with r = 5%, G = 2%, T =
10 years. This figure plots the change in consumption and wealth for the rational
actor k = 0 (black, solid) and progressively less rational agents: x = 0.01
(blue, dotted), x = 0.025 (red, dashed-dotted), x = 0.1 (green, dashed). The
traditional Ricardian consumer (x = 0) immediately decreases his consumption
by 2%, which leads to wealth accumulation until time 7. In contrast, the
BR consumer (k = 0.1) doesn’t react at all until 7' = 10 (hence he doesn’t
accumulated any wealth), and then cuts a lot of consumption. The value
k = 0.01 and x = 0.025 display an intermediary behavior. For x = 0.025, the
consumer initially doesn’t pay attention to the future tax. However, at a time
s = 4.5 years (i.e., when there are 3.6 years remaining until the taxes are
effective), he starts paying attention and starts savings for the future taxes. As
the tax looms larger, the agent saves more. As the agent delayed his savings,
he ends up cutting down on consumption more drastically when taxes are in
effect.
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Smaller taxes generate a more delayed reaction. Controlling for the PV of
taxes, consumers are better off with early rather than delayed taxes (as this
allows them to smooth more).

Proof of Proposition C.5. Taxes lower the present value of his income by
He "(T—1) 30 the consumer’s response is:

Ct =710 — T (He_T(T_t),n)

so wealth accumulation is: %Qﬁt =1 —Ct =T (HG_T(T_t),I{). The consumer
starts thinking about it at a time s s.t. He "(T—%) = g (assuming that the
solution is in (0,7))), i.e.

1
$ = max (O,min (T, ~In H;T)) (C.24)

First, consider the case s < T.
Then, for t € [s,T),

%f&t =7 (He_T(T_t), /@) = He "(T-1) _

Ct =Ty — T (HeiT(Tft), H)

_ E —rT (,rt _ _rs\ _ . _ —r(T—t) _
—r<re (e €)=kt 5)> (He /<;>
= —He T L k(1 —7r(t—s))

Soatt=1T I
Wp = — (1 - e_r(T_S)) — k(T —1)
r
At T, the tax H is enacted, so that for ¢ > T, the agent is aware of it. This
yields

/C\t:’l“’lj)\t—H

—wy = rwy — H — ¢ = investment income - taxes - consumption change

dt
=0

hence for t > T', Wy = wr, and ¢; = rwyr — H.
We conclude that consumption is

0 fort<s
& = —He_T(T_S)—FK,(l—T'(t_S)) fors<t<T
rivp — H fort >T
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and wealth is

0 fort <s
Wy =1 ZeT(emt —e™) —k(t—s) fors<t<T
B —etT=9) - (T —s)=wr fort>T

C.7. Active decision: Consumption or Savings?

Here we assume that the active decision was one of consumption. One could
imagine that it would be in savings. Does this matter? First, for many variables,
it does not matter: the impact of interest rates, future taxes, future income
shocks etc. are the same whether a sparse agent uses the consumption frame or
saving frame. However, the frame does matter for one variable: current income.
Indeed, take the permanent-income setup. 8!

Which frame does the agent use? One might posit that the agent takes
the frame that yields the higher expected utility. To analyze this, we note the
following result.

PrROPOSITION C.6. (Welfare under the consumption vs savings frame) The
consumption frame yields greater utility than the savings frame if and only if
@y > 1, i.e. if income shocks mean-revert faster than the interest rate.

When ¢, > r (which is probably the relevant case), the “consumption”
frame is indeed better for the agent. The reason is that consumption should
be smooth, while savings could be bumpy as they absorb transitory income
shocks. When the agent chooses consumption in an inattentive manner,
it makes consumption automatically rather smooth. However, if the agent
chooses savings inattentively, he makes savings smooth, but consumption
needs to absorb the shocks, hence is quite volatile. Therefore, generally, to
keep consumption smooth, choosing consumption inattentively is better than
choosing savings inattentively. However, when income shocks are a random walk
(py = 0), the savings frame is better. An inattentive agent will keep a constant
savings and let consumption react one for one to income shock, which is the
normatively correct behavior when income shocks are completely persistent.

81. Recall that ¢} = -~ so
t r+¢

¢ = my¢ under the consumption frame
r+
However, if the consumer choose savmgs St, and then consumes c; = wyt — St, the
rational amount is St =7t — ¢, le St = r+ y¢. Hence, the savings of a sparse agent

is Ss = my¢, and the deviation of consumption is: ¢ =y — S}, i.e.

77‘+

= (1 S ) Y+ under the savings frame
T+ ¢

which is generally not the same as ¢ under the consumption frame.
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Proof of Proposition C.6. We use the content®? and notations of Proposition
F.1. We set x; = yy. We have F" (w,x,c) = rw+ xy — ¢; and F* (w,x) = —px.
Under the consumption frame, a; = ¢¢, and F%, = 0, so by Proposition F.1,

noting [Vfw] “ the value of V2. (w,0) under the consumption frame:

50_ U’H(C) s_r2
[Vm] = 20, 20, (cy cy) (C.25)

r
r+p?

2] = 2 oy ()

and the expected losses are (with 05 =E [77])

1 C —1u" (c)o? 9 r 2
T+ 2¢ T4+

= A(1—m)*r?

o S __ T 3 T
and as Cy = mcy, with Cy =

Under the savings frame, a; is savings, so F¥ = a;, and ¢; = rwy + £+ — ay.
Hence:

V5% = 200 (ge gry2

Cr 420 VY
andasszmSg,withS;ZI—CZ:,qfw
s u'(c) of o\
[fo] =—>1-m)" [ ——
T+ 2p T+

and expected losses are

-1
S 8
=g Ve
The consumption frame yields greater utility than the savings frame if and only
if o, >r.

Losses from a general variable z. Using the same reasoning, the losses from
not paying attention to a variable x is

] 02 = A(1-m)* ¢’

7u// (C) 2 7u// (C) 9
L=t (e ) = et (1)

We parametrize the losses by the “equivalent permanent tax” A* such that

[ E/OOO =P [ (cr) — u (e (1— \))] dt

82. We could also draw on the results in Cochrane (1989), with a variety of adjustments.
Proposition F.1 extend Cochrane’s results (derived for consumption) to general dynamic
problems.
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Hence, using a Taylor expansions, \* = W This gives

B u’ (C)

1 —w©e/r
p— 57( e/ aici (1—m$)2

T+ 2p
i.e., using v = _Zif(/;()c),
1 ry CpOy 2
AT = [ 1—my, } .26
2r4+2¢p L ¢ (1=my) ( )

ProrosITION C.7. The losses from paying only attention m, to variable x,
expressed in terms of an “equivalent proportional losses in consumption”, \*

w ol T [Cx"x (1—m )r (C.27)
2r4+2p, L ¢ * '
where o, is the standard deviation of x, and ¢, = %.
The calibration gives
A= (1-m,)*x0.03%, A =(1-my)*x3.0% (C.28)

It may be useful to see the effect in a simpler context. Take a 3 period
model with 3 = R = 1, and an income shock with persistence p: 7; = p‘~le
for t = 0,1,2, with € a mean-0 shock. Normatively, that should induce the
change ¢= (¢;),—g ;o= (1,1,1) %8 (indeed, the total value of income has
increased by (1 —|—p—|—p2) ¢). Let us now consider a BR agent with m = 0.
However, under the consumption frame, ¢¢ = (O,%, % +p—|—p2) e (as there
is no reaction of cp, so that time-1 wealth increases by w; = €, of which
half is consumed at time 1, so ¢ = 5). Under the savings frame, we get
Gl (1, P, p2) e (savings doesn’t change, consumption absorbs all the shocks).
It is easy to verify that for p small, the utility is higher under the consumption
frame, while the opposite for large p.®3 Indeed, when p = 0, ¢© = (0, %, %) €
and ¢° = (1,0,0) ¢, so there is more smoothing under the consumption frame.
Other the other hand, with p=1, ¢ = (0, %, %) eand &% = (1,1,1)¢, and there
is more smoothing under the savings frame.

C.8. Intertemporal elasticity of substitution: controversies about its value
For many finance applications (e.g., Bansal and Yaron (2004), Barro (2009),

Gabaix (2012)), a high intertemporal elasticity of substitution (IES, denoted
¥ = 1/7) is important (¢» > 1). However, micro studies point to an IES

. ~ P —~ 2
83. To the leading order, 1 = %u” (cd) E>, ¢ s0 ¢ = %u” (cd) o2 <% + (% +p+p%) )
and 4% = %u” (e?) 02 (1+ p2 + p*). This yields & > @° iff p < p* ~ 0.32.
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of less than 1 (e.g., Hall (1988)). I show how this may be due to the way
econometricians proceed, by fitting the Euler equation, which yields

Inciy1 —Ine = we% +a+ei (C.29)

where 1€ is the measured IES, a is a constant, and €;41 is mean-zero noise

I apply the infinite-horizon framework of Section 4.2. If the consumer
“under-reacts to the interest rate,” the measured IES will be biased towards
0. Using the above model, we can more precisely calculate that if consumers
are boundedly rational (in the sense laid out above), then the estimated IES
will be: ¢¢ = m,.1¢p. This is a point prediction that goes beyond Chetty (2012)’s
prediction of an interval bound. The formal statement is cleanest to write in
the limit of no savings (wy — gy = 0). It is as follows.

PROPOSITION C.8.  An econometrician fitting an Euler equation as in (C.29)
will estimate a downwardly-biased IES (intertemporal elasticity of substitution)
if the agent is sparse:

¢ =my1p (C.30)

where ¢ is the estimated IES, v the true IES and m, is the attention to the
interest rate, endogenized in Proposition 8.

Proof: We use the results of Section 4.2. Given an interest rate deviation
7¢, the behavioral consumer increases his consumption by ¢; = m,.B,-7, which
decreases next period wealth by w1 = —Rm,B,7:, and so that next period
consumption deviation is

~ o ro. ~ ~
Ci11 =mp By + E’wt-H =m, By (Fe41 — 77¢)
which implies, as E [f14+1] = pife,
E [ét+1 — ét] = (mTBT (pr - r— 1)) ft = —mrbrft = —mTﬁc ft
Hence, the regression coefficient in (C.29) is ¢¢ = m,¢. O

The above calibration yields Figure C.2, which plots the measured IES
¢ if the consumer is sparse with sparsity cost . If Kk = 0, the consumer is
the traditional, frictionless rational agent. We see that as x increases, the IES
becomes more and more biased. Hence, inattention may explain why while
macro-finance studies require a high ITES, microeconomic studies find a low
IES.84

84. This is in the spirit of Gabaix and Laibson (2002)’s analysis of the biases in the
estimation of the coefficient of risk aversion with inattentive agents, in a different context
and a more tractable model. See alsoFuster et al. (2010)for a model where agents’ use of
simplified models leads to departures from the standard aggregate model.
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FIGURE C.2. Measured intertemporal elasticity of substitution (IES), 12, if the consumer

is sparse with cost x, while the econometrician assumes he is fully rational. The true IES
isy=1.

C.9. Source-dependent Marginal Propensity to Consume

The agent has initial wealth w and future income y, can consume c¢ at time
1, and invest the savings at a rate R. Hence, the problem is as follows: given
an initial wealth w, solve max.V =u(c) + E[v (y + R (w — ¢))], where income
isy =y« + Z?:l y; - there are n sources of income y; with mean 0. Let us
study the solution of this problem with the algorithm. The agent observes the
income sources sparsely: he uses the model y (m) = y. + Z?:l m;y;, with m; to
be determined. Applying this model, we obtain (assuming exponential utility
with absolute risk aversion v for simplicity)

PROPOSITION C.9. Time-1 consumption is ¢ = == (Rw + 8 /y — 02 /2 + y« +

1+R
>oimiyi), mi = 7(1, ” ). The marginal propensity to consume (MPC) at

time 1 out of income source i is

P Ocy

MPC§ = MPC! - m;, (C.31)

where MPC$ = (0c/0y;)° is the MPC under the sparse model, and M PC! =
(0c/dy;)" is the MPC under the traditional rational-actor model. Hence, in
the sparse model, unlike in the traditional model, the marginal propensity to
consume is source-dependent.

Different income sources have different marginal propensities to consume —

reminiscent of Thaler (1985)’s mental accounts. Equation (C.31) makes another
prediction: consumers pay more attention to sources of income that usually
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have large consequences, i.e. have a high o,,. Slightly extending the model,
it is plausible that a shock to the stock market does not affect the agent’s
disposable income much — hence, there will be little sensitivity to it. The MPC
out of wage income will be higher than the MPC to consume out of portfolio
income.

This model shares similarities with models of inattention based on a fixed
cost of observing information. Those models are rich and relatively complex
(they necessitate many periods, or either many agents or complex, non-linear
boundaries for the multidimensional s,.S rules, or signal extraction as in Sims
(2003)), whereas the present model is simpler and can be applied with one or
several periods. As a result, the present model, with an equation like (C.31),
lends itself more directly to empirical evaluation.

C.10. Cognitive Discounting of Future News

Suppose that the agent is told that he may receive $7 in 3 periods, but that
those $7 may disappear, with a survival probability of p, per period. Then,
the $7 should count at pi?. However, a sparse agent could replace p, by
py (Myr) = mypy + (1 —myy) pg. If p, (my) < py, he’s thinking “Let me not
bother with those potential future things” , or “I’ll believe it when I see it” ,
or something akin to “a bird in the hand is worth two in the bush” .

The framework easily accommodates that behavior of “cognitive
discounting” . Call f} the vector of future flows, whose s—th component will
arrive in s periods.?? In the rational model, with no decay,

Yy
flaa =L+ 5{+1

where L is the left-shift operator L (f1, f2, f3,-..) = (f2, f3,...). An innovation
5{ 41 codifies announcement. For instance, in the initial example 5ty =
(0,0,7,0,0,...). When there is cognitive discounting, operator L is replaced
by py (m) L.

To come back to our consumption problem, the problem is, under the
subjective model (with Z = (w,rs, f7, f)):

FY(Z,m) = (R+m,7¢) (W — ct) + 7 +mye
feyr =myp=Lf{ +eiiq, Ty = ki ff foraz=7.9

Here, the value of my+ “dampens” the appreciation of future movements in
variable z. Intuitively, because the future is harder to predict, its simulations
are dampened.

85. More generally, E¢ [yi+4s] = (fty)s = kY- fY, with k¥ = (0,...,0,1,0,0,...) the vector
selecting the s—th component.
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ProposiTION C.10. In the cognitive discounting specification, the behavioral
policy is:

N 1 _ A e
¢ = E, Z Tt (mrmr, b, (wy) 7r + mym,, tbyy7> , (C.32)
T>t

All those expressions hold up to second order terms.

Formulation (C.32) encapsulates two different forms of inattention. First,
the agent may not think about interest rate at all if m,, = 0. Second, he may
discount future news, if m,» < 1. Indeed, he discounts future news arriving in T’
periods by a factor mZ,. In addition, this discounting is source-specific: if news
about future interest rates are less important than news about future income
(something we will compute soon), they are (cognitively) discounted more.56

C.11. Extension of the basic 3-period example

Using the simplification function. The value (39) is a bit complicated. This
is where the simplification operator S (defined in Definition F.2) intervenes.
Applying it (with the same notations as in the motivating example before and
after Definition F.2), we obtain V15 = § (Vl), ie.

VY (w, z) = 2u (“’1; x) (C.33)
The value is the same as V!, up to O (2?) terms: V! (wy,z) = VIS (w,x) +
O (xQ) The attention-augmented value function at time 1 is

Vv (w,z,m") =mY "V (w,z) + (1 —=m") VY (w,z)

At time 0, the agent does smaxc,., v° (co, z,mp), with mo = (mﬁ,mv)
and
0 — 1 T 14
v” (o, wp, T, mg) =u(co) +V (wo — co,myz,m ) (C.34)

The FOC is v), = 0 with

0

v =/ (o) — Vi (wo — co,miz,m").

We have V,, . =0 at the default md = (0,0), so ;ﬂ%‘%,lmdzo =0 and the
optimal attention is m" = 0: the agent uses the proxy value function, not the
exactly rational one (we will see soon that attention m" can be non-zero using
the 2-step smax, but it is still likely to be 0 if x is not too small).

86. Psychologically, why the decay? This may be because often “promises are not kept” ,
or “something intervenes” (so that the agent anchors on a decay pg < 1), or simply because
things far in the future are generally less easy to perceive.
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We note that if m" > 0, the FOC is more complex. The FOC is
u' (co) = (1—m")u <w1 +2’m0$>

+mV1 [u’ (w1 —l—mlx) o (wl + (2—m1)$>}
2 2 2

Still, to the first order, the decision is the same (as per Proposition 2). Making
the problem simpler at every period, via the m" = 0 device, makes the problem
more tractable for both the agent and the economist examining him. We next
study this, using the 2-step sparse max.

Using the 2-step sparse max. We have so far used the plain sparse max.
This led to m" = 0, the exclusive reliance on the simplified value function.
We now calculate what happens when using the twice-iterated sparse max of
Definition F.1.

To endogenize m"” , we use the twice-iterated smax: smax;,,, 0¥ (co, wo, x,m)
with m = (mg,mv). At the first round, U(C)O’mv =0, so my (1) = 0, and, as
before, m§ (1) = A (g=u” (%) 02).

At the second round, now m? = (m% (1),0). The easy part is the attention
to x, which is slightly different than at step 1:

m (1) = 4 o (1260 o2

The more novel part is to calculate my . We have, with wy; = wg — ¢g and
calling z° := m§z,

\%4 2

v (co,wg,x,mg,mv) =0, [Vl (wo — co, %) = V! (wo —co,z®,m" = O)]

c,my
1wy +mya® 1, (fw+2-mq)z® , (w4 2°
- ( 2 ) 2" 2 Tl

w1 +;n11's and wl"‘@gml)ﬂCS

Doing a Taylor expansion of the consumptions

around their mean s N
o — w1+ _w + mpx

we obtain

1

=—-u
2
1

= —Zu”’ (¢?) (mq — D% (mgx)* + o0 (z?)

Likewise, vgc‘m:mg(l) = %u” (cd). So, the impact of my is
Jco v my 1u” (Cd) 2 2 9
= — 2 = —— — 1 T
omy 02 6 u’ (c?) (ma = 1)" (m5e)” + o (=)
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Hence, for a small z, the attention m" to the difference between the
difference between the true and proxy value functions (i.e., V1 (wl, x, mv) for
mY =1vs m¥ =0) is:

my = A <1E

24k \ v (c

— A 1 <u///(cd)> 2 (mq — 1)4 (mm)4E [mﬂ u” (cd) (C.35)
d) 1 0 '

It is instructive to take the limit of small x using a sparsity-inducing cost

2
function (¢’ (0) > 0). To have4m§ > 0, we need 2= large enough, so o, = kY2,

To have m(‘)/ > 0, we need % large enough, i.e. o, = k*/*, which is a much

Rl

higher hurdle (Rl—;i — 00) for small k. We formalize this.
ProposITION C.11. (Attention to a variable, vs attention to the fine
properties of how the value function depends on that variable) Suppose a
succession of problems (indexed by k going to 0) such that there are positive
constants B, B, € such that for k small enough: Bx'/?~¢ < g, (k) < B'k/4*e.
Then, the agent will have m§ > 0 and m[‘)/ = 0 when k is small enough. This
is, the agent pays attention to the disturbance x, but not to the subtle difference
between the true and proxy value functions (i.e., V! (wl,a:, mv) formV

mY =0).

=1 vs

In plain terms: because thinking about the nuances m" in V (a:, mV), one
needs to think about x at all. Hence, in many situations, we have m" = 0
and m”® > 0. Indeed, we cannot have, with just one state, variable m®* = 0 and
mY > 0.

In particular, for our 3-period problem for x small enough but not too small,
mY =0 and mg > 0 - the agent uses the simplified value function, but still
pays attention to z, like in the basic smax case. This is one reason it is useful
to use the basic smax: it gets to the essence of the more complex patterns that

can later be refined using the iterated smax.

Appendix D: Complements to the life-cycle model
Here I record variants on the life-cycle models of Section 2. What happens with

various attention functions, in discrete and continuous time, etc. This is useful
to get a “feel” for the model in a concrete, substantial setting.
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D.1. Derivation in continuous time

It is instructive to do the proof in continuous time, using the notations of
Section 2. The budget constraint is w; = % = y; — ¢¢, where a dot denotes a
time-derivative.

If the agent is rational, his value function is

W — X
V' () = (0= u (54 5T )

Indeed, the optimal policy is to smooth consumption over the time [t,T],
exhausting final resources, which are w; + (T —t)y — =, so that ¢ =

%:?g_‘”, and the value function is V" = (T' —t)u(c;). I take VP = V"

for the proxy value function.
Hence, at time ¢, the Bellman equation is

smax v (c;,m,r,t) with v (e, m,x,t) = u(cy) dt + V" (wy — cpdt, ma,t).
The FOC is:
ve = (¢) dt — Vi (wy — cpdt, ma, t) dt
= [u/ () — Vi (we, mz,t)] dt + O (dt?)

Vee = U (¢y) dt + VI (wy — cpdt, ma, t) (dt)?
=u" (¢;) dt + O (dt?)
Hence, the optimal policy is given by v. = 0, i.e. v/ (¢;) = V. (wy, ma, t) =
u’ (?j + w’if_"f), SO

_wg—mx
Ct:y—Fﬁ:Cg—mbt,
where .
b=y

is the normative sensitivity response to x.
Next, for the allocation of attention, we form

1 der \?
- t 2
MAX —~Veey g <8m) (my —1)" — Keg (m) dt

i.e. the attention is

Using the definition of the truncation function 7 (b, k) := bA (g) (equation

12) the response is
* Rt
Ct — Cg =Tmy bt =T (bt, ’u//(cd)’> (Dl)
t
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D.2. Calculation of the consumption path

The basic result (Proposition 1) gives the consumption policy, which is enough
to simulate the consumption path, say with a computer. Here I explore
specifications to obtain an analytic representation. As always, continuous time
is much simpler to derive and cleaner than discrete time. Still, because it is
more elementary, I start with discrete time.

D.2.1. Consumption Path in Discrete Time. We will see that the path is as

follows. Consider
B(s) = a; ——RQ(T— -1) (D.2)
s) = . . s .

which is related to marginal net benefit of thinking.

ProprosITION D.1. (Basic life-cycle: consumption path in discrete time)
Call s the first time at which the agent thinks about retirement, s =
inf{s € [0,L] : B(s) > 0}. Hence, the agent can think of retirement at time
s =0 (this is the case if B(0) > 0), at time a later time before retirement (this
is the case if B(0) <0< B(L), and s is the solution of B (s) =0 if that is an
integer). Or he may never think about it until actual retirement, s = L.

Before he thinks of retirement (t < s), consumption is c; = § + 7 and
wy = (1 — %) wo. After the agent thinks of retirement (t € [s,L)):

w, 2K2
ct:?o—i—g—T(t—s)—B(s)

and wealth is wy; = (1—%)w0+%2(t—s)(t—s—l)+B(s)(t—s) fort €
[s, L].

Consumption after retirement (for t € [L,T)) is constant, at ¢; = 7%= +

y+uy.
We next derive this. We follow Section 2, which gives:
Wt — ML

= — +
Ct T_t Yy

We suppose the scaling: k = k?u” (), given v/ = u” (1 + T%H),

VeeC2, v 2, 1 z \°
reea(m) A () =4 (0 (55)

:A<<T—t—11><T—t>zz)
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Using A (y) = max (1 — \yil’ 0),

x x R2(T —t—1)(T —1t) x R2(T —t—1)
T—t_T—t<1_ >_T B
= B(s)

me

where B (s) was defined in (D.2).
To concentrate on the key difficulty, I take the case wy = 0.
If the solution is interior (s € (0,7)), the agent thinks about retirement for
s such that
B(s)=0 (D.3)
Hence, when attention is positive, we have:

wy—zx KE(T—-t—1
—a R )

T4 . (D.4)

ct =Y+

We need to calculate the case where the agent saves before retirement. We
look for a solution of the type, for t € [s, L):

co=y+Alt—s)+b

for some constants A,b. At ¢t = s, (D.4) implies b = —B (s). For time t € [s, L),
we have:

t—1 A
we== (v —y)=—5 (t=s)(t—s—1)+B(s)(t—s)

t'=s
We want to verify (D.4), which we will express: g (t) = 0 with

o) = (T <Ct_y_ujzf:zr_n2(T—t—1)>

xT
2

—(T=t)(ce—y) —wi+a—(T—)(T—t-1)"

A
:(T—t)(A(t—s)—B(s))+§(t—s)(t—s—1)
o2
+Bs)t—8)+x—(T—-t)(T—-t—1)—
x
This is a polynomial in ¢. The coefficient of ¢*> must be 0, so fg - %2 =0,

and
—2k2

x
To make sure that g (t) = 0, we check first g (s) = 0. But

A:

R2(T —s)(T—s—1)

9(s)= (T =) B(s) +a - —0
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because of (D.2). Finally,

2
g(T):—;(T—s)(T—s—l)—B(s)(T—s)—i—:E:O

again. Given g is a polynomial of degree at most 1, with g (s) = ¢ (T) =0, g is
identically 0.

D.2.2. Consumption Path in Continous Time.
Using the scaling r; = K> |u” (cgl)| LI set: kg = R? |u” (cf)| The
consumption policy before retirement is

-
“Tr T \T—¢") Y
The agent will not think about the change in income when = < k. Call
s € [0, L) the first moment when he thinks about it. If the solution is interior,

7 = K, i.e. s =T — <. In general, we need to windsorize at 0 and L :

$ = max (O,min (L,T - %)) (D.5)

JEd|
K

Note that this is for § < 0. In general have s := max (0, min (L, T-—

For t < L, define the deviations from the policy that doesn’t pay attention
to retirement x:

. wo
Ct = Ct — T = Yy
. b " T—t
Wy = —CGdt = wy — ——w
t ; t t 7 Wo
We plug ¢; and w; into the optimal consumption policy to get

A~ Wy + —Z
“a=r T\t "

First case, using truncation function 71 (b,k) = bmax (1 - ’5—22,0). I first

assume that s < L. For ¢ € [s, L) the agent’s response is

‘ Wy n —x . Wt T ] K2
= T = — —
T ¢ Tt T—t T-—t - \2
()
- 2
Wy — K
= — (Tt
T—1t :v( )
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Take derivative with respect to ¢, this yields, using % = —¢,

dC}_ —ét + I[)t—.T :‘i2

b T—t (T—t)? =
—6, +c}+';i(T—t) K2
Tt (T —1)

_2&2

xT

with boundary condition that ws = 0. Solving for ¢, for t € [s, L]
. 2k2

ct—T(tfs)

The wealth at time ¢ is

t 2
Wy :/ —epdt' = (t—s)?
S

xT

Second case. Now use truncation function:
71, (b, k) = sign (b) max (|b| — |k, 0).

After time s, the agent’s response is

. t .
N —x _—adt o a
Ct_T—tJFT(T—t’“)_ T—t T—t "

Taking derivative with respect to ¢ yields

dé, =6 W w
dt  T—t (T-t? (T-t)?
_ét C}—i—ﬁ—lﬂ? €T
Tt (T —1) (T —1t)
- —K
Tt

with boundary condition that ¢; = 0. We can solve ¢ as,

R 1 Tt
= n
Ct K T_ s

The wealth at time ¢ < L will be

! T—t T—t T—t
0= | —Gdt=r(T - 1 - 1
e /s “t i S)<T—snT—s T—s+ )

Case 1: With 71 (b, k) = b max (1 — ’;—22, O), his consumption path is

%‘i‘y fort < s
¢ = %+y+2%22{’_5§ fors<t< L
walL+y+g fOI‘tZL
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(L—s)?

with wL:wAL—l—%wozﬁs +%w0.
Case 2: With 77, (b, k) = sign (b) max (|b| — || ,0), his consumption path is

=ty fort < s
¢t =< Kkln %:2)—}—%—1—?; fors<t< L
Tty + 9 fort > L
with wy, = wr + Fwo = k(T — s) (TE_ES In 725 — 725 +1) + Zwo.

Using a different scaling, ki = Rk (cf)2 u” (Cf) ‘ Here I explore a different

Wy
T—t"

and potentially portable from one situation to the next. Then (D.1) gives:

Kt _
ct — cf =7 (bt, 7|u” (cf)‘) =T (bt7ncf)

The agent is all set — he just follows that policy. Now let’s turn to the
economist’s role, to trace out the implications of that policy.

I use the truncation function 77, (b, k) = sign (b) max (|b| — || ,0), because
it yields simpler calculations. I assuming g < 0, to focus on the retirement case.

We have, when b; == 7% < —Rcl, T (bt, F;cf) = by + kel so

This renders & dimensionless

scaling k¢ = &2 ‘(cf)z u’ (cf)‘, with ¢ = 7+

ét::ct—g]:(Cf—g)‘i—(Ct_Cg)

Wt _d UA}t X _f _ ’lﬂt
= b = —
T TR Ty T—t+“(y+T—t>

ie.
~ (]. + f_ﬂl) ﬁ)t — X _
=~ 7t = D.6
Ct T3 + Ry (D.6)
Let us examine the first time s at which the agent thinks about retirement.
It if it in (0, L), we have @, = 0, and —#% + Ay =0,50 s =T — R% In general,

we windsorize by 0 and L, and obtain:

5 = max <O,min <L, T - :;;)) (D.7)

To find ¢,, we again apply (D.6), observing that w, = 0:

From then on, we assume s < L.
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After the agent has starting thinking about retirement, we have (D.6), so
taking the time derivative, using w; = —¢é, we have:

~ (I+R)w—x (1+R)@_a—r@g (14+R)c
= _

Ct =

(T—t)2 T—t T—t T—t
_aty
T—t
As ¢, = ¢ + §, we have ¢ = —HTth, SO dlzlltct =72, Incy = kIn (T —t) +a,
and
e =A(T —t)"

for a constant A. Given the value at ¢,

o = (;:i)ﬂc (D.9)

The wealth at time ¢t < L is

t _ 1+k
i = [ —(ct—mdt—u—s)yf—ljﬁ((T—ﬁ—%>cs. (D.10)

D.3. Lifecycle: Policy of the hyperbolic log agent

The log case is particularly clean (Barro (1999)). The agent at time ¢ has
decision utility: Inc¢; + 3 Zf;tl-u Inc,. Given full wealth (including discounted
future income y;) call Q¢, his policy will be some ¢; = ), for ps independent
of 4, so we shall have

T-1
> e, =(T—t)InQ + K,

T=t

for some constant K;. The implies a consumption policy
g =argmaxu(cg) + B (T —t—1)In(Q —cp) + Keqq

The first order condition is
1 B(T—t—1)
Ct Q — ¢

ie.

S 1+8(T—t-1)

We see that there is no “cliff” at retirement. The agent makes no distinction
between pre and post retirement income.

Ct
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Appendix E: Proofs Omitted in the Paper

Proof of Lemma 7. Exact result. The problem is

1—n
t

max Zﬁtlc_ s.t. thct < Q

(e)i=055 >0

where ¢4 ) is the time-0 Arrow-Debreu price of a dollar received

_ 1
T (A+ro)...(I47re—1
at t, and B is the discount factor (which is not necessarily of the form 3¢ here),
and
Qo ==wo + Z Gyt

t>0

is the full wealth. Forming the Lagrangian,

L:Z/Bt

t>0

1—y

c

lt_ + A QO_E qiCt
v t>0

P
we have fic; 7 = Agt, i.e. (with ¢ = %), = ¢ (%) for some c¢g. The budget

Qo = thct = CoZﬁZﬂ%&liw

t>0 t>0

constraint gives:

1.e.
1

T o0 1-¢
thoﬁzb% v

Given V' (Qq) = v (co) = u' (uf), we have (as the function is also
homogeneous of degree 1 —~): V () = iu (11€20).

co = pSo, M (E.1)

Suppose now that 3; = ' and SR = 1. Then the interest rate is constant,

g = R71, and,u:ZtZiR,t = 1}1 = Z and Q = wo + L. So, co = pfy =

i R
rwo+y
"

Taylor expansion, first in the deterministic case.
The impact of a change dy, is very easy: dcg = pdly = % ;}’11 .
The impact of an interest rate is more delicate. Consider a change change

dr-, for just one date 7. It creates a bond price change dq; = Rj—ildﬁlbﬁ SO

Sdg =Y Frrdrelisr = > FFTrr = i
t>0 t>0 t>7+1
This gives
d _ T
Pe p - 0) Y B = 5 (1) Y da
H t>0 t>0
Fol drr
= (1 _w) ET’RT+1drT = M(l _¢) RT+2
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Also, dQg = thZl dg; = 7: 71+ Recalling that co = p€o:

dr; r—y drs
RT+2 *R R r R™t!
_ rwo+y ) drr r(wo—9)\ drs
- <_¢CO + R _y> RT+2 <_¢CO + R RT2
This gives announced value.
Value function. Write ¢y = pg (wy — §) + v, for values py, v independent
of w;. Because one dollar now can be consumed today, we have V' (w;) =

u’ (¢t), and indeed V (wy) = iu(,ut (wy — *) + ;). Using (47), in particular
F(we— y) Pe?

d
dey = MQOZM + udS = o (1 — )

¢l = ’"(wt 9 4 g and by (wy) = , we obtain:

pewg + vy = cp = ¢+ ¢

1 R N
= C:gi +E, Z W (br (wt) rr+ byy'r)

T>t
_ T (wg—7)
1 (R p-e (M2 g)
Z RT—1+1 R Tr + byYr
T>t

which gives the announced values.

Stochastic case. As we are reasoning up to O <||x||2>, we can take the
certainty equivalent, e.g. use E [f (z)] = f (E[z]) + O (var (z)) for a C? function
f. Technically, we assume that f is C? with |f” (z)| bounded over the support of
the distribution of X .87 This, way, we can move from the deterministic version
of (47) to its expectation, capturing absorbing the uncertainty terms in the

2
O (Jl21)
Proof of Lemma 8. In the AR(1) case,

T—tn __ _ ~
ZRT i’ ZRT i T T R T R
T>t T>t R T
T T 7 T T 1
— L) B =y — p
Ht R+( ,(/})R t[T>t RTﬁt‘l‘Z} R+( @Z)) RQR_pTTt

87. The proof is standard. Normalizing EX = 0, and calling « here just a real number,
we use f(z) = f(0)+ f (0)x + R(z) with R(z) = [ f" (y)(x—y)dy. So f(X) =
F0)+ f(0) X + R(X), and

Ef(X)=f(EX)+ER(X)
Using |R(z)] < Cz? for C = %supzel |f"" (z)|, we have [Ef (X)— f(EX)| < CE[X?] =
Cvar (X). So, Ef (X) = f(EX) 4 O (var (X)).
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=RUf + by —py 1 1
—G+E ZM I S N
V¢ y+ t[T>t RT_t+1 ] y+ R R_prrt+ yR_pyyt

Proof of Lemma 8. This is a variant on the standard proof. We have
T(V.V)(2) = T(V.V?)(2) = BEV(Z') - V(2')] (E.2)

with Z" == F(2,a(Z,V?), j1). N
For (i), using |V(Z") = V(Z")| < ||V = Vs,
[TV, VP)(2) = T(V,VP)(2)| < BE[IV(Z) = V(Z')]
< BE[|V = Vo] = BIV = Voo

and taking the sup on the left-hand side,

IT(V,VP) = T(V,VP)|loo < BV = V] so-

For (i), if V(Z') —V(Z') < 0 for all Z', then (E.2) implies that
T(V,VP)(Z) — T(V,VP)(Z) < 0. The operator is monotone.

Proof of Lemma 4. This is the usual fixed point argument. Define V .= VP,
and for n >0, V41 =T (V,,, VP). By Lemma 3,

||Vn+1 - Vn”oo = ”T(anvp) - T(Vn*17vp>“oo < B HVn - anlnoo

hence V,, is a Cauchy sequence and converges in a complete metric space.
Proof of Proposition 2. Proposition 4 implies that V (w,z) = V" (w,x) +
@) (Hx||2) 88 Next, Lemma 5 implies that the optimal policy satisfies a (w, z) =

a” (w,z) + O <Hx||2> Next, decompose a” (w,z) = a?(w) + >, b; (w)x; +

(0] (Hx||2) Then, using the policy V' without sparse max, we have
a(w,z) = a (w) + Zbi (w)z; + O (||x||2)
Finally, using Lemma 2, we have:
a® (w,z) = a (w) + ZT <bi (w), Zj) x; + O <Hx||2> .

Proof of Proposition 4. It is in Section G.1.
Proof of Lemma 5. The reasoning is a direct transposition of the arguments
in the proof of Proposition 4.

88. Proposition 2 is stated in the text before some results this proof uses (this is useful to
make the flow of the paper more natural), but there is no logical circularity.
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Proof of Lemma 6. Given a value function V (w,z), Lemma A.A.2 shows
that, up to O ||£I3H2> terms, a (w,z) just depend on V (w,0),V,, (w,0) (but
not on V. (w,0)). The Lemma assumes that the two functions VP (w,z) =
VP (w,z) have the same values of V (w,0),V, (w,0). Hence, their actions
a (w,x) are the same up to O (|\:12||2) .

Proof of Proposition 5. We will prove by induction on ¢ > 0 that the
following property holds H, : V(@ (2) = V" (2) + O <||x||2)

This is true by assumption for ¢ = 0. Suppose H, holds, we will see that
H,11 holds. By Lemma 6,

a (z, V(Q)> =a (z, V(O)) +0 (||:1:||2) (E.3)

Because al® (z) is C!, we also have a(z, V) = a"(2) + O(|z]), so
a(z2,V@) = a(z) + O(||z||). Lemma 5 in turns implies that V(@+b () =
V7 (2) + 0 (ll2l*)

Proof of Lemma 8. One proof is that it is just a straightforward corollary
of (53). Here I show another proof, via a Taylor expansion of the default value
function. For notational simplicity, in this proof I call r and r’ the deviation of
the interest rate from the average value, 7.

The Bellman equation is

V(w,r)= maxu (¢)+ BV ((R +7)(w—c)+vy, 7'/) (E.4a)

I suppress the expectation operator, as the shocks are assumed to be small. We
assume a law of motion:
r'=pr+¢

Call next-period wealth w':
w=(R+7r)(w—c)+y

We assume that the agent knows the simple model where the interest rate is
always at its average, r = 0. As is well-known, the optimal policy is ¢ = rw + y,
and, with R=1+4T7,

Vw)=A(w+w?)' 7/ 1=5), v =Y/F A= (F/R)"

First, we differentiate the Bellman equation with respect to the new
variable:

_ ’ ;o o' I 8770/
V. (w,r) = BV, (w ,T ) v + BV, (w ,r) 5
Ve (w,r) = BV, (w',r') (w—rc)+ BV, (w’,r’) p (E.5)

Evaluating at r = 0, this leads to

B(w—c)

Vi (,0) = Vit () 5

w
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We now take the total derivative with respect to w, D,V = 0,V + %3GV,

w
e.g. the full impact of a change in w, including the impact it has on a change

in the consumption c. The baseline policy is ¢ (w) =Fw/R+7, so Dy,c =7 : R,
and Dyw' =d(R(w—c¢))/dw=R— RF/R=1.
Dyc=TF/R
Dyw =1
This means that one extra dollar of wealth received today translates into exactly

one dollar of wealth next period; its interest income, r, is entirely consumed.
So differentiate (using the total derivative) equation E.5. We obtain

B Wy (w,r) = Vi (W',7") (Dww) - (w — ) + Vb (w',7") Dy (w =€)
+ Vi (w’,r’) pDw'

= Vi (W',7") (w—c) + Vg, (w',7") (1 - 1) + Vo (W', 7") p

R
So, using ) B
T
V’/w/(w',r')Z—V J’w—i—wH_ 1:2%
v/, — fw—
)
w,r 1*@8

Finally, let’s derive the impact of a change in r on c¢. We have
Vw=B(R+r)V,, =u(c)
SO
de Ve =1 Vi 1-97(%-1)
dr u’(c) u(c) R R—p.p
-1 Vy1—77(%2-1)

yu' (¢)e R R—py

de T2V 4y,

! _?(wt—cd)—§
" R(R-p)
) 2 Ry - 2
R(R—p:)  R(R—p,)
We note that the result
b 7 b :F(wt—cd)—§
. R(R—py)’ " R(R - p;)
becomes, in continuous time:
S br:M (E.6)
T+ gy T+ r

101



Proof of Proposition 11. When ¢ > 0, we saw that

e ¢ \ir+o
<p_<r+<p_n<r+r+g0> £ )

Let ¢ = HTSO # 0. Then

o=t —k(r+971)%y,
which is equivalent to
V(& —r) =dp=1—r[(r+uv )

=1—r(rp+1)2
=1— r(r?y? 4+ 2rp + 1).

Rearranging yields
(€ + rr?)Y? + (26 — D)rp + (k — 1) = 0.
The quadratic formula then gives

(1—26)r£VA

YT R

where

A

[(26 = 1)r]? — 4(& + mr?)(k — 1)
72 [(26 — 1)? — dr(k — 1)] +4€(1 — k)
r? [(4k% — Ak + 1) — (4k% — 4k)] +4€(1 — k)

=72 +4£(1 — k).
In the case k = 0, the correct root is the higher one for ¢ (i.e., it’s the higher
¢ . . _ (1—2K)r+ VA
root of ¢ = et the one with the ++/A sign). Hence, 9 2+
Finally,
13 [(1 —2K)r + \/Z} —2(6+ kr?)r
P = 2+ kr?)
[t —2m) =206+ mr?)]r +EVA  —[26r2 + 2K+ ] r+ EVA
B 2(& + kr?) N 2(§ + kr?)
2R 2R E €12+ 4E(1 — K)
B 2(& + kr?)
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Appendix F: Extensions of the Basic Model
F.1. Evaluating the benefits of thinking at the true model

In the basic sparse max, benefits of thinking are evaluated at the default model.
Here is a simple extension where they're evaluated at the true model. This is
useful to avoid “starvation” in some extreme examples.

Call
w;(m) =& [—a;ni (md,x) Uga (a (md,x) ,m,x) U, (md,x)]

the prospective benefits of thinking, evaluated at model m. The basic sparse

max sets attention to )
m; =A </@wi (md)>

But one could enrich it e.g. as

i = A (Lt 502))

with K > 1. The max features two term: in the first one (w; (md)), the benefits
are evaluated at the default model; in the second term (w; (1)) benefits are
evaluated at the true model. To capture the fact that this is a more complex
procedure, a penalty of K > 1 is applied, for some K, e.g. K = 10.

A benefit is that then the model “detects the danger of starvation”. In the

3-period model, we have
i = A (2 max o (2] & (%2 + <))
! 2k 2 2

so that if G + 2 is too close to a starvation level, then the second part

is “active”, and attention becomes higher (if «”” > 0). For instance, if
|u” (L + x)| = 00, then mj =1, and the consumer becomes fully attentive.

Likewise, we’ll have
2'LUO
" @ n| 3 +z

2
m(ﬁ:A(gIZmax{

as the value function is evaluated as a derivative of V17 (wy,z) = 2u (

1

'K

1

'K

w12+x).

F.2. Finite-difference in the sensitivity to m

When we calculate a,,, = 8‘27‘11_ in Definition 1, the following variant 5mia is

sometimes useful. We first need to define the finite-difference operator:

Apig(m)=g(m),,.—1 pm_.—o—9(0)=g(0,...,0,1,0,...,0) — g (0)
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where the 1 is at the ¢-th coordinate of m. This is the “finite difference”

analogue to Op,,g (m) = f%gum:o' Next, we define:
Om,a(m,z) = Ay, (ag - )
=A

0
mi (2}; Ma(m’x)g”:O) xk>
= (A, 0z) (a) -

Note that if a(z,m) = > b;m;z;, then O, a(m,z) = bym; = Op,a(m,z).
However, the definition using 0,,,, generalizes better. For instance, if m is one-
dimensional (m =my) and

3
a(my,x) = Z mibx;
i=1

then dp,,a (m,z) = 320, bix;, whereas dp,, a (m,z) = %aﬂ(i)m:o = byxy. The
2 3

higher-power terms m=, m* are “invisible” when using 0,,,, but “visible” when
using O, -

F.3. Taking into account the costs of thinking in the value function

One could take into account the costs of thinking in the value function. This
will complicate the issues a bit and change the optimal action only by second
order terms. Therefore, it’s best not to do that in the first model.

Should thinking costs be taken into account?

There are some reasons to do it. If attention is a resource, then its cost
should be taken into account.

There are also reasons not to do it. First, we’re modeling a BR agent and
imagining that the BR agent optimizing today will take into account future
thinking costs may assume too much rationality. Technically when optimizing,
the agent may take a default value of 0 for k¥. Second, it could be that the
costs in his decision utility (the ones used when deciding) are not the actual
costs of thinking. This is the case if the agent misoptimizes on inattention, i.e.
does as if the cost was k — but perhaps the true cost is £V = 10k or £¥ = 0.1x.

In the basic statement of the model, I opted for the simplest version of the
framework. Here is an expanded version that does take them into account.

The selection of the action is still (27). Calling m* (Z, VP) the attention
return by the smax in (27), and the value function iteration in (29) becomes

T(V,VP)(Z) =u(a(Z,VP),Z, n) — VG (m* (Z,VP))

LRV (F(maZvr)w) Y

where G (m) =", g(m;), and " is the perceived cost as included in the value
function, and the state vector Z is expanded to include " as a state variable.
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The basic sparse max corresponds to taking ¥ = 0 at the Bellman iteration
stage.

How do results change? First, the basic smax agent does not change his
action at all. What changes is for the g—iterated agent case with ¢ > 1. Second,
in accordance of Section 3.5, this change makes only a second order difference
in the action.

Formally, this can be interpreted by enriching the action space to a = (a, m)
and having attention be part of the action vector and an expanded utility
function:

a(a,m,Z,p) =u(a,Z,p) — k" G(m)

Then, the perceived decision utility may or may not capture the correct value
of k. This is close to the perspective taken in Farhi and Gabaix (2020).

F.4. Iterated Static Sparse Max
In some cases, it is useful to have a generalization of the basic sparse max.

DEFINITION F.1. (Iterated sparse maz for static problems) The K —times

iterated sparse max, smaxﬁ(,m'md u (a, ), is defined by the following procedure.

Define m?(k)x=1 to be the initial default attention, m?.

Start at round k = 1. At each round k < K, apply the regular smax, using
the default m? (k): SMAX gy 1 (k) U (@, 2, m), and call m* (k) and a* (k) the
resulting attention. Define then m? (k + 1) = m* (k).

Stop at the end of round k = K, and return m* (K) and a* (K), the optimal
attention and action at the last iteration.

Illustration. Suppose that w(a,z) = —3%(a—z1 (1+ 23))? so that the
rational policy is a” (x1,22) = x1 (1 4+ z2). If the agent doesn’t think of z;
(replacing it with z1 = 0), then he should not think about z5.

We next apply the iterated smax outlined in Definition F.1, iterating twice
(K = 2). Initial default attention is m< (1) = (0,0). We start at step k = 1. We

observe that so aj, =1+ z2, ay, = x1, which gives

of

mim=A(), w0

K

So, at the beginning of the second step, the default is m? (2) = m* (1). Again
applying the plain smax but with that default m?(2), we have

o2 mi (1)% o2
i) =A(2). me :,4<1<1> )

K K
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Hence, the action is a = a” (m* (2) © z) = m7 (2) x1 (1 + m3 (2) 22). We also see
that, as © — 0, the action converges to the rational action.??

F.5. Proportional Thinking

Here is a simple microfoundation for the scale-free k of Section A.2.2,
equation (F.2). Thinking about m; implies some “mental costs” g (m;).
These costs translate into some trembling in the action, so that, with a** =
arg max, v (a,x,m"), the actual action is:

a=a"+7
where 7) is a mean 0 noise with standard deviation:

1/2

Stdev (n) = V2ka' Zg(mi)

The size of the noise proportional to the typical scale a? of the action (this
proportional is encountered in much of psychophysics, e.g. in the Weber-
Fechner law)?", and increasing in mental activity m. . We call V2R the factor
of proportionality.

Hence, the utility losses from this noise L = —E[v(a* +n,z) — v (a*, )]
are, to the leading order:

1
L= _iE [772] Vaa = _Uaa"?"/2 (ah)Q Zg (mz)

Hence, as in Gabaix (2014), (Lemma 2), the utility losses from imperfect
attention are, to the leading order:

5 > (=m) Ay (1—m)+rY g (m)

,7=1...n 3

with Az‘j =—-FE [ami Vaaamj] and

K= (,T-@ah)2 ‘vaa (ad (Lmd))’ : (F.2)

89. This iterated smax suffices for the problems considered in this paper. For other
purposes, one could imagine a variant where the default is at say m? = (e, ...,€), for some
€ > 0, so as to better “probe” the importance of all variables.

90. The microfoundation of that is probably that noisy computations are made in the
brain in a scale-free space, and then at the end multiplied by a¥ to get an action to scale.
This generates the proportionality to af. This type of thinking, however, it still speculative
at this stage Glimcher (2011).
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F.6. Simplification of Functions

F.6.1. Taylor expansion inside a value function. We develop here a bit of
simple machinery to reflect how the agent can “simplify” a function (in practice
a value function), by forcing them to have a given functional form.

A motivating example. Suppose that the agent consumes ¢; = 5 +y1 and
c2 = 4 +y2, where y = (y1,2) can be viewed as small. His rational value
function, assuming no discounting, is

1ww=u(%+y0+u(§+w)

The agent may wish to use a simplified representation of this function. We
observe that v (y) = v° (y) + O (||y|\2> with

US (y) = 2u (W)

We shall take this function V° as a “simplified” representation of v. We can
then form a more general function: v (y,m") == (1 —=m")v% (y) + m"v (y). If
mY =1, then the agent uses the rational value function. If m" = 0, then the
agent uses the proxy value function v°, which is in some sense simpler.

The following definition generalizes that thought and codifies the creation
of a “simplified” value function.

DEFINITION F.2. (Simplifying function) Let f : R™ — R be a function
such that fy, ()9 # 0 for all 4, and ¢ : {1,..p} = {1,..n}. Call EF =
{ve C*(RP,R) such that v(0) = f(0)}. We define the simplification function
St Ef — &F by

(St (W) (y) = f(b-y) (F.3)
where b is the uniquely determined matrix b € R™*? such b;; = 0 unless i = ¢ (j)
and

v(y)=f(b-y)+o(lyl) (F.4)

Vy; (y)|y:o

Furthermore, b;; = Fo@)eco if i = ¢ (j),bij (x) = 0 otherwise.

We prove the b is indeed unique.
Proof. We want v (y) = f (b-y) + o(]ly||). This is equivalent to

Vy; (y)|y:0 = Z fibij = fo() 0o

Inspecting the Taylor expansions gives the result. [
This defines an attention-augmented function

v (y,mv) = (1 — mv) v° (y) +m" v (y)
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where parameter m" captures the attention to the true value v.

Basically f (b y) is like a non-linear Taylor expansion of v (y). For instance,
in our introductory example, f(z) = 2u (“F2%), vy = (y1,92), n =1, p = 2,
v(j)=1,and b= (1,1).

Here are two other variants of the same idea. Suppose that we have a
stochastic variable and a variant of the Black-Scholes model, with stochastic
volatility. Then, we may approximate the value function in by tweaking the
implied volatility: V (z¢, S, K,r,t) = VB3 (6 4 ax; +o(xt),S, K,r,t), where
VBS is the regular Black-Scholes formula, so that the simplified function is

VI (zy, S, K, r,t) = VB (G + axy, S, K, 7, t)

Suppose that the agent estimates a distribution, h(y), where y are
parameters of the distribution. The agent may wish to replace this distribution
by a distribution with a simpler functional form, say a Gaussian: then f is a
Gaussian distribution approximating the distribution h, perhaps by matching
h’s mean and variance.

F.6.2. Just paying attention to first order terms. Suppose that the problem
is:
max u (a,x)
a

which gives a = a® +b-2+ O (||£L'||2), with b = —u;  ug,. Define u?(a) ==
u(a,0), and a? = argmax, u (a,0). Suppose we have an agent that actually

does:
a=a’+b-z

i.e. exactly discards the second order terms. How to we represent that agent?
First, we could define a “Taylor sparse max” , that given a problem u (a, x),
returns the linearized optimum @, or a sparse version of it, @ = a® 4+ > bimgzg
Second, we can say that the agent uses a proxy utility function. We observe
that for (a,z) close to (ad,O), we have:

u(a,r) =u'(a,z) + O (xZ)
u' (a,z) = ut (a — bx) + uy (a,0) z
u? (a,z) = u? (ad,x) + %uga (a— ad) + (@ — a?) ugg
u? (a,2) = ut (a — bx) +u (a?,2) — u? (a?)

The above representations u’ all “work” , i.e. deliver the linear expansion.

F.6.3. Linearizing a relation. Suppose that there’s a non-linearity, say it’s
7= f"(x), eg fM(x)= %LL‘ + b3, then the agent may use a linearized policy,
ie.,

f(@ym) = f(0) +maf (0)x +ma (f(z) — £(0) = f(0)2)
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This is, the function is approximated by its constant, first order term (with
weight m;), and higher order terms (with weights ms). This way, one has a
“simpler” representation by linearization.

F.7. Notes on the design of the model

Here I record some notes about modeling choices of the model. This section
should only interest people thinking about the foundations of the approach
(hence, potential ways to change it), not its direct practical use.

F.7.1. Breaking the explosion of Thinking about thinking about thinking...
Why not model iterated expectations, such as the agent’s perception at time 0
of his perception at time 2 of his perception at time 57 The short answer is that
this leads to a combinatorial explosion of the complexity of the model. This
motivates the particular formulation of sparse dynamic programming, which
eschews such a combinatorial explosion.

I record this phenomenon in this subsection, using the simple 3—period
model of Section 4.1, extended here to T+ 1 periods. There we obtain about
27" state variables for a T—period model.

Utility is ZtT:o u(cy) and R = 1. The agent receives wg at time 0, and = at
time t. So, wy = wy_1 — ¢4—1 + x1ly—7 for t > 1. The rational problem is

T T
maxZu (ct) s.t. g ct=wo+zx
t=0 t=0

wi+xT
T—t+1

and the optimal consumption policy at time ¢ is ¢; =
VT (wr,z) = u(wr + x)

Next, at time T — 1, the rational value function is (RE stands for rational
expectations):

wr_1 +mi_x
T—1,RE RE\ _ T-1
4 (wr—1,2, M7"%)) = u <2

S (wT_1 + (2 — m}_l) ac)

2

for the value mp_1 chosen at time T — 1,. However, the perceived value function

could be

VI=LRE (wp 1 @, Mp_1)

for some other perceived Mp_;.
At time T — 2, the problem is

yT=—2 (wT_g,m, MRE) =u(cr o)+ VTTE (wT_2 - c,x,Mﬁﬂ) ,
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with

cr_g = argmaxu (c) + V11 (wT,Q —c,my_qx, Ep_o [MT,l])
C

so that at each stage, the agent gets either “M7E” or “M*S”. So, the relevant
perception vector is Mp_o = (mT_g,MT_l,E%_2 [MT_l]) € R3 — the datum
of the perception of x, M; 1 and the actual Mp_1.

More generally, at time ¢, the value function is

Vi (we, 2, My) = u(cy) + Vi1 (wg — ¢, 2, Myyq)

with
c; = argmaxu (¢;) + Vigr (wp — ¢, mix, B} [Mit1])

Ct

So, the perception vector at time t is
My = (m§, Myt1, Ef [My41])

i.e. it’s formed of the attention m{ to z, tomorrow’s perception vector M1,
and today’s perception about tomorrow’s vector, Ef [M;1]. Ideally, the agent
should keep track of all those. Call D; = dim M;. We have Dr =0,D7_1 =1,
Dy =1+ 2D11. This yields that the dimension of the attention vector at time
tis

Dy=2"""-1.
which is overwhelming.

Simplified value function. This is why the main sparse max cuts through
the difficulty to allow for just two value functions: V4 (wy, z), the rational
expectation value function, and V< (wy, x), the “simplified value function”.
Then, we form

VE (we,a,mY ) = mY VERE (g, ) + (1—m) ) VES (wy, )

LEMMA F.1. The wvalue function V*(w,z, M) is independent of M, up to
0] (xQ) terms.

Hence, we define the germ V? (w,x,M o ) to be a “simplified” version
of Vt(w,z,M). In many cases, it’s the V' (w,z,M%) = V! (w,z, M"),
assuming that the agent will be rational. Typical case, u. = V, (w,z, M),
with ¢ = w(A+ Bx) + C + Dz + o(z). (This applies with time-varying
interest rate, income and equity premium). Then, we set V (w, x, M5 ) =
u(w (A + Bx) + C + Dx) / (A+ Bz). If chosen representation is ¢ = weA 57 4
o(z), then we set: V (w,z, M%) = u (weA+B2) JeAtBe,

More abstractly, if it’s ¢ = ¢ (A (w) + B (w) x) + o (x), for some function ¢,
then we set Vi, (w, 2, M%) = u. (¢ (A (w) + B (w) x)).
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F.8. Generalization: The k, K Procedure

Here I discuss how to do an expansion when V., is required but not known by
the agent. This greatly generalizes the Cass-Koopmans of Section 5.
Suppose that we want to solve

V(Xo) = max Y B'u(Xyar) st Xep1 = F (Xy,a4) (F.5)

)20 >0

but do not know Vxx (Xp), which is required to find ax, (recall that the first
order condition is u, + SVx Fy, so calculating ax, involves Vx x). What to do?

I posit the following description of the agent’s world view and behavior.
He considers x; “his” variable, and X; the value created by the environment,
which is perceived to be exogenous to him: this is the same way that in much
of macro, k; is his wealth, and K; is the aggregate capital stock. He has a
mental model of the law of motion of X; on the equilibrium path, e.g. as in
Xi41 — Xt = B(X; — X,) for some matrix B, and X, is the steady state value
of X;. He solves in his mind the “micro” problem:

V (29, Xo) = max Zﬂta (x4, Xt at) st xp = F* (x4, X, ar) (F.6)
t

at)tzo

with X; exogenous to his actions and I define the modified utility and
production function, in a manner that separates the micro variable x and the
macro variable X :

u(x,X,a) =u(X,a) +ux (X,a) (z — X),

F'(2,X,a) = F(X,a) + Fx (X,a) (z — X)

This way, they capture the marginal contribution of z.91:92,

Next, I assume that the agent knows V,V,,V,, evaluated at (z,X) =
(X«, X,) — ie., the agent has solved the “microeconomic” problem of
optimizing when the macroeconomic environment is at the steady state, i.e.
X; = X, at all dates, but his microeconomic variable z; is off equilibrium.%?

91. One could also imagine using A, the other agent’s action, and setting f(z, X,a,A) =
F(X,A) 4+ Fx (X,A)(x — X) 4+ Fo (X, A) (a — A), or similar variants. What’s important is
that values and first order derivatives are preserved around (z,a) = (X, A): more precisely,
function F (z,X,a,A) must satisfy: F(z+¢,z,a+n,a) = F(z+e,a+n)+ O (52 + 772),
and similarly @ (z, X, a, A) must satisfy: u (z + ¢,z,a +n,a) =u(x +e,a+n)+ O (52 + 172).
92. For instance, in the Cass-Koopmans problem, (z, X,a) = (k, K,c), F (K,c) = f (K) —
c, and

—k

F (kK c) = f(K) —c+ f'(K) (k- K) = f (K)k+ [f (K) - Kf' (K)] - ¢
so that f/ (K)k is the return on capital, and [f (K) — K f’ (K)] is labor income.
93. This is actually easy to derive in a number of canonical problems: For instance, in

RCK this is saying that the agent knows the “micro” problem of the life-cycle with constant
interest rates. This is also true in a canonical real investment problem derived below.
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This gives the value a, (z,X,). This way, we can calculate V, x using the
procedure in Section A.1 (using the change in notations (w,z) == (x, X)).

Hence the action is a = a,Z; + a XXt and on the equilibrium path Z; = Xt.
To calculate ax we proceed as in section A.1.°4 Section C.4 applies this to an
optimal real investment problem.

F.9. Tools to expand a simple model: Continuous time

Calculations are typically cleaner in continuous time, so we develop the
continuous-time version of the machinery. We take for now problems without
stochastic terms (those should be added later). The following gives a
continuous-time version of Section A.1.

The laws of motion are

w = FY (w,z,a)

= F* (w, )
and the Bellman equation is
PV (w,z) = u(w,z,a) + Vy (w,z) F¥ (w,z,a) + Vy (w,z) F* (w, x, a)

In the more complex case @ = F'* (w, x, a), we need to solve a matrix Ricatti
equation — but not here.

Call, for some function f, D, f = Ouf + aw0.f the “total impact” of a
change in w. Then differentiate the Bellman equation with respect to z,

PV =ty + Vi F + Vo Fy 4+ Vo F° (F.7)
Now, we differentiate with respect to w and evaluate at x = O:
PVw = Dy (ug + Vo 0 + Ve Fiy + Vo Fip

SO
Vo=(p—F2) " ug + Vi FY)

Vs = (p_F:)_l (D (uz + Vi ") + Vi i, ]

94. The FOC is ¥ (z, X, a) = 0 with
U (z,X,0a) = Tq (z, X,a) + BVz (z, X) Fyy (z, X, a)
This gives the marginal impact of X on the action ax = —‘P;llllx, with
Vo = laa + BVaFaq = taa + Faa
Ux =tax +BVaxFo+ BVaFox =tlax + pVax F-

where in the last two equations, the last part of the right-hand side is evaluated at x = X.
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As a satisfies ¥ = 0 with
U (a,w,x) =ug + Vo Fy’

where we have used here F¥ = 0. Hence, the impact of z on the optimal action
is
ay = -0, 0,

Vo = Ugq + Vi Fiay
U, = Uax + Vi Foo + Ve FY

The terms uq, + Vi Foo are the “instantaneous impact” of a change . The
term V5 F¥ depends on the present value of future x, given that V,,, depends
on its present value (as shown by the term (p — F%) ™).

F.9.1. Losses from suboptimal policies. Calculation of V... We now turn to
the more difficult case of V,,. Using D, f = 9,f + a0, f the “total impact”
of a change in z, we have:

Ve = Dyt + Vy Dy FY + Vo, F* + V, F*
=ayz (ug + VoY) +uy + Vo i + Vo FY + Vi Y

Next, differentiating at = 0,

Ve = @z Dy (ug + Vo F) 4+ Dy [ug + Vi FY + Vo FE |+ Vo FY
= Ay [Uaz + Uaay + Ve Y+ Vi Fo + Vi Fob ay]
+ Upy + Ugaly + VewFy + Vi Fop + 2V Fo + Vo F2

hence

(p— 2F;)me = Qg [uax + Ugay + Ve F + Vi Fop + VwF;'flax]
+ Uy + Ugalz + Ve Fy + VDo By + Vi Fyy,

This is a bit of a complicated expression. Let us note it can be written
(p—2F7) (V3 —V5)=azA+ayBa, +C

with B = ugq + Vi F2Y..
We use the following elementary Lemma:

LeEMMA F.2. Let f(a) = Aa+ d’Ba+ C, for B symmetric negative definite.

) =
Let a* = argmax, f (a), so a* = —%BilA. Then, for any a,

fla)=f(a") =(a—a”)B(a—a").
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Let’s compare V., under the sparse vs rational model: the difference is just
in the D}, vs D} term. Indeed,
D3 — D7 = (a3 —al) 0,

xT

so, using the previous Lemma,
Viw = Vi = (p=2F9) 7" (a3 — a}) (uaa + VuFit) (@ — af) (F.10)
We gather the results.

PrOPOSITION F.1. (What are the losses from a suboptimal policy?) Consider
the value function V" under the optimal policy and V¥ under a potentially
suboptimal policy, and VO (w,z) = V* (w,x) — V" (w,z). Then, evaluating at
xz =0, we have

Vi=0,V2=0,V3, =0,VS=0,V =0 (F.11)

and
Vo, = (p—2F0) 7" (0} — a}) (uaa + Vi Fis) (a5 — af) (F.12)
Equation (F.12) has an intuitive interpretation. At a point in time, as
a function of a, present and continuation utility is v (a) = u(a,w;)dt +
(1= pdt)V (wy + F* (wy,at) dt). Hence (omitting the dt to remove the
notational clutter), v’ (a) = uq + Voo I and v”(a) = ugq + Vi FY,. Hence,
reacting imperfectly to a small z; (with a = af — a) creates an instantaneous
utility loss of Ay = — %mtagvaaa‘;xt. The full utility loss is the present discounted
value of that, i.e.

oo o
2\ = / e PNt = —/ e_ptztaivaaa‘;:ct with z; = e ¥tz
0 0

> 1
= —/ e_pte_zwzoaivwaimo =
0 p+2p

=—x0(p— 2F9‘Z”)_1 ai (Uga + VW E22) aixo as FY = —p

4 4
L0, VaalyT0

)
= —zoV,,%o.

It is enough to study the “static” utility losses to derive the dynamic utility
losses. This proposition F.1 is a dynamic application of the Proposition 26 in
Gabaix (2014) (online appendix) regarding losses from a suboptimal policy. For
convenience, we restate this proposition here. With static problem maxu (a, x)
s.t. b(a,z) > 0 and a Lagrangian L (a,z) = u(a,x) + Ab(a,x), the losses from
a suboptimal policy a® = a — a” (where a” is the optimal policy) are to the
leading order: %a‘s’Lwa‘s.

Here the Lagrangian is L = [e P [u(a¢, 2) + M\ (=2 + F* (ar, z0))] dt,

where z; = (wy, z¢) is the state vector. Hence, the loss A is expressed by (to the
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leading order)
2A = d'Laga = /afLatataf = /e”taf [Uayay + M Faya,) aldt
Suppose that we can linearize, af = Ax;, we have
20 = / P A [Ugya, + MeFaya,] Azedt

Consider the ergodic limit, where x; has a distribution independent of ¢. Recall
that

Em;B;Et =E Z z;Bijx; = Z B;;E [z;x] = Trace (BE [mx’])
i i
Hence,
2A = ;Trace (BE [z2'])
B = A'[ua,a, + M\eFayas] A= A'Loya, A

F.10. Some ancillary results

Call G (Z,m) = Z (m) a transformation function for the state vector Z. E.g. in
the basic life-cycle example, G (w,y,7,m) = (w, myy, m,7). [Note: below, the
notation bar isn’t ideal, as bar refers to means; perhaps tilde would be better]
When can we express the perceived model as a rational model, with different
utility and transition functions? The following Lemma gives the answer.

LEMMA F.3. Let G(Z,m) be a function and define Z; = G (Zy,m). Suppose
that we can write

u(a,Z,m)=1u(z,G(Z,m))
G (F (a,Z,m),m) = F (a,G (Z,m))

for two functions @, F. Then the model evaluated at m is the same as a rational
model with state variables Zy, utility u, transition function F. We also have

V(Z2)=V(G(Zm))
Proof. We have
Zii1 =G (Zir1,m) =G (F (a,Zy,m) ,m) =F(a,G(Zy,m)) = F (a, Z)
The value function V satisfies, with Z s.t. Z = G (Z,m)
V(Z)= max i (a,Z) + BV (F (a,2))
= maxu (a, Z,m) + BV (G (F (a, Z,m) ,m))
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Define V (Z) := V (G (Z,m)). Then,

V(Z)=V(Z)= mgxu(a, Z,m)+ BV (F (a,Z,m),m)

So indeed V satisfies the Bellman equation. OJ
Also, we have F (Z,m) = ((R+7)(w —7),p)

A - y
Yt+1 = MpPyYt + €449

gives

My Gt+1 = My Py (my@t + my5¥+1)
ie.

79 (0,2) = myy (7 myet)

I conclude with a remark which will be useful later, drawing again on Gabaix
(2014). As & has the units of utils, one can make it more endogenous with the
primitive, unitless parameter %, by setting:

1/2

k= R2var (u (¢t (z),z,m?)) (F.13)

Appendix G: Other Results
G.1. Second Order Losses From Inattention

G.1.1. Statement. The intuition is that as x is small, and the action is close to
the optimum, we get only second order losses O (||x||2) from misoptimization.
The idea is simple, but it turns out that it requires some extra care, in particular
to ensure that differentiability, and to define formally the objects of interest. I
present that here. This subsection does not contain surprising results, so should
be skipped at the first reading.

Recall that w is a set of variables thought about in the default model
(m =0), and z is a set of variable not thought about in the default model. We
also set z = (w, z). Formally, we assume that u! (a,w,z,m) and F* (a,w,z,m)
are independent of m if x = 0. We also assume that F®! (a,w,z,m) = 0 if
x =0, i.e. so that small z’s at t map in small x’s at ¢t + 1.

We suppose that the attention function A is C'*° (this can easily be ensured).

Recapitulations of the notations. With 1 period problems, the action is

a(z,m) = argmaxu (a,z,m) (G.1)

With exogenous attention m, the value function is the utility evaluated at the
true model of the world:

Vi(zym,p) =u(a(z,m),zun) (G.2)
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where p denotes the true state of the world (typically p = (1,...,1)). With
endogenous attention, we have

* 1
m; (w, ai,,u) = argmax B | - Vi,m, (w,z,m),,,,_o (m; — 1) + G (my)

m;€[0,14] 2
(G.3)
and the value function with endogenous attention is
V(z,p) =V (z,m* (w, 0'920,/1) ) (G.4)

We sometimes drop the explicit dependence on pu.
With T period problems, the notions are the same, but recursive. We use
m = (my),_, - The action at time ¢ is:

a' (z,m) == argmaxu’ (a, z,m;) + V! (Ft (a,z,my) ,mt+1) (G.5)

a

which defines the value function, evaluated at the true model of the world.
With exogenous attention:

Vt (Za m?ﬂ’) = ut (a’t (z,m) 7Z>Mt) + th+l (Ft (a7 Z7mt) 7/1'254-1) (GG)

When attention is endogenous, we have

t,%

m; (w,ag,u) =

1
argmax F §V,f“mz (w, ,m),,,,, —o (M5 — i)’ + G (mys)
mye ; €[0,p0¢,5]

and
Vi(z,p) =V (z,m" (w, 00, 1), 1) . (G.7)

We call V" (w,z) = V* (w, z, (e, 1)) the rational value function.
We prove two propositions: the first one is elementary to state, the other
one a bit more cumbersome.

PROPOSITION G.1. (Second order losses form inattention) Suppose that u'
and F* are C*. Recall the decomposition z = (w,x). Then, with exogenous m,
a' (2, (s pir) g ) and V' (2, (mr pir), ;1) are C> and,

Vt (wa xz, (mT7 MT)T:t,,_T) - Vt,r (w7 x)

T
(G.8)
=0(Ja*) 0 (Z o — uTn?)
T=t1
With endogenous m, a' (z) and V*(z) are C>, and
v (w,2) = V" (w,2) = O (Jla]*) (G9)
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PROPOSITION G.2. (Second order losses form inattention, with finite
differentiability ) With exogenous m, assume that there is an £ > 3 such
that ut is C*T¢, F* (the transition function from t to t 4+ 1) is C*+¢. Then
at (z, (M pir),—y ) and V (z,(mr,pir),—, p) are CT1 for allt =0,..., T,
and (G.8) holds.

With endogenous m, assume that there is an £ > 5 such that u* (t <T),F*
(the transition from t and t + 1) are C3+ for some €. Then a' (z) and V* ()
are G343 and (G.9) holds.

G.1.2. Proof of Propositions G.1 and G.2. The proof starts with the most
elementary cases (1 period), then amplifies it to 2 and more periods.

1 period, with exogenous m. We suppose that u(a,w,z,m) is C*, with
k > 4, and that the rational problem is

max u (a,w,x, m)
a

We shall see that V (w,z,m) is C¥~1 and V (w, z) is C¥=3.

First, let us suppress the dependence on w, and consider max, u (a,z,m).

By the implicit function theorem, a (x,m) := arg max, u (a, z,m) is C¥=1 (it
is the solution of u, (a,x,m) = 0). This makes V (z,m, ) = u(a(z,m),z, 1)
be CF-1.

As u (a,0,m) is independent of m, a (0, m) is independent of m, so we can
write: a (z,m) =a(0,0) +b(m)z+ O (2?). As ay (x,m) is C*~2 with k —2 > 1
there is a constant L such for that all m,u in the compact [0,1]", we have
[[6(m) —b(w)|| < L|m — ul|. We consider the loss from imperfect perception:

R(z,m,p) =V (z,m,pu) =V (z,p,np)
=u(a(z,m),z,p) —ula(z,pu),z,p
= (a(z,m) — a(z, 1)) taa (a(z,m) - a(z, 1))

+o(a(x,m)—a(z,p)’

= (b(m) = b()) waqw (b (m) = b (1) + o (|l2]*)
So we have
2 2
V(w,mop) = V (@1, 10) = R(@,mo ) = O (2*) O (Im = uf?) - (G.10)
Reinserting the dependence in w, the same reasoning show that with
R(w,z,m,pu) =V (w,z,m,u) =V (w,z,p, 1) (G.11)

we have

R (w,z,m, 1) = O (Jl)*) O (Ilm = ul*). (G.12)
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1 period, with endogenous m. We supposed that u(a,w,z,m) was C¥,
which led V (w,z,m) to be C¥~1. Now, we endogenize m. We have

% 1
m; (w,02) = argmax E —ivmimi (w,z,m),,,_o (m; — i) — G (my)
m

So, m* (w) is a C*=3 function of w. So V (w, ) :== V (w,z,m* (w)) is a C*~3
function.

Hence, starting from a C* function u (a,w,x,m), we obtain a C*~3 value
function V (w,x). We “lost” 3 orders of differentiability.

2 period problems. There are 2 periods, 0 and 1. We call

VE(w,z,m, ) = ut (a(w,z,m),w,z,uw)

VH(w,z, 1) = ul (a (w,m,m* (w, 0320)) , W, T, u)

the value function at the beginning of period 1, with respectively exogenous
and endogenous attention.

We assume that u' is C*.

2 periods, with exogenous my. The problem is now

mngo (akuxymﬂyml»ul)
with
UO (a7x7m07m17,ul) = uO (a,x,mg) + Vl (F (a,w,ng),ml,,ul)

where the last function V! (w,z,m), which is C*~1 and F = (F*, F?) gives
the transition functions for both w and x. We assume that F, V!, u® are C*~1L.
So, function v° is C*—1
The reasoning in the 1 period case applies, and a® (w, z, mg, m1, py) is C*~2,
SO
VO (x7m07M07m1;M1) = UO (aO (xvm()?mla/j’l) 7x7M07m17:u1)
is Ck=2.If k > 3, we have

VO (x7m07/1’07m17,ul) - VO (x7M07M07m17M1) =0 (H.I’HQ) ) (Hmo - P«OHz)

by the time-0 result.
Also, we have

VO (@, oy o, 1, 1) = VO (2 o, pro, i) = O (J1)?) O ([lms = )
so summing the two differences:
VO (2, mo, po, ma, 1) = VO (@, o, pro, s 1)

=0 (Jal) O (Jmo - ol + s —pf?)

95. If there was no w, then we’d just have m* a value independent of z, and function
V (w, ) would be CF~1,
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2 periods, with endogenous mg. The problem is now

max v° (a,w, z, mg)
a
with
v (a,w,z,m0) = u® (a,w, z,mg) + V* (F (a,w,x,mg))

where the last function is V! (w,z), which is C*~3, and F = (F, F®) gives
the transition functions for both w and z. We assume that F, V!, u® are C*~3.
So, function v° (a,z, mg) is C*=3.

By the reasoning before with 1 period, a (w,z,mg) is C¥~* and

Vo (a,w,z,mp) = v (a(w,z,mp),w,x, mp)

is C*=*. Next, to endogenize mg, again by the reasoning done with 1 period,
mo (w,ag) is C*=6_ so that

V9 (a,w,xz) =V" (a,w,m,mé (w,ai)) (G.14)

is Ck—6,

We next move to more than 2 periods. The reasoning is very similar to the
2 period case.

T + 1 periods, exzogenous m. We assumed that u? is C*T¢, F* (from t to
t+1) is C** for some ¢ > 3. That implies that o™ is CT+=1 VT is CTH1,
and by backward induction on t = T...0, that a’ and V* are C*T¢~1 for all
t=0,...,T. So, if £ >3, then V0 is C?, and

& (wv €, (mt7 :ut)t:O...T) -V (’LU, €T, (.utv mt)t:O...T)

£l G.15
~o(jl?) 0 (ant—mn?) (19
t=0
holds as well.

T + 1 periods, endogenous m. We assumed that u' (¢t < T),F! (the
transition from ¢ and ¢ + 1) is C3**+¢ for some ¢. Then, by backwards induction
ont=T..0, Vtis C3*+¢=3 Indeed, by the reasoning done in the 2 period case,
given that u! is C*, we have that V*is C*=3. As F*=1 u'~! are assumed to be
C*=3, we have that V¢! is C*~6.

This ends the proof of Propositions G.1 and G.2. [J

G.1.3. Extensions.

Noise. In the problems above, there is no noise. Adding noise is
straightforward, but adds yet another layer of notations. Formally, we assume
bounded noise:

||5f+1|| < Ko, almost surely
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1/2
for some K, and where 0, = F [||z\|2} . Then, the statements in Propositions
G.1 and G.2 are replaced by

Vt (wr €L, (m‘ra ILLT)T:t...T) - Vt’r (wa Jj)

) G.16
:O<|\;p||2+g§)0 <Z|m7_m|2> (G.16)

T=t

and

vV (w,2) = V' (w,2) = O (Jla]]* + o2) (C.17)

This is, both the actual value and the variance of x matter.
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