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Abstract We develop a methodology that combines compressive sensing backprojection (CS-BP) and
source spectral analysis of teleseismic P waves to provide metrics relevant to earthquake dynamics of large
events. We improve the CS-BP method by an autoadaptive source grid refinement as well as a reference
source adjustment technique to gain better spatial and temporal resolution of the locations of the radiated
bursts. We also use a two-step source spectral analysis based on (i) simple theoretical Green’s functions
that include depth phases and water reverberations and on (ii) empirical P wave Green’s functions.
Furthermore, we propose a source spectrogram methodology that provides the temporal evolution of
dynamic parameters such as radiated energy and falloff rates. Bridging backprojection and spectrogram
analysis provides a spatial and temporal evolution of these dynamic source parameters. We apply our
technique to the recent 2015Mw 8.3 megathrust Illapel earthquake (Chile). The results from both techniques
are consistent and reveal a depth-varying seismic radiation that is also found in othermegathrust earthquakes.
The low-frequency content of the seismic radiation is located in the shallow part of the megathrust,
propagating unilaterally from the hypocenter toward the trench while most of the high-frequency content
comes from the downdip part of the fault. Interpretation of multiple rupture stages in the radiation is also
supported by the temporal variations of radiated energy and falloff rates. Finally, we discuss the possible
mechanisms, either from prestress, fault geometry, and/or frictional properties to explain our observables.
Our methodology is an attempt to bridge kinematic observations with earthquake dynamics.

1. Introduction

The largest earthquakes in recorded history, such as the 2004 SumatraMw 9.2, the 1960 Great ChileanMw 9.4,
the 1964 Alaskan Mw 9.3, and the 2011 Tohoku Mw 9.0 megathrust earthquakes, have killed many, caused
great damage, and brought tremendous financial losses. These earthquakes induce not only strong ground
motion but also large tsunami waves. As coastal populations grow, mitigating the earthquake risk is critical.
However, the remoteness of megathrust earthquakes limits the near-field instrumentation and we are
left with using teleseismic measurements to infer the source processes and hazards when such an earth-
quake occurs. The development of geophysical instrumentations along with that of array processing
techniques provides us tools to harness more information from teleseismic data and to better characterize
the source processes.

The slip inversion on the fault is a classic approach to construct a static and/or kinematic description of the
earthquake rupture (e.g., Ji et al., 2002a, 2002b; Kikuchi & Kanamori, 1982, 1986, 1991). Static slip inversions
yield the total slip that occurred during the earthquake and may be obtained from low-frequency seismic
waves and/or geodetic measurements. Kinematic slip inversions solve for the time evolution of slip on the
fault. They often require higher-frequency seismic waves and/or high-rate GPS data and often necessitate
assumptions of the earthquake dynamics by imposing the slip rate functional shape. Furthermore, these
inversions are particularly nonunique (Mai et al., 2016), require regularization, and thus yield different estima-
tions of peak value and location of the maximum slip. Finally, as slip models can provide important estimates
of static stress drop, the regularization in the inversion directly affects the values (e.g., Brown et al., 2015; Yin
et al., 2016).

Backprojection of high-frequency (0.08–4 Hz) teleseismic Pwaves is another method widely used to study the
evolution of earthquake radiation and is particularly effective for large earthquakes. With the development of
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dense seismic array (e.g., Hi-net in Japan (Anon, 2005; Okada et al., 2004); USArray (Earthscope program)), we
can harness key information from waveform coherency through the approximation that the Green’s function
is identical within the seismic array except for phase delays. The backprojection can directly provide the
distribution of seismic energy bursts (Ishii et al., 2005, 2007) provided that we can stack the waveforms (or
complex spectra) coherently through travel time/phase shifting. Its application to the recent large earth-
quakes (Mw > 8) has succeeded in characterizing the spatiotemporal evolution of seismic radiation (Fan &
Shearer, 2016; Ishii et al., 2005, 2007; Kiser et al., 2011; Meng et al., 2011; Xu et al., 2009; Yagi & Okuwaki,
2015; Yao et al., 2011, 2012; Yin et al., 2016). Backprojection methods require fewer assumptions than slip
inversions. Therefore, preliminary information about earthquake rupture process can be rapidly obtained
from waveform data after the waves arrive at the seismic array (e.g., Incorporated Research Institutions for
Seismology Data Management Center (IRIS DMC), 2011).

If we are to interpret the backprojection results in terms of earthquake dynamics, understanding rigorously
their relation is critical. Theoretical studies indicate that the high-frequency seismic waves can be excited dur-
ing abrupt changes in rupture velocity (Bernard & Madariaga, 1984; Madariaga, 1977; Spudich & Frazer, 1984)
caused either by the arrest of the rupture (Madariaga, 1976) or by kinks of the fault geometry (Madariaga
et al., 2006). Moreover, Fukahata et al. (2014) propose that the backprojection images are equivalent to either
slip or slip rate on the fault, provided that the Green’s functions from the sources to the receivers are
incoherent delta functions. Huang et al. (2012, 2014) introduce frictional heterogeneity on the fault surface
to reproduce the excitation of high-frequency radiators at depth. Backprojection thus shows promise to
provide observational constraints and information about the earthquake dynamics, in together with other
independent techniques.

To complement efforts inferring earthquake dynamics from slip inversions and backprojection, we turn to
source spectral analysis and quantify the amount of seismic energy radiated at the source. Through model
fitting (Aki, 1967; Boatwright, 1980; Brune, 1970, 1971; Eshelby, 1957; Haskell, 1964; Madariaga, 1976), source
spectral analysis has been a popular method to provide estimates of static and dynamic source parameters
such as static stress drop (with measure of the corner frequency interpreted as source duration and the
assumption of a uniform stress drop on a crack), radiated energy (with measures of velocity amplitude spec-
tra). Radiation efficiency, a measure of energy partitioning, can be obtained from the ratio of radiated energy
with static stress drop (Husseini, 1977; Ko & Kuo, 2016; Poli & Prieto, 2016; Venkataraman & Kanamori, 2004;
Ye et al., 2016). Additional information such as measures of high-frequency falloff rate n brings insight to the
efficiency or deficiency in high-frequency excitation (Aki, 1967; Haskell, 1964; Kaneko & Shearer, 2014;
Madariaga, 1977).

In this study, we build from Denolle et al. (2015) and by rigorously combining the two independent observa-
tional methods, backprojection and spectral analysis, to evaluate the evolution in time and in space of
dynamic source parameters.

The first method is an Improved Compressive Sensing Backprojection method, which we refer to as ImCS-BP
herein. The original CS-BP method (Yao et al., 2011; Yin & Yao, 2016) uses a frequency domain formulation of
the conventional backprojection method by extracting the phase coherence between velocity seismograms
recorded at seismic arrays. CS-BP can locate the seismic energy bursts with high spatial resolution based on
sparsity-constrained inversion (Yao et al., 2011; Yin & Yao, 2016). Here we increase the spatial resolution and
improve the computational efficiency to provide better accuracy and precision on the spatiotemporal evolu-
tion of seismic energy bursts.

Second, we complement the phase information provided by backprojection with the amplitude information
provided by P wave source spectrogram analysis. Our methodology also allows us to estimate P wave
radiated energy and to parameterize the spectral shapes with high-frequency falloff rates and corner fre-
quencies through model fitting for the whole event and during the rupture. The combination of these two
independent methods provides us a comprehensive and self-consistent set of observations, with indepen-
dent phase and amplitude measurements. We apply our techniques to the Mw 8.3 2015 Illapel Earthquake,
Chile (Figure 1). This earthquake resulted from the subduction of the Nazca Plate underneath the South
American Plate with a convergence rate of ~70 mm/yr (https://earthquake.usgs.gov/earthquakes/event-
page/us20003k7a#region-info, last accessed 17 February 2017) and caused locally a tsunami wave as high
as 11 m (Melgar et al., 2016). The fault dimension was probably 200 km × 200 km, and the maximum slip
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was found to be about 10 m by finite slip inversion of seismic data (e.g., Lee et al., 2016; Ye et al., 2015) and by
joint inversion of seismic and tsunami waveforms (e.g., Heidarzadeh et al., 2015; Li et al., 2016). For this
earthquake, Yin et al. (2016) used CS-BP of teleseismic P waves in two frequency bands and observed a
clear dependence between frequency and locations of the energy bursts, which are interpreted as caused
by stress change variations on the fault surface.

2. Improved Compressive Sensing Backprojection

The idea of Compressive Sensing (CS) for inverse problems was first proposed in the applied math and signal
processing communities (Candès et al., 2006; Donoho, 2006) to allow sparsity of the models through minimi-
zation of the Lp normwith 0< p ≤ 1. Yao et al. (2011, 2013) integrated this inversion technique with the back-
projection method in order to study the seismic radiation of large subduction zone earthquakes (Mw> 8). Yin
and Yao (2016) carefully tested and improved the CS-BP method to be less sensitive to potential data outliers,
which may carry abnormal amplitudes or phases that affect the location of energy bursts. The sparsity con-
straint of the CS scheme increases the spatial resolution of seismic energy bursts during the rupture and pro-
vides an advantage to the conventional backprojection (Ishii et al., 2005) as well as to beamforming methods
(Yin & Yao, 2016).

Our CS-BP method uses a sliding time windows technique (Yao et al., 2011; Yin & Yao, 2016). We first prepro-
cess the P wave velocity seismogram at each station of a seismic array (see Yin & Yao, 2016, or supporting
information Figure S1 for details; VanDecar & Crosson, 1990). Then for each sliding time window, we take

Figure 1. (a) Tectonic setting of southern Chile and location of the 2015 Illapel, Chile, Mw 8.3 earthquake. Red bold lines
indicate the plate boundaries, and the black arrow shows the relative motion between the Nazca Plate and the South
American Plate. The rectangle highlights the location of the insert and the earthquake source region. (b) Zoom-in of the
source region: focal mechanisms (from GCMT) of the Mw 8.3 mainshock (red) and other Mw > 6 shocks (blue) selected
as empirical Green’s functions for this study. Red contours show the scaled backprojection energy distribution from Yin
et al. (2016), which we use to represent the source region. The red star shows location of theMw 8.3 epicenter. Black dashed
lines indicate the plate interface depth from the slab 1.0 model (Hayes et al., 2012).
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the Fourier transform and construct a data spectra vector b(f) that depends on frequency with a dimension of
the number of stations N. Our source model is a complex vector x(f), which is projected on a flat plane at the
hypocenter depth and contains seismic amplitudes from potential sources located at M grid points generat-
ing the pulse in that particular Pwave window. Moreover, wemitigate the local site effects by normalizing the
seismograms. The reference time tn0 is the travel time from the hypocenter to the station n,and the travel
time between the location of each grid pointm to each station n is τnm. The theoretical global P wave arrival
times are based on the IASP91 velocity model (Kennett & Engdahl, 1991). Wave propagation is simplified to a
time shift in the frequency domain, and we construct the propagation matrix A(f) of size N × M with entries:

Anm fð Þ ¼ e�2iπf τnm�tn0ð Þ: (1)

The basic idea of CS is to invert the system b(f) = A(f)x(f) for the sparse source vector x(f) by minimizing the
misfit function

ϕ xð Þ ¼ A fð Þx fð Þ � b fð Þk k1 þ λ x fð Þk k1; (2)

where λ is a damping factor that attunes data misfit (first term in equation (2)) and model L1-norm constraint
(second term in equation (2)). A balance between the residual and model norms in this problem guides us to
find a proper damping factor λ = 0.6 × N that corresponds to both well-fitted data and acceptable model spar-
sity. We refer to Yao et al. (2011) and Yin and Yao (2016) for more discussion on the choice of λ. We solve the
sparse inversion problem using the CVX package (http://cvxr.com, last accessed 3 November 2012) based on
convex optimization and the interior point method (Boyd & Vandenberghe, 2004). Two important specifici-
ties of our method affect the inversion: (1) the meshing of the model x(f) and (2) the truncation of the time
window on the spectra data b(f). This study focuses on these two factors to improve the conventional CS-BP.

2.1. Autoadaptive Refinement of the Source Grid

In our CS problem, the number of model parameters in x(f) equals the number of grid points in the source
region. One might want to densify the source region, that is, increase the number of grid points, to improve
the data fitting and enhance the spatial accuracy of sources. However, a uniform and denser mesh of the
source region (or in the model space) will greatly decrease the numerical efficiency of the inversion due to
the larger dimension of the inversion (equation (2)) and unnecessary computation spent on the points with
zero amplitude in our sparse description. Therefore, we develop an autoadaptive grid refinement scheme to
improve both numerical efficiency and spatial resolution of our method.

We use a synthetic test to construct the iterative grid refinement scheme. The synthetic model is simplified to
a two-spike source model with 10% random noise added to the data b(f) at a frequency f = 0.5 Hz (Figure 2).
We first start with a uniform and coarse mesh (40 km spaced grid points) on a 360 km × 320 km source region,
that is, totally 9 × 8 = 72 unknownmodel parameters. After first inversion, we select only a few grid points that
have amplitudes exceeding 10�6 times the maximum amplitude of all grid points (Figure 2b). Then, we refine
the mesh by a factor of 2 in the region with those selected grid points and perform the inversion again. We
repeat these steps until a grid size of 5 km × 5 km. If we uniformly mesh the source region with a grid size of
5 km, we need to solve a total of 4,745 unknown model parameters, most of them being null in the sparse
representation. However, with the autoadaptive gridding method, we only need to solve the equations four
times with about 100 model parameters at each step. With the unnecessary and redundant computation
discarded, we can get the robust CS-BP results in both high spatial resolution as well as in good computa-
tional efficiency while remaining within reasonable physical constraints. The computational runtimes for this
test case are shown in the supporting information (Figure S2).

2.2. Reference Source Adjustment Technique

The key idea of backprojection methods is to correctly align the seismograms to obtain the constructive and
destructive interferences (Ishii et al., 2007). For the time domain methods, these locations can be backpro-
jected by aligning and stacking waveforms based on the travel time from each grid point in the source region
to each receiver. For frequency domainmethods, the alignment is first performed at the beginning part of the
direct P waves, according to the hypocenter and to the individual phase shifts within of each station (Meng
et al., 2011; Yao et al., 2011). Attempts to improve the temporal and spatial resolution have been made
through accurate time correcting/phase shifting, enhancement of the signal coherency, or mitigation of
stacking artifact. For instance, elaborate alignment and stacking techniques have been proposed and
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Figure 2. Synthetic test from the autoadaptive source grid refinement scheme. (a, c, e, and g) The blue crosses show the
grid points used in the inversion. (b, d, f, and h) The dots show the results recovered from the corresponding grids, and
the red circles indicate the positions of our synthetic sources (circle centers).
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tested by Xu et al. (2009). Meng et al. (2012) suggest a strategy for the
reference window to mitigate the “swimming artifact” due to nonsta-
tionary signals as well as the array geometry; and in conventional CS-
BP better source times are achieved by correcting the time difference
between the sliding window time and source time (Yao et al., 2011;
Yin & Yao, 2016).

Specifically for the conventional CS-BP technique (Yao et al., 2011; Yin &
Yao, 2016), the reference location of waveform alignment remains
unchanged at the hypocenter and for all the sliding time windows.
However, for large earthquakes (MW > 8), as the rupture propagates,
the later Pwaves originating from different source locations rather than
the fixed reference point (e.g., the hypocenter) can bias the alignment
in each individual sliding time window. This introduces an apparent
time shift that typically grows with rupture distance and that results
in a loss of coherency in the truncated time window in the later rupture
period. Figure 3c illustrates this effect and shows that it leads to a
partial sampling (truncation) of the coherent signal in the later time
windows. It is more pronounced in the low-frequency waveforms,
where the period approaches that of the length of the sliding window,
and we refer to this issue as the “truncation effect.” It may bring
systematical bias to the data vector b(f) and blurring artifacts of the
recovered sources (Figure 4b).

Instead of solely aligning the entire waveforms to direct wave travel
time from the fixed hypocenter (Figure 3a), we propose a Reference
Source Adjustment Technique (RSAT). The first window is aligned
based on travel times between the hypocenter and the receivers. For
later windows, we solve for the position of the highest radiated energy
burst r, calculate the new relative travel time shift tnr between the

new reference location and station n, and use it to realign the waveforms in the current time window
(Figure 3d). This procedure leads to the new data vector b

0
(f) and updates the phase spectrum matrix A

0
(f),

whose values are

A0nm fð Þ ¼ e�2iπf τnm�tnrð Þ: (3)

The new system of equations becomes b
0
(f) = A

0
(f)x(f), and the procedure is repeated when sliding through

the entire waveforms. The waveform truncation effect can be greatly suppressed as illustrated in Figure 3.
Since we only have one reference position for each time window, this technique is most efficient for generally
unilateral ruptures.

In this section, we construct synthetic time series to verify the improvements of our technique. We set 4 point
sources, each separated in space by 42 km and in time by 20 s, to mimic a northwestward unilateral rupture
with a propagation speed of 2.1 km/s. The synthetic source plane is set at the depth of 20 km to represent the
hypocenter depth of the 2015 Illapel Earthquake, and the 400 synthetic receivers are at the location of the
USArray stations. Similar to our previous work (Yin et al., 2016; Yin & Yao, 2016), we extract and taper the first
12 s of the Mw 8.3 mainshock seismograms recorded by each station and use these wavelets as synthetic
waveform. We compute the travel time using the IASP91 velocity model, insert the wavelets to their corre-
sponding arrival times, and add random noise (in time domain, with amplitudes lower than 10% of the peak
signal amplitude). Figure 4a shows that the waveforms are aligned with respect to the hypocenter location
and the later phases (around 40 s and 60 s) are subject to the shift due to the northwestern rupture propaga-
tion. We solve for equation (2) using A(f) of equation (1) (without RSAT, Figures 4b and 4d) and A

0
(f) of equa-

tion (3) (with RSAT, Figures 4c and 4e). We find that without RSAT, while the overall pattern of rupture
propagation can be recovered (Figure 4b), there are many artifacts in between the synthetic point sources
(Figures 4b and 4d) that blur the location of the sources. In contrast, the RSAT is able to better recover each
point source (Figures 4c and 4e), with limited blurring artifacts in between. A relatively more elaborate syn-
thetic test can be found in Figure S3 of the supporting information.
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Figure 3. (a, b) Schematic illustration of the reference source adjustment techni-
que and one example of waveform “truncation effect” (c) before and (d) after
reference source adjustment.

Journal of Geophysical Research: Solid Earth 10.1002/2017JB014265

YIN ET AL. 2015 ILLAPEL EARTHQUAKE SOURCE ANALYSIS 6



By combining both the autoadaptive source grid refinement method and the reference source adjustment
technique, our improved CS-BP, ImCS-BP, is able to provide more accurate positions of radiated energy
bursts, which should help to constrain the spatiotemporal evolution of the dynamics of large earthquakes.

2.3. Data for the ImCS-BP

We apply our ImCS-BP method to the teleseismic P wave velocity seismograms of the 2015 Mw 8.3 Illapel
Earthquake recorded by the USArray stations in North America (TA array, data available using Wibler 3 of
the Incorporated Research Institutions for Seismology Data Management Center, IRIS-DMC, http://ds.iris.
edu/wilber3/find_event). Details of the data processing can be found in the supporting information
(Figure S1), and in Yin et al. (2016). Here we emphasize the adaptive meshing scheme and reference source
adjustment improvements. We choose to solve for a potential source region of dimensions 432 km × 432 km.

Figure 4. Synthetic test for the reference source adjustment technique (RSAT). Top panels: (a) synthetic time domain wave-
forms recorded at each station where the color scale indicates the waveforms amplitude, the centered black waveform is
the stacked seismogram, and the purple box shows the waveform within 40–60 s (similar to the waveform in Figure 3).
Middle panels: results from (b) conventional and (c) improved CS-BP method where the stars represent our synthetic
sources, the circles are the recovered sources colored by source (or rupture) time, the background copper color scale
corresponds to the total energy, the red contours indicate 20% of the energy maxima, and the dashed lines show the
synthetic rupture direction. Bottom panels: location of the energy bursts against time from our synthetic source (blue
segments) and recovered from (d) conventional and (e) improved CS-BP (red circles, left and right, respectively).
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To apply the autoadaptive source grid refinement, we set a preliminary grid size of 48 km × 48 km (9 × 9 = 81
grid points) and iteratively refine until reaching a grid size of 6 km × 6 km. The choice of the sliding time
window length can be bounded. The lower bound should be at least greater than the longest period
resolvable in the respective frequency bands (i.e., 1/0.08 Hz = 12 s, and 1/0.5 Hz = 2 s). The upper bound
of the time window length is generally empirical (by trial) and should be considered carefully. A long time
window may include too many subevents (radiators) in each window, weakens the coherency, and
reduces our ability to resolve small radiators. Here we choose window length of 14 s for the 0.08–0.5 Hz
low-frequency (LF) band and of 8 s for the 0.5–1 Hz high-frequency (HF) band. RSAT is applied for each
time window to suppress the waveform truncation effect.

2.4. Evolution of the Seismic Energy Bursts

Our ImCS-BP method provides the spatial and temporal evolution of the seismic energy bursts during the
rupture of the Illapel Earthquake. We show the results with (1) autoadaptive grid only (Figures 5a and 5c)
and (2) autoadaptive grid and RSAT (Figures 5b and 5d). While the overall patterns of the seismic energy
distribution are similar in both cases, the results with RSAT (Figures 5b and 5d) are less scattered, which
we attribute to appropriate suppression of the truncation effect. The most obvious improvement of RSAT
appears in the later part of the rupture (from 80 s to 150 s) in the low-frequency band (Figures 5a and 5b).
This is expected as the waveform truncation effect is more severe for the late stage using low-frequency data
(see supporting information Figures S1 and S4).

Figure 5. Comparison of CS-BP with ImCS-BP results of the 2015Mw 8.3 Illapel Earthquake. The black dashed lines show the
trench. The arrows represent the assumed direction of propagation of the energy bursts. The solid circles indicate the
energy bursts, their colors correspond to the time of the burst since the onset of the earthquake, and their size corresponds
to the amplitude power of energy bursts (|x(f)|2). Low frequency (0.08–0.5 Hz) results (a) without and (b) with RSAT. The
azimuths 300° and 340° drawn in blue thin dashed lines are used to estimate a propagation velocity in Figure 6a. High
frequency (0.5–1 Hz) results (c) without and (d) with RSAT.
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Given the evolution of energy bursts with time, we refer to stage I as the first 20 s of the rupture, stage II as the
rupture time between 20 s and 100 s, and as stage III the time beyond that. The source locations of the
low-frequency (LF, 0.08–0.5 Hz) and the high-frequency (HF, 0.5–1 Hz) bands appear to express different
behaviors of the rupture (Figure 5).

Most of the LF energy (Figures 5a and 5b) propagates unilaterally from the epicenter to a northwest
direction (toward the trench) during stages I and II. Weak LF energy bursts also radiate in the northeast
direction from the epicenter (stage I). In stage III, the LF energetic bursts are located well beyond the trench
in the outer-rise region, which we attribute to the water reverberations and provide more detailed discus-
sion in section 4.1. In contrast, the HF bursts first propagate from the epicenter to the west for about 20 s
(stage I) and then come to a pause. From 30 s to 70 s (early stage II), secondary HF pulses propagate to
the downdip part of the megathrust, about 90 km northeast of the epicenter (Figures 5c and 5d).
Inspecting the evolution of these two frequency bands may present a quite different signature of the evolu-
tion of the source: the LF radiation migrates updip (azimuth ~320°, Figures 5a and 5b), while the HF radia-
tion migrates downdip (azimuth ~50°, Figures 5c and 5d). Results from both frequency bands suggest no
southward rupture propagation.

If the migration of the energy bursts represents the propagation of the rupture front, the LF ImCS-BP results
can also provide a rupture velocity estimate. Most of the energy bursts are within the azimuth range
300°–340°, and we calculate a propagation speed from the time-distance plot shown in Figure 6a. The aver-
age propagation speed is around 1.0–1.5 km/s, which is much slower than a globally averaged shear wave
speed of 3.75 km/s at the centroid depth (IASP91 model, Kennett & Engdahl, 1991). As for the HF energy
bursts (Figure 6b), they are generally clustered along a 50° azimuth, but no estimate of propagation speed
seems reliable.

3. Spectral Source Analysis

Our ImCS-BP method can provide relevant observational information about the location and timing of high-
frequency bursts. However, the location of the radiated bursts found by ImCS-BP shows mostly P waveform
coherency. In order to provide additional observational constraints on the rupture dynamics of the Illapel
Earthquake, we complement our backprojection analysis with a spectral analysis method that was initiated
in Denolle et al. (2015) and in Denolle and Shearer (2016).

3.1. Data for the Source Spectral Analysis

We choose nine events of magnitude Mw > 6 that occurred nearby the mainshock (Figures 1b and Table 1).
We download teleseismic Pwave displacement data recorded at all stations located with 30° and 90° of angu-
lar distance and that are available from the Federal Digital Seismographs Network (FDSN) (see a map of their
location in supporting information Figure S5) using Obspy (see Beyreuther et al., 2010, also available at
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Figure 6. Distance (y axis) of energy bursts against time (x axis) for (a) LF (Figure 5b) and (b) HF (Figure 5d). We select the
energy bursts between 300° and 340°, project on the axis defined from the epicenter to an azimuth of 320° (see arrow in
Figure 5), and estimate the range between bursts and epicenter (Figure 6a). We select all bursts for HF results and show
their distance from the epicenter (Figure 6b). The circles are sized proportionally to the amplitude of energy bursts, colored
with time using the same scheme as in Figure 5.
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https://github.com/obspy/obspy/wiki). The preprocessing of the data consists in removing means, trends,
instrumental responses, and integrating to displacement waveforms. We cut 300 s long waveform
windows for the Illapel Earthquake, starting 15 s before and ending 285 s after theoretical direct P wave
arrival time (calculated by IASP91 model, Kennett & Engdahl, 1991), and we use a magnitude-dependent

window length for the small shocks to capture mostly their source time function (Tde10 Mw�3:3ð Þ=2, e.g., 30 s
for Mw 6.1–6.3; 40 s for Mw 6.4–6.6; and 50 s for Mw 6.7–6.8). We apply a Tukey window that tapered 10 s
on either end of the window so the total window length is (Td + 20) s.

In order to only select high-quality data, we first perform visual inspection, then calculate a signal-to-noise
ratio (SNR), and finally decide on a SNR threshold. Our noise estimate is taken in the window before the P arri-
val (using the same window length as that of the signal), we then Fourier transform both signal and noise
windows, and define the SNR as the log of the ratio between the mean amplitude of the data and the noise
in two frequency bands (0.02–0.5 Hz and 0.5–2 Hz). We select stations where the SNR exceeds 2 dB in
both frequency bands (supporting information Figure S6). The remaining data consist in a total of 1,811
waveforms that provide a relatively good azimuthal coverage given the location of the mainshock
(Southern Hemisphere) with respect to the distributions of global seismic stations (see map in supporting
information Figure S5).

3.2. Removing Path Effects

The relation between the far-field P wave vertical displacement waveform un(t) recorded at station n and the
moment-rate function s(t) can be written as follows:

un tð Þ ¼ s tð Þ⊗gn tð Þ; (4)

where ⊗ denotes convolution in the time domain and gn(t) is a far-field elastodynamic Green’s function (or
spatial derivatives of the displacement Green’s function if the source is a double couple) from the source
to the nth station that comprises the wave propagation along the raypath. Transforming equation (4) into
the frequency domain, we obtain the far-field P wave displacement as

Un fð Þ ¼ S fð ÞGn fð Þ; (5)

where Un(f), S(f), and Gn(f) are the amplitudes of the Fourier transforms of the displacement seismogram,
source moment-rate function, and Green’s function, respectively. To recover the earthquake source term
S(f) from the observed seismogram spectrum Un(f), it is essential to properly remove the effects from the
wave propagation, that is, the Green’s function term Gn(f). We use a two-step strategy to remove path effects
that was proposed in Denolle and Shearer (2016) and that combines theoretical simple Green’s functions
with empirical Green’s functions (eGfs).

The principle of the eGf approach is to use small events nearby the large earthquake to calibrate for the true
3-D path effects, provided that we can construct their own source term. We do so by removing their path
terms from a simplified and theoretical Green’s function. The small earthquakes should share the same ray-
paths (i.e., Green’s function) and the same focal mechanism (i.e., radiation pattern) as the large event. Without
knowing the source spectrum of the small events, we are left with performing a spectral ratio (e.g., Asano &

Table 1
Source Information of the Selected Mw 6 Earthquakes (the eGf 1Events)

Event (GCMT ID)
Moment

magnitude
Seismic moment

(1018 Nm)
Number of
stations

Centroid
depth (km)

Corrected
depth (km)

Corner
frequency (Hz)

Falloff
rate

Madariaga stress
drop (MPa)

200610121805A 6.4 4.28 92 36.8 32.8 0.33 2.8 31.8
201509170410A 6.8 17.4 117 36 38 0.13 2.2 7.4
201509180910A 6.1 1.77 124 15 27 0.33 2.8 13.1
201509191252A 6.2 2.67 236 20 34 0.33 2.8 19.8
201509210539A 6.1 1.78 243 37 33 0.45 3.0 34.3
201509211739A 6.6 9.62 297 39 45 0.33 3.0 50.2

201509220712A 6.1 1.51 215 50 72 0.62 3.2 53.0

201509260251A 6.3 3.21 286 46 58 0.45 3.0 43.4

201511070731A 6.7 14.8 201 43.4 55.4 0.33 3.0 77.2

Note. Gray-shading rows indicate the events without overlaying water layer.
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Iwata, 2012; Miyake et al., 2003). However, it has limited value when trying to explore the high-frequency
falloff rates as it only provides the relative falloff rate between the large and small events. One alternate
strategy is to apply a theoretical model with global average parameters such as taking a uniform static
stress drop of 3 MPa on a circular crack, a high-frequency falloff rate of 2, and a single-corner frequency
parametric model such as that in Aki (1967), Brune (1970), and Baltay et al. (2014). In the eGf method, the
source spectra of both small and large events are tightly related since the falloff of the small event spectra
directly controls the falloff of the large event spectrum. If the eGf quake is small enough (common practice
is to use 2–3 magnitudes lower than the target event magnitude), the potential bias would be reduced.
With teleseismic data, it is difficult to retrieve data with high SNR for low-magnitude events. Solving for
the small quake source spectrum is thus an attempt to reduce this effect. Our spectral analysis method is
summarized in Figure 7.
3.2.1. Getting the Path Effects From Small Events (Mw ~ 6)
The first step is to obtain the source spectra of the small events. The Pwave train of shallow earthquakes con-
tains not only the direct P but also the P wave reflections to the free surface (pP and sP) that greatly bias the
displacement spectra (Denolle et al., 2015; Denolle & Shearer, 2016; Houston & Kanamori, 1986; Warren &
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Figure 7. Steps to retrieve the source spectra for the small events, using the 18 September 2015Mw 6.1 event as example.
(a) (red line) Spectra of a synthetic Green’s function with global attenuation model from Warren and Shearer (2000) and
(blue line) the data recorded at station AZ.FRD. With the corrected source depth, the synthetic Green’s function g1(t) with P
wave train (stick seismogram in the inner panel, compared with the recorded Pwaveform) can be constructed and used to
estimate a source spectrum. (b) Search of the source depth for the small event by fitting the spectral shape in Figure 7a.
The dashed line indicates the GCMT centroid depth, and the yellow circle shows the best fit source depth. (c) The (cyan)
spectrum is stacked over individual stations (blue spectra) and fit to a single-corner frequency model (red solid curves,
equation (7)), with the corner frequency indicated by the yellow circle and an equivalent model with a stress drop of 3 MPa
and falloff rate of 2 (dash red line and yellow diamond marker). The red shadow region indicates the uncertainty from
the model fitting, which is constructed by model parameters within the 0.1 residual contours in Figure 7d. (d) Misfit
distribution of the spectra fitting for the two parameters. Contours indicate the fitting residual levels of 0.1, 0.2, and 0.3. The
white star indicates the minima of fitting residual as well as the corresponding corner frequency fc and falloff rate n.
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Shearer, 2005). In addition to the free surface effects, the direct P waves of shallow offshore earthquakes
reverberate in the water column, potentially also interfering with the P wave train and altering their spectral
shapes. In this study, we apply both the depth-phase approach of Denolle et al. (2015), Denolle and Shearer
(2016), and the water-phase filter proposed by Akuhara and Mochizuki (2015) to correct our P wave train dis-
placement spectra. We solve for the free surface reflections and water phases in a fluid-over-elastic half-space
medium, ignoring the accretionary wedge structure above the source that likely contains low-velocity
sediments and high attenuation (Yue et al., 2017). We regard the small events as point sources and directly
calculate their response g1(t) and where G1(f) is the corresponding amplitude spectrum. Effectively, g1(t) is
a stick seismogram constructed to represent the (attenuation free) Green’s function convolved with the
moment tensor of the point source and with a delta pulse as a source time function:

g1 tð Þ ¼ APδ tð Þ þ ApPR̂Pδ t � tpP
� �þ AsPR̂sδ t � tsPð Þ þ

X∞

l¼1
Al �1ð Þl�T r̂ l�1T̀ δ t � tlð Þ: (6)

The right-hand side terms of this equation represent the direct P, pP, sP, and water phases with arrival time of

tP = 0 (waveforms are aligned to the direct P), tpP, tsP, and tl, respectively. R̂P , R̂s are respectively the P and S

wave reflection coefficients at the water-solid interface. �T and T̀ are transmission coefficients of the upgoing
and downgoing Pwave at the water-solid interface. r̂ is the reflection coefficient at the water-air interface. AP,
ApP, AsP, and Al are the amplitude terms that contain geometrical spreading 1/4πρc3R (c seismic wave speed, R
source-receiver raypath length) and radiation pattern. l is the order of water phases, that is, the number of
times the P wave reverberates in the water column, taken high enough (20 or 30) to retrieve the phases
within the time window. Finally, the Earth attenuation is imposed in frequency domain using a global t*
attenuation modeled as G1(f) exp (�πft*) (Warren & Shearer, 2000; Figure 7a). The source depth controls
the relative arrival times (phase) and the radiation pattern terms (amplitude) of the P wave train, which gives
low-frequency asymptote and harmonic troughs in the Fourier amplitude spectrum. We thus attempt to
constrain the source depth that best fits the Fourier amplitude spectrum between data and synthetics.
For Mw ~ 6.5 earthquakes, we multiply the attenuated Green’s function with a normalized source spectrum

S fð Þ ¼ 1
1þ f=0:1ð Þ2 with corner frequency 0.1 Hz chosen based on global observations (Allmann & Shearer,

2009; Denolle & Shearer, 2016) and then obtain the optimal depth that minimizes the difference between
the synthetic and the observed spectra (Denolle et al., 2015; Denolle & Shearer, 2016; Warren & Shearer,
2005; Figure 7b). The corrected source depths, found to be mostly consistent with the GCMT (Global
Centroid Moment Tensor Catalog, http://www.globalcmt.org) centroid depths, are listed in Table 1.

Ignoring directivity effects in the small events, we can recover a single reliable far-field P wave source spec-
trum for each small event by deconvolving (division in the frequency domain) the observed P wave train dis-
placement spectra with g1(t) (source depth corrected) and stack over all stations. We fit the source spectrum
to a single-corner frequency model,

S1 fð Þ ¼ M1

1þ f
f 1c

� �n ; (7)

where M1 is the seismic moment of each small earthquake (GCMT catalog, Table 1; Ekström et al., 2012), f 1c is
the corner frequency, and n is the high-frequency falloff rate. Because the corner frequency of those events is
within our frequency band, we can normalize the source spectra S1(f) to the corresponding seismic moment.
Figure 8 shows the source models of all the eGf events.

To find the two source parameters (corner frequency and high-frequency falloff rate) of equation (7), wemini-
mize the L2-norm misfit in log space between the shapes of measured and modeled spectra. We proceed
with a grid search and show that the shape of the misfit function highlights a correlation between the two
parameters (Figure 7d and supporting information S1). To account for the uncertainty derived from this para-
meter trade-off, we take all the models within the misfit contour of 0.1 and use the region illustrated by these
models as the uncertainty of the eGf spectral model (Figures 7c and 7d, also see supporting information S1).
In addition to this correlation, the high-frequency falloff rate directly trades off with our choice of attenuation.
We also implemented a spatially variable attenuation model (Warren & Shearer, 2002) but found no differ-
ence in the corner frequencies and only a slightly larger falloff rates in our estimates (see supporting
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information Table S1). For simplicity, we use the globally averaged t* model (Warren & Shearer, 2000).
Interpretations on the small event source parameters are not the focus of this study. However, we validate
that our results are reasonable through estimates of static stress drop, assuming a simple circular crack
model with uniform stress drop,

Δσ ¼ 7
16

f c
kβ

� �3

M1; (8)

where β is the Swave velocity and k = 0.32 (Eshelby, 1957; Madariaga, 1976). We find that the values of stress
drop (Table 1) are comparable to the global averages (Allmann & Shearer, 2009; Denolle & Shearer, 2016).
With the best fit parameters, we use the spectral model of the small events (equation (7)) to recover the spec-
tra of the large event.
3.2.2. Source Spectrum of the Main Event
The eGf method relies on the common Green’s function G(f) between two earthquakes of interest. Given
U2(f) the observed P wave train displacement spectrum of the large shock, and U1(f) that of the small shock
(Figure 5c):

U1 fð Þ ¼ S1 fð ÞG fð Þ; (9)

U2 fð Þ ¼ S2 fð ÞG fð Þ; (10)

with S2(f) is the target source spectrum, S1(f) is the small even source spectrum (found in the first step). We
combine equations (9) and (10) and find that

S2 fð Þ ¼ U2 fð Þ
U1 fð Þ S1 fð Þ: (11)

We stack all the source spectra for all small (eGf) events at all stations by averaging the log of the amplitudes
and weighting by the number of stations within each 10° azimuth bin. In addition, based on equation (11),
the uncertainties in the eGf spectra S1(f) can be propagated to the target source spectrum. Figure 8 shows
a stable source spectrum with uncertainty of the Illapel Earthquake.
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Figure 8. Source spectrum fitting for the Mw 8.3 Illapel Earthquake. Fitting with (left) a single-corner frequency model and
(right) a double-corner frequency model. Cyan lines are the source spectra measured and averaged in each azimuth bin of
10°. Red lines are the stacked source spectra measurement in 0.08 Hz–2 Hz, bandwidth that is used to fit with the spectral
source models. Red shadow region shows the uncertainty of the main event source spectrum, which is propagated from
the uncertainty of eGf source spectra. Gray thin lines are the best fit source spectral models of the small events. Black
dashed lines indicate the best fitted model with yellow circles to show their corner frequencies. Optimal source parameters
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We can calculate the Pwave radiated energy by integrating the squared velocity spectrumwithin a frequency
band [f1 f2] assuming a homogeneous, isotropic, and elastic medium around the source:

EP ¼ 8π
15ρα5

∫f 2f 1 f S2 fð Þj j2df ; (12)

in which ρ = 2.92 g/cm3 is the density from the PREM model (Preliminary Reference Earth Model, Dziewonski
& Anderson, 1981) and α = 6.5 km/s is the Pwave velocity from IASP91model (Kennett & Engdahl, 1991). If we
assume that both P and Swaves share the same spectral shape, then the ratio of S-to-P radiated energy is 3α5/
2β5 and the total radiated energy becomes

Etotal ¼ 1þ 3α5=2β5
� �

EP: (13)

We use β = 3.75 km/s, the shear wave speed from IASP91 model at the centroid depth. The total radiated
energy must be estimated by integrating over the frequency interval [0 ∞] Hz. However, we have a limited
frequency band within [0.02 2] Hz. We can use a parametric description of the source model to estimate
the proportion of radiated energy missing from our limited frequency band. We estimate the radiated energy
at each azimuth bin and average these estimates weighted by the number of stations in each azimuth bin.

3.3. Total Event Source Spectrum

Table 1 summarizes the best fit source depths and parameters necessary to construct S1(f) for each eGf. We
use these source models of small events (shown in Figure 8) to apply the eGf method and retrieve theMw 8.3
mainshock source spectrum S2(f).

Despite the differences in the small events source models (Figure 8), the recovered mainshock source spectra
all share a similar shape at various azimuths (Figure S7). Because the corner frequency of large earthquakes
(Mw> 8) is lower than the low-frequency cutoff of our data, we only recover part of the source spectrum and
cannot normalize the spectrum to the seismic moment (Figures 8 and S7). However, unlike the case of the
small events, S2(f) has the absolute level of amplitudes, that is, it is scaled to the true seismic moment of
the mainshock through the eGf approach. Furthermore, we can use the independently estimate of seismic
moment (GCMT catalog) as an additional constraint to calibrate the amplitude level of spectra at f → 0 Hz
(Denolle & Shearer, 2016).

At all azimuths, the recovered source spectra of theMw 8.3 event carry an unusual pattern at low frequencies
0.02–0.08 Hz. They are characterized by a steep drop in amplitude at 0.03–0.04 Hz (~20–30 s), indicating a loss
of low-frequency energy (equation (12)), which we will address in section 4. At frequencies greater than
0.08 Hz, we test two parametric source models to fit the spectral shape.

The first model is the same as equation (7) with the seismic moment M0 of the main event. It is a “classic”
single-corner frequency model (Aki, 1967; Brune, 1970) with variable falloff rate n. We find that the best fit
corner frequency from this single-corner frequency model is high, about 0.03 Hz (duration T varies from
2/πfc = 21.2 s to 1/fc = 33.3 s; Hanks, 1979) and a falloff rate n of 2. The second model is a double-corner fre-
quency model inspired by the Haskell source model (Haskell, 1964) proposed by Denolle and Shearer (2016):

Srec22 fð Þ ¼ M0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ f

f c1

� �2
	 


1þ f
f c2

� �2
	 
s : (14)

The two corner frequencies, which may correspond to source duration and to risetime, are 0.0067 Hz (dura-
tion T2 ~ 1/π fc2 = 47.5 s) and 0.16 Hz (duration T1 ~ 1/π fc1 = 2.0 s). The event durations estimated from the
corner frequency models (equations (7) and (14)) likely underpredict the true event duration but may corre-
spond to duration of the highest moment release that we find to be between 20 s and 70 s. We also show the
spectra averaged over all eGfs and stations at each azimuth bin, their best fit models and source parameters
in supporting information Figure S7, and summarize the azimuthal variations of the source parameters in
Figure S8. Finally, by integrating the stacked spectrum (red spectrum in Figure 8) using equations (12) and
(13), we find the total band-limited radiated energy of the Mw 8.3 earthquake to be 1.10 × 1017 J within
0.08 Hz–2 Hz (and 1.06 × 1017 J within shorter band of 0.08 Hz–1 Hz, for further comparison in the next sec-
tion). Taking the uncertainties of source spectrum (shown by red shadow in Figure 8), the total band-limited
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radiated energy calculated from seismic data varies from 1.06 × 1016 J
to 4.41 × 1017 J. While we find no clear break of slope in the source
spectra that would justify using the double-corner frequency model
(equation (14) and Figure 8), we use it to estimate the proportion of
radiated energy in the missing frequency bands, below 0.08 Hz and
that above 2 Hz. We find that our estimate is 71.2% of the total radiated
energy, and thus, our value slightly underestimates the one we would
find if we had a broader frequency bandwidth. Nevertheless, our value
is larger than that found by Ye et al. (2015) (2.2–3.15 ×1016 J) and by the
IRIS products (3.21×1016 J from IRIS DMC, 2013, last accessed 11 July
2017). Our choice of elastic structure (wave speed model) does not
explain this difference. Therefore, we argue that the shape of the
source spectrum, probably controlled by our use of empirical Green’s
function, can explain our overall higher estimate of radiated energy.

3.4. Time-Varying Spectral Analysis
3.4.1. Methodology
The previous parts of spectral analysis used the whole P wave train
to provide the overall source information on the Mw 8.3 Illapel
Earthquake. To obtain more detailed information during the rupture
itself, we perform a time-varying analysis with robust estimations of
radiated energy and parameterization of the spectrograms. Because

we retrieve time-dependent dynamic source parameters (radiated energy and falloff rates), we can directly
interpret these metrics with the ImCS-BP results.

We slide a 12 s long Hanning taper through the waveform of the mainshock with a 10 s overlap and a 2 s time
step (Figure 9, top) and calculate the amplitude spectrum of the truncated window. Then, we remove the
path effects by dividing the amplitude spectra with the eGfs spectra, since we assume that the Green’s
function remains the same during the earthquake. Therefore, for each time window, we can measure a
band-limited source spectrum (Figure 9, bottom). We first average the time-dependent source spectra within
each azimuth bin over the stations in order to investigate the azimuthal and temporal variations. In a last step,
we stack the azimuth-averaged spectra to construct an overall spectrogram for this event. These source
spectra can represent snap shots during the dynamic source process.

The minimum frequency of the spectrograms is 0.08 Hz, and we study the two frequency bands LF and HF to
strictly compare with the results from ImCS-BP. We estimate the radiated energy evolution during the earth-
quake by applying equations (12) and (13) to each snapshot of the source spectrum and within the LF, HF,
and the combined frequency band (0.08–1 Hz). Based on the radiated energy within each time window,
we can estimate the average radiated energy rate (J/s) during that period (radiated energy divided by
window length, that is, 12 s). Furthermore, we fit a simple linear regression to the spectrogram (log-spaced
frequencies) and obtain the evolution of the falloff rate for the LF, HF, and the combined frequency bands
(Figure 9, bottom). The two frequency bands LF and HF are narrow and are chosen arbitrarily to provide a
low- and high-frequency bands well suited to the backprojection. A more rigorous analysis on the choice
of frequency bands appropriate to the event size and to data constrained remains to be performed and is left
for future work.
3.4.2. Results
Our temporal spectral analysis provides a unique view on the evolution in time of the source dynamic para-
meters. We show the source spectrogram, radiated energy rate, and falloff rate in Figure 10 within the same
frequency bands (LF and HF) as the previous ImCS-BP results. Further details on the uncertainties can be
found in Movie S1 in the supporting information. We limit our interpretation to the first 150 s, as the later
phases, shown by the ImCS-BP results, are located in the outer-rise region and are probably not associated
with the rupture process (Figures 10 and 11).

The radiated energy rate slowly increases in the stage I from the earthquake onset to 10 s, the stage that
probably reflects the nucleation process. Most of the seismic energy is released during the stage II between
20 s and 100 s and presents two pronounced peaks at about 40 s and 60 s (Figure 10b). After 100 s, the total

Figure 9. Cartoon to illustrate themethod of time-varying spectral analysis. (top)
A waveform in red and the tapered running short time window waveform in
blue. (bottom) The recovered source spectra (black line) within the time window.
Red and blue shaded areas indicate the two LF and HF frequency bands.
Linear regressions are the best fit line for the spectrum from linear regression
(red: LF; blue: HF; black dashed: overall).
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radiated energy rate stabilizes, and energy radiation finally dies until
200 s after the onset. We also integrate the obtained total radiated
energy rate over time to have another estimation of total radiated
energy within [0.08 1] Hz, which is 8.99 × 1016 J and comparable with
that from total event spectrum 1.06 × 1017 J. Variations in radiated
energy rate in the LF band are substantial. Because the LF radiation is
very similar to the total radiation (as carried by the low-frequency
moment level), the LF energy dominates and the two most energetic
peaks seen in the total radiated energy are mostly carried by the low
frequencies. This supports well our backprojection results (Figures 5a
and 5b). Variations in radiated energy in the HF band are smoother
than those of the LF band. The overall HF energy steeply increases from
onset to 20 s, peaks at 50–60 s, and dies after that. This is very consis-
tent with our HF backprojection results (Figures 5c and 5d).

The patterns of time-varying falloff rates from our observations are
intriguing (Figure 10c). Because of our choice of regression scheme,
LF and HF falloff rates are independent measures of spectral slope. It
is important to remember that a low falloff rate is equivalent to a high
ratio of high-frequency to low-frequency radiation. We show in
Figure 10c the variations of falloff rate from the limited frequency
bandwidths LF, HF, and from the combined bandwidth (called average
falloff rate here). In the first stage, a general decrease appears at all fre-
quency bands, indicating an increase in high-frequency content, which
concurs with the nucleation inferred from radiated energy (Figure 10b).

At the beginning of stage II, LF and HF falloff rates appear to be antic-
orrelated. The LF falloff reaches a minimum at 22 s and peaks at 35 s
during the overall steep growth in LF radiated energy. In contrast, HF
falloff peaks at 24 s, which corresponds well with the rapid growth in
HF energy. Both falloffs are similar at 40 s (peak of seismic radiation),
favoring a smooth spectral shape with a single falloff. After 50 s and
during stage III, both LF and HF falloff rates seem to vary together until

the end of the rupture. Additionally, while there is no obvious correlation between HF falloff rate and radiated
energy, LF falloff rate and radiated energy share similar variations. If there is no systematic correlation
between radiated energy and falloff rates, understanding the contributions of low against high frequencies
during the rupture and to the radiation of seismic wave is a metric that can be tested with dynamic
source simulations.

We further detail the evolution of our three metrics of radiated energy (LF, HF, and combined) by exploring
their variations with azimuth. Figure 11 shows the time varying radiated energy rates averaged over 10°
azimuth bins that have at least 10 stations per bin. Unfortunately, there is a clear lack of data coverage at
azimuths where we expect the source directivity. The features common to all azimuths are two energy peaks
1 and 2 in the LF and broadband time series, consistent with what we find previously (Figures 5a, 5b, and
10b). The difference in time interval between the peaks is indicators of source directivity, somewhat in a
similar way to source time function analysis.

Focusing on the LF radiation, there are at least three coherent energy peaks (labeled 1, 2, and 3 in Figure 11b).
The time interval between 0 and peak 1 is shorter at azimuth 30°, corresponding to the northeastward
propagation of the rupture observed by the backprojection results (Figures 5a and 5b). The time interval
between peak 1 and 3 around azimuths 320°–350° corresponds well to the northwestward rupture in the
LF backprojection results. It is, however, not well constrained because of a data gap between 200° and
320° and the energy peak 3 is not clearly observed by stations within 320°–350°.

In contrast to the LF radiation, the HF radiation is simple. We estimate only a single coherent peak (labeled
as 1) and the directivity toward azimuth 50° is obvious, which is also supported by backprojection results
(Figures 5c and 5d).
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4. Discussion
4.1. Integrated Source Analysis for the 2015 Illapel Earthquake

In stage I of this earthquake (0–20 s), ImCS-BP results show that both LF and HF energy bursts cluster around
the epicenter the first 10 s (Figure 5). During this period, the time-varying spectral analysis results also present
a weak increase of radiated energy (Figure 10b) and in the proportion of high frequencies through a decrease
in the falloff rate from 2 to 1.7 (Figure 10c). During this stage, the rupture velocity curves provided by the LF
energy bursts may also indicate a slow growth with, if interpreted as such, earthquake rupture velocities
under 1 km/s (see Figure 6). This stage may be a signature of a slow initiation with a nucleation length scale
of about 10 km. Ohnaka (2000) proposes a scaling that relates seismic moment with nucleation zone size that
M0 = 1 × 109(2Lc)

3, whereM0 and Lc are the seismic moment (Nm) and nucleation zone size (m), respectively.
This scaling suggests a size of nucleation zone Lc ≈ 7.4 km for the Illapel Earthquake. Although the question of
whether the nucleation of earthquake is scale dependent or independent is still under debate (e.g., Ellsworth
& Beroza, 1995; Lapusta & Rice, 2003; Meier et al., 2016; Olson & Allen, 2005), our observations seem to be
consistent with Ohnaka (2000).

As mentioned in the previous section, we define stage II as the period of time between 20 s and 100 s. Our
integrated analysis during this stage brings up many aspects of this rupture. Based on the LF ImCS-BP results,
there are two distinct energy bursts North-West to the epicenter around 45–60 s and 60–80 s after onset
(Figures 5a, 5b, and 6a). They correspond to the largest amplitudes of the velocity waveforms at about 40 s
and 60 s (supporting information Figure S1) and to the two radiated energy peaks from our time-dependent
spectral analysis results (Figures 10b and 11b).

Our integrated results show that most of the seismic radiated energy is released between 40 s and 80 s and
their location is implied by the location of LF energy bursts (Figure 5b). Furthermore, the LF ImCS-BP results
possibly indicate two changes in rupture velocity around 50 s and 80 s (Figure 6a). These velocity changes are
well timed with the peaks of the backprojection energy bursts and radiated energy from spectral analysis.

0 50 100 150 200
Time(s)

0

50

100

150

200

250

300

350

A
zi

m
ut

h

Total Radiated Energy

0 50 100 150 200
Time(s)

0

50

100

150

200

250

300

350

A
zi

m
ut

h

LF Radiated Energy

0 50 100 150 200
Time(s)

0

50

100

150

200

250

300

350

A
zi

m
ut

h

HF Radiated Energy(a) (b) (c)

0

0

0

1

1

1

2

2

2

3

3

0

1

0

1
0

0
1

3(?)

1

Figure 11. Time-varying radiated energy estimated at 10° azimuth bin: (a) total radiated energy, (b) LF radiated energy, and
(c) HF radiated energy. Green thin lines and numbering indicate reference and indexing for the coherent radiated energy
peaks. Results after 150 s are shaded for being less reliably interpretable to source processes.

Journal of Geophysical Research: Solid Earth 10.1002/2017JB014265

YIN ET AL. 2015 ILLAPEL EARTHQUAKE SOURCE ANALYSIS 17



This supports that changes in rupture velocity excite high-frequency radiation (Madariaga, 1977). Yin et al.
(2016) compared the CS-BP results with various slip inversion models for this earthquake and highlighted
that most of the LF energy bursts were located within the high slip regions, which are common to most slip
models (e.g., Heidarzadeh et al., 2015; Ye et al., 2015). Melgar et al. (2016) also showed that their low-
frequency backprojection results consistently overlapped with the large slip regions, indicating a relation
between low-frequency backprojection results and coseismic slip.

There are about 10 s difference between the timing of the peaks of ImCS-BP energy burst (peaks at about 50
and 80 s, Figure 6a) and the peaks of the source spectrogram analysis (peaks at about 40 and 60 s, Figure 10b).
As the rupture approaches the seismic array (USArray in this study), the seismic waves arrive earlier because
of the shorter traveling distance. If the rupture propagation is left ignored, it will bring errors into the timing
of the source (Figure 10). However, the ImCS-BP method can correct these source time shifts/errors and pro-
vide more accurate source time estimations. We refer to Yin and Yao (2016) for the details and test on
this correction.

Directivity effects are inferred from both the evolution of radiated energy (with time and azimuth (Figure 11b)
and from backprojected images: the time interval between the onset of radiation (0) and the first energy peak
(1) shortens at azimuths 30°–50°, implying a probable direction of the rupture propagation similar to that
found by the ImCS-BP (Figures 5a and 5b). Although the ImCS-BP results indicate a clear northwestern pro-
pagation toward the trench (azimuth of about 320°) from 30 s to 80 s (Figures 5a and 5b), there is no station
available in the azimuth ranges of 200°–320° and 120°–140° to support directivity with the spectral analysis.
This justifies well the use of backprojection techniques as a complement to spectral analysis to evaluate
source directivity.

In contrast to the low-frequency radiation, the HF results from ImCS-BP show a propagation direction to the
North-East (azimuth ~30°–50°), with a downdip unilateral propagation and a peak of coherence at 40–60 s.
The HF peak time of radiated energy and source directivity inferred from backprojection are well consistent
(Figures 10b and 11c).

Supported by both backprojection and spectral analyses, the main characteristic of the seismic radiation of
this earthquake is the obvious discrepancy in the evolution of the low- and high-frequency content during
the rupture. They may represent two processes of dynamic rupture characterized by different time scales
(inverse of frequency) at the updip and at the downdip part of the megathrust. The different rupture beha-
viors at the updip and downdip regions have also been observed by Melgar et al. (2016). They interpret the
shallow part to behave similarly to a tsunami earthquake (Kanamori, 1972), whereas the deeper portion
would behave like a “normal” source. We will discuss possible dynamic mechanisms for this phenomenon in
section 4.2.1.

Finally, we ought to discuss during the stage III, beyond 100 s into the rupture. Lee et al. (2016) suggest that
this event is a very long lasting earthquake (duration ~250 s), as a combination of a megathrust earthquake
that propagates updip in the first 150 s and a tsunami earthquake (size ~Mw 8.08) that propagates along the
trench with a slow rupture speed from 150 s to 250 s. However, the ImCS-BP low-frequency energy bursts are
clearly located on the outer-rise region (Figures 5a and 5b) rather than along the trench. As discussed by Yue
et al. (2017), these outer-rise energy bursts are probably introduced by the coherent coda signals due to late
water reverberations. The source spectrograms clearly show peaks around 0.1 Hz, which corresponds to 10 s
(Figure 8), which supports the results from Yue et al. (2017). Therefore, these outer-rise bursts revealed by
ImCS-BP likely arise from reverberations in the water column. Therefore, stage III does not seem to be related
to the rupture but rather a wave propagation effect in the outer-rise region.

4.2. Physical Interpretations
4.2.1. Observations of Depth-Dependent Radiation for Point Sources
The spatiotemporal distribution of seismic energy bursts from ImCS-BP potentially brings insight on physical
properties on the fault interface. Many backprojection studies of the large subduction zone thrust earth-
quakes, such as the Mw 9.3 2004 and Mw 8.8 2005 Sumatra, the Mw 9.0 2011 Japan, the Mw 8.8 2010 and
Mw 8.3 2015 southern Chile (Lay et al., 2012; Wang & Mori, 2011; Yao et al., 2011, 2013; Yin et al., 2016), the
Mw 8.0 2007 Peru (Sufri et al., 2012), and in a large continental subduction zone such as the Mw 7.9 2015
Nepal (Yin et al., 2017; Yue et al., 2016), reveal clear systematic differences between the frequency content
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of the updip and downdip regions. Our results from ImCS-BP are consistent with previous studies that iden-
tify LF radiation in the updip part and HF radiation in the downdip region of the megathrust earthquakes.

Other observations confirm the depth-varying seismic radiation in subduction zone earthquakes. It is
observed from small and moderate shallow (<50 km) earthquakes on the megathrust. Houston (2001) found
a trend in source time functions that, when adjusted to the seismic moment scaling with source duration,
shorten as source depth increases, implying a higher frequency content. Denolle and Shearer (2016) find a
similar trend in Japan and in Sumatra for moderate and large events, trend also confirmed by Ko and Kuo
(2016) for a wide range of earthquake magnitudes in the Japan trench. Bilek and Lay (1999) interpret this
shortening of source pulses as a systematic variation in rigidity with depth. Furthermore, studies on the
generation of high-frequency strong ground motion simplify the source of megathrust earthquakes to loca-
lized strong motion generation areas that often locate downdip of the fault (e.g., Asano & Iwata, 2012; Ruiz
et al., 2012).

Regarding any systematic changes in high-frequency falloff rate with depth, Ye et al. (2016) argue for a
decrease in high-frequency falloff rates with depth for Mw 7+ in subduction zones, implying a high ratio of
high- to low-frequency radiation for the deeper parts of the megathrust. However, Ko and Kuo (2016) find
in the Japan trench a relatively constant radiation efficiency with depth, and given the observations of
increase stress drop with depth, the high-frequency falloff rates should at most remain constant with depth.
The contradictions in these results highlight a need to better estimate the high-frequency falloff rates.
4.2.2. Time-Varying Spectral Falloff Rates
The spectral falloff rate controls the attenuation of high frequency of the source time functions. Aki (1967)
proposes a statistical model with two correlation lengths that predict a spectral model with a high-frequency
asymptote of ω�2. Dynamical models of cracks indicate that stopping phases, which effectively corresponds
to an abrupt change in rupture velocity, give an upper bound in high-frequency radiation with falloffs of n = 2
and smoother changes should excite high-frequency radiation with falloffs of n > 2 (Madariaga, 1977). The
more recent study of Kaneko and Shearer (2014) finds that the high-frequency falloff rate varies between
1.5 and 2.5 for far-field P waves with all azimuth and takeoff angles relevant to teleseismic measurements
(0°–40° in takeoff angles). Therefore, great variations in n can come from simple and known dynamics of
earthquake rupture.

Moreover, various canonical and kinematic slip rate functions (review in Tinti et al., 2005) exhibit various spec-
tral falloff rates (supporting information Figure S9), for example, the Yoffe function has a falloff of 1, the tri-
angle function has a falloff rate of 2. Dynamically consistent slip rate functions can relate to dynamic
parameters (Piatanesi et al., 2004; Tinti et al., 2005), and Tinti et al. (2005) propose a dynamically consistent
slip rate function with a falloff rate greater than 2. Kinematic parametrization (see Schmedes et al., 2010,
and Crempien & Archuleta, 2014, for details of methodology of the parameterization) with a fixed slip
rate function shape yields a source spectrogram with a falloff rate that is constant in time (supporting infor-
mation Figure S10). Our observations and those of Denolle et al. (2015) suggest otherwise. Therefore, future
investigation through dynamic rupture simulation is necessary to explain the temporal evolution of high-
frequency falloff rates.
4.2.3. Prediction of Depth-Dependence Radiation From Earthquake Dynamics
The first mechanism that can explain depth dependence in seismic radiation is the stress conditions on the
fault before the rupture. Prestress and its heterogeneity are particularly difficult to establish, as multicycle
earthquakes simulations require both long-term fault healing and short-term dynamics (Duan & Oglesby,
2005, 2007). The frequency dependence of the seismic radiation during the Tohoku earthquake has been
explained by both 2-D and 3-D dynamic simulations though heterogeneous distribution prestress on the
fault surface (Huang et al., 2012, 2014; Galvez et al., 2014).

A second mechanism that can explain the depth dependence in the frequency of seismic radiation is the fric-
tional resistance on the fault interface. The phase transformation of the minerals constituting the near fault
fabric alters their frictional properties (Lay et al., 2012; Scholz, 1998; Yao et al., 2013). Parametrization of fric-
tion, either through velocity- (Dieterich, 1992, 1994; Rice et al., 2001; Ruina, 1983) or slip-weakening (Andrews,
1976; Ida, 1972) laws, is often invoked through a characteristic or critical length scale that can be tuned
(Huang et al., 2012, 2014; He et al., 2016; Yang & Weng, 2016) to simulate high-frequency radiation. Often
the shallowest part of the plate interface is considered unfavorable to earthquake nucleation (Marone &
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Saffer, 2007; Saffer & Marone, 2003), but other dynamic weakening mechanisms (flash heating and thermal
pressurization; Noda & Lapusta, 2013; Rice, 2006; Viesca & Garagash, 2015) may allow propagation through
those areas.

A third, but not least, mechanism is the geometry of the fault. The hangingwall, or accretionary wedge in sub-
duction zone, undergoes large dynamic stresses during the rupture (Brune, 1996; Kozdon & Dunham, 2013;
Ma, 2012; Nielsen, 1998; Oglesby et al., 1998). The materials in the accretionary wedge may thus respond
inelastically to strong dynamic stresses, an effect that Ma and Hirakawa (2013) proposed to exaggerate the
depth dependence to seismic radiation by reducing the high-frequency radiation at the trench. The
accretionary prism, if described as inelastic, may act as an “energy sink,” reducing the directivity effects in
seismic radiation and absorbing the high-frequency radiation at the trench. Wedge failure may thus explain
our observations.

Our observations alone cannot discriminate between these competing mechanisms. However, they provide
reliable and novel constraints to validate dynamic rupture simulations and motivate the need to investigate
the impact of each mechanism on seismic radiation.
4.2.4. Cracks or Self-Healing Pulses?
In our results from both backprojection and spectral analyses, the LF and HF seismic radiation differ in the
location of their excitation and in the direction of their propagation. Both behave as if they occurred due
to two different rupture processes. Our observations suggest a unilateral migration of the seismic radiation,
either updip (LF radiation) or downdip (HF radiation). If interpreted independently, both results would favor
interpretations of unilateral pulse-like ruptures, such as that of the Mw 7.9 2015 Nepal Earthquake (Avouac
et al., 2015; Fan & Shearer, 2015; Galetzka et al., 2015; Grandin et al., 2015; Yin et al., 2017), but in opposite
directions. However, we only observe a single dominant time scale in the whole event spectrum (the source
duration), which favors a crack-like model, as against a pulse-like model that exhibits two time scales, the
source duration and the risetime (Denolle & Shearer, 2016; Haskell, 1964). Because of this contrasting beha-
vior of the radiation, it is difficult to assess whether the rupture had a more pulse-like behavior (such as a typi-
cal Haskell model) or a crack-like behavior. One possible explanation is an asymmetry in the slip rate function
at the rupture front where, for the propagation of a simple crack front, the updip slip rate function is
smoother (deficient in high frequencies) than the downdip slip rate function. Simulations of dynamic sources
are also required to address this issue.
4.2.5. Tsunamigenesis
Our final discussion point is the spectral shape of themain event at low frequencies. Our strict SNR criterion at
low frequency provides us confidence in the peculiar trough in the spectrum at 0.035 Hz, which made us
ignore the 0.02–0.08 Hz frequency band in our spectral model fitting. This type of feature is similar to that
observed during tsunami earthquakes (Abercrombie et al., 2001 (Java 1994 event); Ammon et al., 2006
(Java 2006 event); Lay et al., 2011 (Mentawai 2010 event); and Denolle & Shearer, 2016 (Mentawai 2010
and Java 2006 events)). While the tsunami generated by the Illapel event reached runups as high as 11 m
(Melgar et al., 2016), it is possible that the spectral shape reflects some features common to tsunami earth-
quakes. To the best of our knowledge, there exists currently no physical explanation to this particular trough
in P wave spectra of tsunami earthquake.

5. Conclusions

Our study presents new methodologies in backprojection and spectral analyses of large earthquakes that
hopefully provide observational metrics relevant to megathrust earthquake dynamics. They are effective to
analyze remote and offshore shallow earthquakes by accounting for phase and amplitude information of
the complete P wave train (direct P, depth phases, and water reverberations). Both methods provide obser-
vational constraints on the evolution of the seismic radiation during the rupture and complement each other
by combining reliable phase and amplitude information. Our multidimensional source analysis can provide
the spatiotemporal evolution of seismic radiation during the earthquake, with the temporal evolution of
radiated energy and varying falloff rates.

We applied both methods on the Mw 8.3 2015 Illapel Earthquake and found a distinct evolution of the low-
frequency radiation compared to the high-frequency radiation. Not surprisingly, the low-frequency radiation
is prominent in large earthquakes and appears consistently shallower than high-frequency radiation.
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We hope that our combined approach to image the seismic radiation during the earthquake provides rele-
vant metrics to bridge kinematic observations and dynamic models. Understanding the physical mechanisms
that can explain our observations is central to improving our knowledge of large megathrust earthquakes.
Different mechanisms (friction, prestress, and geometry) can produce variation with depth of the frequency
content of seismic radiation. Determining whether one mechanism dominates over the others deserves to be
addressed in the future research.
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